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EXECUTIVE SUMMARY

The increasing amount of data processed by companies and institutions as a result of the Internet boom has stretched most existing data centers to their limits. Today more people than ever own cell phones, watch videos on mobile devices and make all kinds of online transactions. All the data necessary to make all of these activities possible are processed and stored on servers and computers housed in data centers around the world. Data processed and stored in these servers and computers are accessed 24/7 and as a result, most are required to be operational all the time.

In order for these servers to be continuously operational, data centers’ electrical systems need to be very reliable. However, because most existing data centers are decades old, the reliability of their electrical systems are not adequate unless they are upgraded and well maintained. The high cost of power has also increased the need to make data centers’ electrical systems more efficient. In general, before any upgrade is made, data center managers evaluate their existing electrical systems to identify the needs of their data centers and develop the best plan to upgrade these electrical systems.

A data center electrical system can be an “N”, “N+1”, “2N”, “2(N+1)” configuration or a variation of these configurations. An N electrical system configuration has just one distribution pathway with no extra capacity and an N+1 electrical system configuration also has just one distribution pathway but with some extra capacity in the UPS subsystem and the backup generator subsystem. Two distribution pathways exist for 2N and 2(N+1) configuration. The level of upgrade done on an existing electrical system generally depends on the type of configuration and equipment of the data center.
This report looks into some of the considerations necessary to select the best electrical design configuration for existing data centers. Specifically, the report identifies what can be done to make some existing data centers’ electrical systems more reliable, more efficient and easier to maintain.
# TABLE OF CONTENTS

<table>
<thead>
<tr>
<th>Section</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACKNOWLEDGEMENTS</td>
<td>2</td>
</tr>
<tr>
<td>EXECUTIVE SUMMARY</td>
<td>3</td>
</tr>
<tr>
<td>TABLE OF CONTENTS</td>
<td>5</td>
</tr>
<tr>
<td>LIST OF FIGURES</td>
<td>6</td>
</tr>
<tr>
<td>LIST OF TABLES</td>
<td>7</td>
</tr>
<tr>
<td>CHAPTER 1 - INTRODUCTION</td>
<td>8</td>
</tr>
<tr>
<td>Background</td>
<td>8</td>
</tr>
<tr>
<td>Research Objectives</td>
<td>10</td>
</tr>
<tr>
<td>CHAPTER 2 - LITERATURE REVIEW</td>
<td>12</td>
</tr>
<tr>
<td>Need for Upgrade</td>
<td>12</td>
</tr>
<tr>
<td>Electrical Design Configurations</td>
<td>14</td>
</tr>
<tr>
<td>Electrical System Reliability</td>
<td>15</td>
</tr>
<tr>
<td>Electrical System Efficiency</td>
<td>17</td>
</tr>
<tr>
<td>CHAPTER 3 - RESEARCH PROCEDURE</td>
<td>19</td>
</tr>
<tr>
<td>CHAPTER 4 - ELECTRICAL SYSTEM UPGRADES</td>
<td>21</td>
</tr>
<tr>
<td>Making the Decision to Upgrade</td>
<td>21</td>
</tr>
<tr>
<td>Different Electrical System Configurations</td>
<td>23</td>
</tr>
<tr>
<td>N Design configuration</td>
<td>23</td>
</tr>
<tr>
<td>N+1 Design configuration</td>
<td>25</td>
</tr>
<tr>
<td>2N and 2(N+1) Design configurations</td>
<td>26</td>
</tr>
<tr>
<td>Design Considerations</td>
<td>27</td>
</tr>
<tr>
<td>Utility feed</td>
<td>28</td>
</tr>
<tr>
<td>Backup power</td>
<td>30</td>
</tr>
<tr>
<td>Uninterruptible power supply</td>
<td>31</td>
</tr>
<tr>
<td>Power distribution unit</td>
<td>35</td>
</tr>
<tr>
<td>Servers/computers</td>
<td>36</td>
</tr>
<tr>
<td>Choosing the Right Design Configuration</td>
<td>36</td>
</tr>
<tr>
<td>Cost of downtime</td>
<td>36</td>
</tr>
<tr>
<td>Risk tolerance</td>
<td>37</td>
</tr>
<tr>
<td>Availability/Reliability</td>
<td>37</td>
</tr>
<tr>
<td>Space</td>
<td>37</td>
</tr>
<tr>
<td>Maintainability</td>
<td>38</td>
</tr>
<tr>
<td>Summary and Conclusion</td>
<td>38</td>
</tr>
<tr>
<td>CHAPTER 5 - SUGGESTIONS FOR ADDITIONAL WORK</td>
<td>41</td>
</tr>
<tr>
<td>Appendix A – Sample data center electrical one line diagrams</td>
<td>42</td>
</tr>
<tr>
<td>Appendix B - Sample Interview Questions</td>
<td>44</td>
</tr>
<tr>
<td>References</td>
<td>46</td>
</tr>
</tbody>
</table>
LIST OF FIGURES

Figure 1 – Block diagram of a typical data center electrical one line..................22
Figure 2 – Sample data center load tracking spreadsheet..............................23
Figure 3 – Data center N electrical design configuration..............................24
Figure 4 – Data center N+1 electrical design configuration...........................25
Figure 5 – Data center 2(N+1) electrical design configuration......................27
Figure 6 – UPS efficiency curve.................................................................33
Figure 7 – Data center electrical system one line diagram (part 1)...............41
Figure 8 – Data center electrical system one line diagram (part 2)...............42
LIST OF TABLES

Table 1. Recommended design criteria for data center electrical system configuration...39
CHAPTER 1 - INTRODUCTION

The digital revolution has created an environment in which a large amount of information is processed by servers and computers. The large amount of information processed is necessary for large businesses to run and is generally stored and maintained in data centers. Many companies and organizations will not be able to serve their customers, collaborate with partners, or perform basic business functions if they are not able to properly manage information.

A data center is a facility that hosts IT equipment such as servers and computers that are generally used to process all type of information for businesses. These data centers have become a critical component in all types of businesses (Baggini and Granziero 2011). This is because, for example, more people than ever now own cell phones and computers that they use for all sorts of applications such as watching videos, working online, making calls, and sending text messages. Data making these activities possible are also stored and processed in servers located in data centers.

Background

A typical data center’s electrical system configuration can be divided into several subsystems:

- The utility feeds subsystem, which includes the incoming power to the data center and the utility transformers.
- The backup generators subsystem, which includes the generators and generator Switchgear(s).
- The main switchgears and auxiliary loads subsystem.
- The Uninterruptible Power Supply (UPS) subsystem, which includes the UPS modules, batteries, maintenance bypass panels and UPS output switchboards.
- The Power Distribution Units (PDU) subsystem, which includes the PDUs and the Remote Power Panels (RPP).
- The computers/servers subsystem.

Google is one of the largest owners and operators of data centers in the world. Google data centers around the world continuously draw about 260 million watts of electricity (Glanz 2011). Because of the amount and importance of data processed in data centers, the servers and computers are expected to be available almost all the time. A data center’s electrical system is one of the key systems critical for the operation of these servers and computers. The electrical system needs to be designed such that power is continuously available for the data center critical loads. This paper will only focus on the electrical system because without electrical power, none of the important systems that are necessary for servers and computers to be available, such as the Heating, Ventilation and Air Conditioning (HVAC) units, will be operational.

Data centers rely heavily on the continuous supply of electrical power and any electrical problem can easily cause serious damage to the servers and computers. Power issues increasingly cause serious concerns because many data centers are more than two decades old and power failures are very costly. As a result, data centers’ electrical systems are receiving more attention than ever before.

The digital revolution has increased the need for more powerful servers and more capacity, which in turn have increased the need for more reliable electrical systems and more electrical capacity. Most existing data centers’ electrical systems need to be
upgraded to meet the ever-increasing demand from servers. Energy usage at data centers doubled between 2000 and 2006 and was expected to double again by 2011 (Silicon Valley Leadership Group 2008). Forty-four times more data will be processed by the year 2020 compared to 2011 (Crouch 2011). This anticipated growth, the risks associated with the growth and a high availability expectation have put enormous pressure on data center owners to upgrade their facilities’ electrical systems in order to meet the demands and needs of their customers.

The ultimate goal for any data center is to be available 24/7. This means that even when utility power is not available, the data center is still expected to operate. Backup generation built into the electrical systems needs to be always ready to support critical loads and single points of failure have to be eliminated. A single point of failure on an electrical system is “an element of the electrical distribution system that at some point will cause downtime, if a means to bypass it is not developed in the system” (McCarthy and Avelar 2011, 3). One of the main goals of any data center electrical system design is to eliminate as many single points of failure as possible. This is why many upgrades done on data centers’ electrical systems involve actions to eliminate single points of failure. Furthermore, data center electrical system upgrades are necessary because of outdated electrical systems, insufficient capacity and the need for more reliable and easily maintainable electrical systems.

**Research Objectives**

Once the decision has been made to upgrade a data center, an engineering firm is generally hired to develop and propose design options. Over the years, engineers have developed many types of electrical design configurations for data centers with the most
common being $N$, $N + 1$, $2N$ and $2(N+1)$ configurations. Many variations of these configurations exist.

There are many factors that affect the design configuration choice when upgrading data centers’ electrical systems. The objective of this research paper is to analyze a data center electrical system upgrade process and make recommendations on what is necessary to have the best data center electrical design configuration.

The expected outcome from this research is to have a better understanding of the driving forces behind the need to upgrade a data center electrical system and the reasons for the selection of different electrical design configurations. Another expectation is to be more knowledgeable about electrical system problems encountered at data center facilities and the possible solutions to these problems.
CHAPTER 2 - LITERATURE REVIEW

Most data centers that host companies’ and organizations’ servers are decades old and their electrical systems do not meet some of the reliability, efficiency and design configuration requirements that customers expect today. As a result, all subsystems of the electrical system should be evaluated not only to identify if an upgrade is needed but also to determine what needs to be done to satisfy any design configuration that the data center manager has planned for the facility. Any upgrade project should have at least one of the following goals: making the electrical system more reliable, more available, more efficient, or increasing the capacity. The literature review will discuss the need for an upgrade, the electrical design configurations, the electrical system reliability and system efficiency.

Need for Upgrade

There are many reasons why some existing data centers need to be upgraded besides their age. The report “Data Center Energy Forecast” presented by the Silicon Valley Leadership Group in July 29, 2008 examined a report presented to Congress in 2007 by the Environment Protection Agency (EPA) on Server Data Center Energy Efficiency. The EPA report estimated a rapid growth of energy usage by data centers based on current trends. Because data centers consume too much power and to reduce their environmental impact, recommendations were made on how to slow down the rapid growth without affecting the services provided. The Silicon Valley Leadership Group report looked at how many companies implemented the EPA recommendations and what results were obtained. The report concluded that data centers were on track to meet the
EPA’s best case scenarios of reducing electricity usage by about 50% by 2011 as a result of following the EPA recommendations. The problem with this conclusion was that the data centers studied were not representative of the industry because they were operated by major companies such as Oracle and Sun Microsystems. These companies manufacture servers and can afford to spend substantial amount of money to build top of the line data centers to showcase their products to potential customers or enhance their image (show how green they are). These data centers were more efficient than most data centers in the industry. In reality, even with the late 2000s recession, data centers’ energy usage in the U.S. grew by about 36% between 2005 and 2010 (Markoff 2011). Regardless of the amount of energy consumption, most in the industry will agree that the majority of data centers’ electrical systems need to be upgraded to improve reliability, efficiency, maintainability or capacity.

Before any upgrade is possible, data centers’ facility managers assess their facility power to determine the electrical power capacity needed to support any anticipated growth. The technical paper “Calculating Total Power Requirements for Data Centers” by Sawyer discusses needs assessment at data centers. The author is right that any initiative to upgrade a data center electrical system must start with an assessment of the system. The assessment will allow a better understanding of future capacity needs.

In addition, the technical paper “Data Center Infrastructure Resource Guide” by ANIXER, a world’s leading supplier of data center products, discusses the recent increase in data center activities that has contributed to the urgent need to upgrade many data centers’ electrical systems because of the increase in power consumption by data centers. For example, data centers power consumption doubled between 1998 and 2003 and
doubled again between 2003 and 2006 (Anixer 2008). The need to upgrade data centers or build new ones is even more urgent when future growth projections are considered.

**Electrical Design Configurations**

When an existing data center’s electrical system is in need of an upgrade, the upgrade performed on the electrical system might not be exactly what is needed because of some constraints and limitations associated with existing equipment and the data center. Generally, the best electrical design configuration will be customized for the existing site based on the cost of the upgrade, how easy it will be to add or change equipment, the space available for new equipment and the extent to which engineers and owners can agree on a design.

It is very important for owners and designers to know what options are available to them when upgrading an electrical system. The technical paper “Planning and Design for a Data Centre Electrical Power Infrastructure: Distribution, UPS, Safety and Savings” by Baggini and Granziero covers all the major electrical topics engineers need to address when designing a data center electrical system. According to the authors, the main aspects that must be taken into account when designing a data center electrical system are the reliability and maintainability of the power supply. The selection of the power distribution and UPS configurations are very important because the UPS subsystem is one of the most critical pieces of the electrical system. Although Baggini and Granziero believe it is not necessary to provide redundancy to components with high reliability compared to other components, in fact it is the cost of downtime that mainly drives the degree of redundancy built into data centers’ electrical systems.
Complementing the technical paper mentioned above, the technical paper “Comparing UPS System Design Configurations” by McCarthy and Avelar gives a detailed comparison of the main electrical design configurations for data centers and discusses how to choose the best one. The problem with the discussion in this paper is that the authors assume that a new electrical system is being built and no mention is made of some of the difficulties encountered with existing systems. As we will see later in this paper, choosing the right configuration when upgrading a data center electrical system depends partly on the type of existing equipment.

**Electrical System Reliability**

Most data center managers and engineers that Black & Veatch’s engineers interacted with over the years said that the most important requirement of the data centers under their control is those data centers’ reliability.

Therefore, it is no surprise that 7x24 Exchange, the leading knowledge group for those who design, build and maintains mission-critical facilities, organizes at least one forum each year about the reliability of mission critical facilities. During fall 2011 forum, Fairfax, the president of MTechnology talked about some of the hidden threats to mission-critical facilities’ reliability. He also discussed some of the most common problems encountered and how to limit or fix them. His suggestion that engine reliability and aging would improve if the maximum backup generator time to pick up critical loads increased from the common practice of 10 seconds to the 25-30 second range is debatable. Backup generators typically used in data centers’ electrical systems are specifically built for data centers and similar critical facilities such as hospitals. They are designed to start and pick up loads within 10 seconds. Therefore, increasing this time will
not necessarily improve the life and reliability of the generator. Besides, life safety loads are required to be picked up by emergency generators within 10 seconds (NFPA 110 2010) and most data centers have their life safety loads and critical loads on the same backup generator system. If the life safety loads are not connected to the same backup generator system as the critical loads, then increasing the pickup time beyond 10 seconds will surely not have a negative impact on the generator.

Standby power is a critical part of the data center electrical system. It is responsible for powering servers if the utility power is off for more than a few seconds. In his 2011 article “Maximizing the Reliability of Standby Power Used in Mission-Critical Application” published in the 7x24 Exchange International magazine, Dauffenbach discusses standby generator reliability. According to Dauffenbach, to maximize reliability, facility managers need to understand and consider the critical factors that go into specifying, installing and maintaining a standby power system. This is absolutely true because the better a data center manager knows his/her equipment, the better it will be taken care of, the better it will operate and the longer it will last.

Expensive upgrades are not the only solutions to data centers’ electrical systems reliability problems. Simple steps such as regular maintenance, when performed correctly, substantially improve the reliability of data centers’ electrical systems. Because of the high expectations on data centers to be reliable, data center managers generally develop excessive maintenance plans for some major equipment. The problem with excessive maintenance plans is that they actually reduce the reliability of the data center electrical system. This is because maintenance can cause new problems such as a leaving a generator output breaker in the test position, dropping tools in live equipment and
accidentally removing/returning equipment from/to service (Fairfax 2011). The risk of power failure during maintenance is high, partly because of human error blamed on fatigue. Most routine maintenances are performed late in the night.

**Electrical System Efficiency**

When upgrading a data center electrical system, designers not only try to make the system more reliable by modifying the existing electrical system configuration and replacing equipment that has reached its end of life, they also try to make the data center more energy efficient. In a world dominated by the green movement, devices are being built to be more efficient and consume less energy than ever before. The book *Grow a Greener Data Center* by Alger discusses some of the reasons to go green such as growing power demand, capacity gains and monetary benefits. A data center can not be green without been efficient. The efficiency information in this book is very important when selecting the best design configuration for an existing data center’s electrical system. In this industry, going green is almost certain to be a good decision in the long term because it will eventually save money and reduce the data center’s environmental impact.

The single piece of equipment in a data center with the most opportunity for efficiency gain is the UPS because UPS efficiency is greatly affected by the amount of load supported by the UPS. For the same percentage of full load, a newer UPS can easily be five percent more efficient. This is why most technical papers and magazines articles about data center electrical system efficiency focus on UPS modules. The technical paper “High Performance Data Centers: A Design Guidelines Sourcebook” produced by Pacific Gas and Electric Company in January 2006 provides a viable alternative to inefficient equipment in data centers including UPSs. The paper discusses how existing power
supplies at data centers can be used efficiently and what to consider when replacing an existing UPS with a new and more efficient one. While the paper provides many efficient design suggestions that will be beneficial in a wide variety of data center design situations, no design guide can offer a universally correct way to design a data center. Selecting the most efficient UPS system that meets the data center’s needs will save money on operating cost. However, it is not easy to calculate the saving and the return on investment (ROI).

Other relevant literature discussing topics found in this paper include “Build the Best Data Center Facility for Your Business” by Alger, “National Survey on Data Center Outages” by the Ponemon Institute, “Battery Technology for Data Centers and Network Rooms: Battery Options” by APC and “Human Error in the Data Center” by Hughes.
CHAPTER 3- RESEARCH PROCEDURE

The research technique consisted of searching reliable online sources and KU library databases to identify relevant reading materials such as “Build the Best Data Center Facility for Your Business” and *Grow a Greener Data Center* by Alger. Other reading materials included Data Center Management journals and magazines, non-confidential company’s resources and many technical papers. One of the most important parts of this research work was interviewing at least one data center manager as well as data center design experts. Some of the questions asked during the interviews can be seen in Appendix B.

Upgrading data centers’ electrical systems consist of replacing or modifying some subsystems to improve the electrical systems’ reliability, efficiency, capacity or maintainability. In order to select the best electrical design configuration for existing data centers, typical designs for subsystems will be considered and some of the ways to upgrade them will be evaluated in light of our goal of making the overall system more reliable and efficient with more capacity. While analyzing these subsystems, the different reasons why some people prefer certain approaches to others will also be investigated.

In addition to the technical papers, data center magazines, books and company documents evaluated for this research paper, two data center designer experts and a data center manager were interviewed. Both of the data center experts have had at least thirty years of experience designing data center electrical systems, and the data center manager is in charge of all the data centers owned or operated by one of the largest U.S. telecom companies. The interviews took place in the interviewees’ offices in Overland Park, Kansas and Lee’s Summit, Missouri. Five interview requests were made but only three
interviews were possible. The two interview requests that were turned down were turned down by engineers working in data centers. These engineers did not receive the permission from their supervisors to be interviewed for this research paper. The purpose of the interviews was to fully understand some of the topics covered in this paper and verify some of the findings in the literature.

In the early stage of the field project, a plan of completion of the field project was developed to keep track of any progress made and meet important deadlines. Most of the research materials were then collected and divided into four main areas of focus, which included documents evaluated to discuss the need for upgrade, the electrical design configuration, the electrical system reliability and the electrical system efficiency. By the time that most of the research materials were collected, it was obvious that some claims or findings needed to be verified. Therefore, some people were contacted, and interview requests were made. As mentioned above, three people were interviewed. While developing the report, the four main areas of focus were applied to most of the data centers’ electrical subsystems studied and some of the information collected from the interviews was inserted into the report. Because not enough interviews were made, the decision was then taken to create a recommended consideration table to complement the interviews to meet the report originality requirement.
CHAPTER 4- ELECTRICAL SYSTEM UPGRADES

One of the most challenging tasks when upgrading a data center electrical system is to decide on the electrical configuration to adopt. The assumption here is that the upgrade is a major one requiring the existing electrical configuration to be modified. Selecting a design configuration is such a challenge because the main design configurations used in the industry are constantly changing to meet data centers’ demands. However, despite what the data centers’ needs are, some design considerations must be made before those needs can be taken care off.

Making the Decision to Upgrade

Any data center electrical system must be reliable to the satisfaction of the data center manager and the clients using the servers housed in the data center. It is safe to assume that the reliability of a data center comes primarily from the strength of the data center’s electrical infrastructure because the greater its source of power, both primary and backup, the more reliable the servers (Alger 2007). The above statement is of little importance unless the entire electrical system is given the same high level of attention. In other words, all subsystems need to be evaluated. Figure 1 shows the typical subsystems of a data center electrical system.

An overall evaluation of the electrical system should include finding the threats to the system by relying on professional examination and not general perceptions. For example, building redundancy into the electrical system and testing the critical equipment of the system will extend the life of critical equipment, save money and improve the reliability of the system only if it is done right and at the right frequency. Too much
redundancy or excessive testing could actually reduce reliability. When threats are found, simple investigations can sometimes reveal that most threats can easily be eliminated with a well defined maintenance plan.

Figure 1 - Block diagram of a typical data center electrical system

Before any major upgrade can be made, the data center manager should have a good knowledge of the capacity available and the needs of his/her data center. This is very important in deciding on upgrades because it allows the data center manager to develop plans based on factors such as current and future needs. One way to easily track critical loads and capacity in a data center is by using a spreadsheet like the sample in Figure 2, which can easily be created with the help of other data centers’ critical power requirement calculation tools.
Different Electrical System Configurations

There are many data center electrical system design configurations available today. However, most of these design configurations are just variations of the main design configurations, which are N, N+1, 2N and 2(N+1).

**N Design configuration**

An N design configuration is the simplest design configuration for a data center electrical system. This system is designed to meet the critical loads need of the data center without any redundancy built into the system. In other words, if the critical loads require 500KVA of UPS power and the system has only one 500KVA PDU module, then this is an N design configuration. This design configuration generally has one utility feed, one generator, one utility switchgear, one UPS module, one PDU and computer loads as shown in Figure 3.

![Figure 2 - Sample data center load tracking spreadsheet](image)
One important observation to make from Figure 3 is that none of the critical components in the system has redundancy. For example, if the UPS module fails, the critical loads will not have power or if the generator fails while the data center is in backup mode, power to the data center will be lost. If an electrical design configuration has even only one critical component with no redundancy or no extra capacity built into it, the design is considered an N design configuration. This electrical design configuration has a single path, meaning that the failure of, or maintenance to, a panel or feeder will cause partial or total interruption of operations at the data center (Telecommunications industry association 2005). One disadvantage of an N design configuration is that the “lack of redundancy limits the load’s protection against UPS failures” (McCarthy and Avelar 2011, 6). Also, many single points of failure mean that the system can only be as reliable as its weakest link (McCarthy and Avelar 2011).
**N+1 Design configuration**

An N+1 design configuration is an N design configuration with some redundancies or spare capacities built into the design. For example, if a data center has three 2500 KVA generators for backup power but only two are needed to support the data center’s critical loads, then the generator subsystem is N+1. This means that there is one spare generator in case one of the two needed generators fails. If the generator system has four 2500 KVA generators but only two are needed to support the critical loads, then the generator system is N+2. Thus, an N+1 design configuration should have the spare capacity or redundancy in the electrical pathway, which includes the utility feed, the generator, the UPS subsystem, the distribution system and all distribution feeders (Telecommunications industry association 2005). Figure 4 shows a block diagram of a typical “N+1” data center electrical design configuration.

![Data center N+1 electrical system design configuration](image)

**Figure 4 – Data center N+1 electrical system design configuration (Turner IV et al., 2008)**
One advantage of an N+1 design configuration is the opportunity of the data
center capacity to grow if needed. For example, if the critical loads grow, one additional
UPS module and generator of the same size as the existing ones can be added.

2N and 2(N+1) Design configurations

The ultimate goal of most major data center managers today is to have a 2N or a
2(N+1) electrical design configuration. This is because 2N and 2(N+1) electrical design
configurations are the most reliable design configurations in the data center industry.
During an interview with Jimmy Hasegawa, principal data center engineer of all the data
center facilities for one of the largest telecommunication companies in the U.S., he
mentioned that everything been equal, he would like his data centers’ electrical systems
to be 2N configuration with 2N+1 UPS redundancy. A 2N electrical design configuration
can be described as two independent N electrical design configurations used to power the
same critical loads. The two N configurations are redundant to each other and each is
capable of powering all the critical loads in the data center in case the other one is not
available. Each of the two N configurations can only be loaded to about 40-45% of its
capacity so that the combined loads can be supported by one side. An example of a
typical 2N electrical design configuration can be seen in Figure 5. The only difference
between a 2N and a 2(N+1) design configuration is that the latter has extra capacity built
into each of the two distributions paths of the configuration. For example, each
distribution pathway will have an extra generator and an extra UPS module.
Figure 5 – Data center 2N electrical system design configuration (Turner IV et al., 2008)

Design Considerations

Power availability and reliability are some of the most important challenges facing data centers today. With the increase power density per rack as a result of limited space and increased data processed by servers, conventional data centers are running out of power capacity. Because a large number of computers and servers are concentrated in existing data centers to maximize the use of the space available, the cost of downtime has substantially increased. Single points of failure and electrical system management are now more of concern to data center managers than in the past.

Two critical power issues encountered in data centers are the reliability of the electrical supply and whether the utility grid can supply the required availability. Typical
data centers handle power interruptions to external power supply using combinations of UPS and backup generators. An analysis of data centers’ outages points to UPS as the most common cause of unplanned outages. Three of the top four causes of data center outages are related to UPS failures (Ponemon Institute 2010). Backup generator failures are next in line in terms of importance. Thus, when there is a need to upgrade an existing data center electrical system, the different subsystems need to be analyzed while focusing on the most vulnerable and critical ones that comprise the UPS and backup generator.

**Utility feed**

The utility feed is the primary source of power for all data centers that do not have self generation capacity (produce their own electricity). Very few data center facilities generate their own power because of the high cost associated with building a generation plant. Thus, most data centers rely on the power provided by the local utility company. The quality and reliability of the power from the utility companies in the U.S. are very good compared to the rest of the world but not good enough to meet data centers’ needs. Therefore, the first consideration to analyze when upgrading a data center electrical system is the utility feed.

It is recommended that data centers have two power feeds from independent power substations such that if for some reason one substation is not available, power can still be provided to the data center through the alternate power feed. At least one of the two power feeds should be underground to limit the exposure from natural disasters such as tornados that can easily damage overhead power lines. An underground alternate utility feed was recently installed at a large data center in the Kansas City area to meet the data center’s continuous reliability need. Previously, only one overhead utility feed
was available for this data center. The cost of installing the underground feed was justified by the possible high cost of downtime in case of failure of the overhead feed.

A few months after the alternate utility feed was installed, a surge arrestor failure in the overhead utility feed switchgear caused the data center to lose its main power feed. The data center had to rely on the newly installed feed for many days while the surge arrestor was being replaced. If the alternate feed was not available, the data center would have been powered by the backup generators for several days assuming that the generators would operate normally. However, the data center’s manager has concerns with the reliability of backup generators. A few months earlier, some generators had failed to start upon request of the data center. Thus, this large data center’s manager experience suggests it is crucial for data centers to have two utility power feeds each with transformers sized appropriately to support the entire data center loads.

Each utility power feed should have a separate main switchgear and the two switchgears tied together with a least one tie breaker to provide redundancy (see sample of a detailed electrical one line in Appendix A). Every data center has auxiliary loads such as HVAC that keep the data centers at the right temperature. Depending on the existing design, redundant panels or switchboards feeding the auxiliary loads should be provided. Each panel or switchboard should only support a portion of the auxiliary loads inversely proportional to the number of panels or switchboards. For example, in a data center with four auxiliary load panels, each panel should only support one quarter on the auxiliary loads. This way if one panel fails, only one quarter of the auxiliary loads will be without power. If for example it is not possible to have multiple panels or switchboards for auxiliary loads, then it is crucial to modify the existing panel or replace it with a
double ended one. A double ended panel is a panel with two main breakers that allow the panel to be fed from two different sources (one main source and one alternate source).

**Backup power**

When the main power source of a data center fails, the UPS provides emergency power to the critical loads using batteries connected to the UPS system. The emergency power provided by the UPS only lasts for few seconds until the backup generators are running and ready to power the critical loads. Backup generators will support the critical loads until the main power returns. As a precaution, the UPS batteries are sized to provide emergency power for up to fifteen minutes at most data centers. It can sometimes take days for the main power to return if for example there is a natural disaster. The data center backup generator subsystem must be very reliable during this period, otherwise any problem can cause a complete power loss.

Generator system losses can be reduced by upgrading existing systems that do not meet needed reliability requirements. If for example the generator configuration of an existing data center is an N configuration, it is recommended that the system be upgraded to at least an N+1 configuration. The extra generator will provide backup capacity to the emergency system in case one generator fails to start or does not operate normally. Backup subsystems without extra generator capacity are generally connected to the main electrical system via Automatic Transfer Switches (ATS), but for an N+1 configuration, a generator’s switchgear is better and will eliminate single point of failure at the ATS. A 2N or 2(N+1) generator’s configuration requires at least two generator switchgears. Since most major upgrades take years and are done in different phases, it is a good practice to always have the end in mind when upgrading any electrical system. Otherwise, valuable
capital can be wasted on upgrades that will not be in line with the final design configuration for the data center a few years later. For example, if the data center manager’s plan is to have a 2(N+1) configuration, then any upgrade should be in line with the manager’s plan with provision for any future growth included. The detailed, data center electrical system one-line (part 1) in Appendix A shows provision for two future generators. For maximum reliability, the generators used should be specifically designed for power generation application and not just adapted from other applications (Dauffenbach 2011). This is because other applications for generators such as in residential use will not be good for data centers. They are less reliable.

**Uninterruptible power supply**

Whether the power is from the utility or backup generators, it goes through the UPS to get to the critical loads. The only time that power gets to the critical loads without going through the UPS is when the UPS fails or is being maintained. The role of the UPS is not just to temporarily provide power to critical loads while the backup generators start, but also to filter the power from the utility and generators. Many people in the industry believe that the UPS subsystem is the most important part or the heart of any data center electrical system. Lud Funke, a senior electrical engineer at Black & Veatch with over thirty years of experience designing data center electrical systems, is one of them. However, some people like Dan Rogge, another senior electrical engineer at Black & Veatch, believe that the UPS subsystem is just one of the most important components of the electrical system. One thing that everybody in the industry can agree on is that the UPS subsystem gets the most attention. After all, “the most frequently cited root causes of data center outages are: UPS battery failure (65 percent), UPS capacity exceeded (53
percent), accidental Emergency Power Off/human error (51 percent) and UPS equipment failure (49 percent)” (Ponemon Institute 2010). Most of the upgrades to UPS systems in data centers are performed to increase their capacity, make them more reliable and improve their efficiency.

Once data center managers determine that more UPS capacity is needed, the size of any new UPS will depend largely on what the data center already contains. For example, if the data center currently has three 500 KVA UPS modules in parallel on a distribution path, it will only make sense to add one or more 500 KVA UPS module(s) because the UPS modules work together and are supposed to have the ability to be loaded at the same level or have the same amount of spared capacity. Figure 7 in Appendix A shows an example of a data center’s electrical one line with four UPS modules of the same size on each distribution path. The sample electrical one line is from a project recently completed. The fourth UPS module was added to increase the UPS capacity and maintain the N+1 UPS configuration on each distribution path (2(N+1) overall UPS configuration, but only N+1 configuration for the entire electrical system because the backup generator subsystem is N+1 configuration). A UPS output switchboard was also added to improve the maintainability and reliability of the UPS subsystem. Previously, each UPS system only had a UPS output bus with no output breakers, making the UPS modules vulnerable in case of a fault on the output buses.

Any work done on an existing data center electrical system should be seen as an opportunity to make the system more efficient. This is even truer for the UPS subsystem because it is the system with the most cost saving opportunity associated with making the system more efficient and reliable. With technology breakthroughs in recent years, data
center owners or operators can save a substantial amount of money in the long run by just installing the top-of-the-line energy efficient UPS modules available today. For double conversion UPS modules, which are the most commonly used in data centers today, efficiency ranges between 80% and 95% for UPS loaded between 15% and 100% capacity (see Figure 6). “By simply selecting a 5% higher efficiency model of UPS, the saving can be over $38,000 per year in a 15,000 square foot data center, with no discernable impact on the data center’s operation beyond the energy savings” (Pacific Gas and Electric Company 2006).

Figure 6 - UPS efficiency curve (Sawyer, 2006)

According to Dan Rogge, another way to get better efficiency out of the UPS and a data center electrical system in general is by setting up the UPS subsystem such that in normal operation, critical load power does not flow through the UPS as is the case in most existing data centers. With this type of set up, called a line reactive system, critical loads will be switched to UPS only when a power failure occurs, eliminating most of the
losses (about 8%) resulting from double conversion in most UPSs. This is possible because most data center servers and equipment available today can operate through significant power disruptions such as undervoltage and overvoltage (Pacific Gas and Electric Company 2006).

It is very difficult to convince data center managers to consider line reactive systems when upgrading their electrical systems, however, because these systems are not widely used. There are some minor risks associated with reactive systems and they are different from what data center managers are used to. The solution to data center managers’ concern with line reactive systems is to upgrade UPS modules with software such as Eaton’s Energy Saver System (ESS), which manages UPS operations. This software allows the UPS to operate as it would in a line reactive system without the risk associated with line reactive systems because the software monitors the power from the utility. “When utility power is within normal tolerances, the UPS delivers power with 99% efficiency,” without the double conversion mode and “when the utility power falls outside acceptable limits for IT equipment, the UPS seamlessly switches to double conversion mode” (Eaton 2009a).

For data center managers, it does not matter how efficient their data center’s UPS subsystem is if it is not in operation. Considering that UPS battery failures cause the most outages in data centers, it is not only essential to maintain and replace batteries when they are due for maintenance or replacement but it is also essential to have the right type of battery to meet the data center’s needs. If existing batteries are Valve Regulated (VRLA) type and reliability is a concern for the data center, then the batteries need to be upgraded with wet cell batteries, which are more reliable than VRLA batteries. Wet cell batteries
have a very long life (15-20 years), are difficult to install and maintain and need to be in a separate battery room. As for the VRLA batteries, they will last 3 to 10 years, cost less and are easy to install and maintain (American Power Conversion 2005). Although the wet cell batteries are more expensive to install and maintain compared to the VRLA batteries, the reliability gain is worth the extra cost for most data centers.

**Power distribution unit**

Some data centers that are decades old do not use power distribution units. Standard floor standing PDUs receive 480V power and step it down to 208V to feed servers and computers. These units also have Static Transfer Switches and panels with breakers. Most PDUs built today are very reliable and can be used “to monitor power consumption and quality, manage and plan power needs, and react quickly to any potential problems down to the branch circuit level” (Eaton 2009). Installing PDUs in data centers that do not currently use them or upgrading with new PDUs will not only increase the reliability of the electrical system but it will also allow data center managers to easily track power usages in their data centers.

Another advantage of using PDUs is that they can be easily relocated to another area of the data center during upgrades or consolidations. Figure 8 in Appendix A shows a data center’s electrical one line with PDUs. In data centers with at least two separate distribution paths, it is recommended that PDUs be fed from a separate path to provide power redundancy. If floor space is a problem when planning to add or replace PDUs, then data center managers should consider using rack mounted PDUs. Rack mounted PDUs are smaller, more efficient and can be mounted right next to servers or in some cases in the same enclosure as the servers. In large data centers, using rack mounted
PDUs can save a lot of money and cables since there is no need to run multiple lengthy cables to the servers.

**Servers/computers**

Servers/computers are the bulk of critical loads in a typical data center. The majority of servers/computers in data centers today have two power cords: one main power cord and one alternate power cord. These cords are plugged into separate remote power panels from separate distribution paths to provide power redundancy to servers/computers. It is still common to see servers/computers with only one power cord in some old data centers. In this case, if these one cord servers/computers are critical and cannot be turned off, then data center managers need to migrate the loads to other servers/computers and replace the single cord servers/computers with double cords servers/computers because single power cord servers/computers have single points of failure at their power cord.

**Choosing the Right Design Configuration**

Before a decision is made on upgrading a data center design configuration, some considerations have to be taken into account to better develop a robust plan that technically and financially makes sense and can be implemented easily.

**Cost of downtime**

What is the revenue per minute from running the data center? In other words, how much money does the data center and its clients make per minute? The answer to this question greatly influences the discussion to spend money to make a data center’s electrical system more reliable. For reliability upgrades, the estimated cost of the project
should be compared to the cost of downtime to determine if it makes sense financially in
the short or long term to move forward with the project. Another thing to consider is the
effect of the project cost on future business. For example, data center managers who rent
or lease space to outside clients should ask themselves if the lease or rental cost will
increase as a result of the upgrade. If the answer is yes, they should make sure that their
clients will not have any problem paying more for the better service. There should be a
positive return on investment for every expenditure made on upgrades.

**Risk tolerance**

How will the data center handle a major power failure? Does the data center have
a history of failures or has it been free of major failures? Companies that are sensitive to
risks for any reason are more likely to initiate and approve a project to improve reliability
and maintainability.

**Availability/Reliability**

Is the data center a 24/7 data center? Can the data center afford to be shut down
for maintenance? If the answer to the first question is yes and no for the second, then
upgrades to improve or add redundancy in the electrical system or eliminate single points
of failure should be approved. These upgrades will more likely add value to the data
center.

**Space**

Is space available for new equipment? Most major electrical system upgrades
require additional space. For example, installing a new UPS module to increase capacity
will require not only additional space for the module but an even bigger space for the
UPS batteries. The lack of space greatly affects the design configuration upgrade of many data centers.

**Maintainability**

At some point in time, any piece of equipment will have to be maintained. It is very important to have an electrical system design such that equipment is easy to maintain or requires less maintenance. In data centers, the percentage of reported failures attributed to human error is more than 60% (Hughes 2012). It is important to identify areas of the electrical system where maintenance can be improved.

Before data center electrical systems can be upgraded, data center managers should take the necessary steps to analyze their electrical systems to identify their data center’s needs. Based on the findings from the analysis, a design configuration plan should be developed such that if followed, any upgrades will be in line with the plan. This plan should take into account future growth and include actions to save money whether in the short or long term. Whether the ultimate design configuration plan is an N+1 or 2(N+1), the decision to move forward should be made after evaluating the business, financial and technical aspects of the plan. A data center sensitive to risk may require some degree of redundancy in its key subsystem and have an N+1 configuration, while one that is both sensitive to risk and has more critical loads requires a 2(N+1) configuration (Sawyer 2004).

**Summary and Conclusion**

The ultimate goal of any data center is to be available and reliable. The distinction between reliability and availability is slight but important, although many people use
these terms interchangeably. The reliability of a system is the probability that it will operate as intended for a given interval of time whereas the availability is the time that the system is operational (Fairfax, Dowling and Healey 2004). The most common approach in the industry to eliminate threats to data center operations is to build redundancy into the electrical system such that no single problem can easily cause power failures. All data center electrical system upgrades “should aim to achieve the ideal balance between technical and financial considerations; this implies that redundancy, in principle, must not be applied indiscriminately, on the contrary it must be carefully evaluated” (Baggini and Granziero, 2010). However, in reality, not all redundancies contribute equally to reliability. For instance, a redundant backup generator, with a 1% failure to start per demand, will contribute far more to reliability than a redundant transformer, whose failure rate is so low that the money spent on a redundant unit can be better spent elsewhere (Fairfax, Dowling and Healey 2004). Excessive redundancy in the electrical system should be avoided because it can lead to excessive maintenance (the system now has more equipment). Yet a well developed maintenance plan will always save money and reduce human errors while increasing reliability. To reduce human error in his data centers, Jimmy Hasegawa has developed a risk cause analysis plan and adopted design approaches that among many things reduce the possibility of human error and facilitate maintenance.

Whether data center managers are upgrading the electrical system of an existing data center or building a new data center, the electrical system of the data center should be expected to keep servers and networking devices operational regardless of external conditions (Alger 2007). When upgrading a data center electrical system, it is very
important to develop a plan that if implemented at some point in time, will maximize the reliability and capacity of the different subsystems or the whole data center electrical system. With this mind, some recommended considerations for data center electrical system upgrades are listed in table 1. These recommendations were derived from all the documents and reports read while working on this research topic.

Table 1. Recommended design criteria for data center electrical system configuration

<table>
<thead>
<tr>
<th>Item</th>
<th>Recommendation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Utility power feeds</td>
<td>2N utility power feeds (redundant utility power feeds from separate sources).</td>
</tr>
<tr>
<td>Utility transformers</td>
<td>2N utility transformers (redundant utility transformers, each capable of supporting all the data center loads).</td>
</tr>
<tr>
<td>Utility switchgears</td>
<td>2N utility switchgears (redundant double ended utility switchgears with tie breakers).</td>
</tr>
<tr>
<td>Backup generator systems</td>
<td>2(N+1) generator system with 72-hour fuel supply (each distribution pathway has a generator switchgear with one extra generator).</td>
</tr>
</tbody>
</table>
| UPS systems                   | - 2(N+1) UPS system.  
- Separate UPS rooms for each distribution pathway’s UPS.  
- Redundant UPS output switchgears.  
- No UPS normally loaded at more than 45%.  
- Install UPS modules with better efficiency than existing ones.  
- Wet-cell UPS batteries in separate rooms. |
| Distribution systems          | - 2N distribution systems (redundant distribution pathways).  
- Redundant auxiliary loads’ panels/switchboards. |
| Power distribution units      | Redundant PDUs with static transfer switches.                                  |
| Servers/Computers             | All servers and computers (critical loads) should have two power cords.        |
CHAPTER 5 - SUGGESTIONS FOR ADDITIONAL WORK

In analyzing the different data centers’ electrical system design configurations, we have focused on the theoretical analysis of the different subsystems. A suggestion for additional work would be to calculate the availability and reliability of data centers’ electrical systems and to mathematically analyze the impact of different subsystems’ upgrade options on the overall electrical system reliability and availability. Such analysis could play an important role in deciding which subsystem to implement in an upgrade based on their overall impact.

Currently, the majority of data centers in the industry rely on the local utility company for their main source of power. It is possible for some data centers to generate their own power at the site and have more control over their power needs. Some very large data centers are already doing this. When does it make sense for a data center to self generates the power it needs? What are the advantages and disadvantages of self power generation for a data center? Answering these questions could be the subject of another research work.

Computers and servers in data centers use DC power. The AC power provided to servers and computers from wall outlets is immediately converted to DC power for all internal operations. Some people in the industry are advocating for DC power distribution systems in data centers. As a matter of fact, some new, very creative and energy efficient data centers already have DC distribution systems. Analyzing the reliability of DC power distribution system would be a good research subject.
Appendix A – Sample data center electrical one line diagrams

Figure 7 – Data center electrical system one-line (part 1)
Figure 8 – Data center electrical system one-line (part 2)
Appendix B - Sample Interview Questions

1. What is (are) the reason(s) for requiring the generator set to start in 10 seconds?

2. Increasing the maximum generator set start time to 25-30 seconds will improve the reliability and the life of the generator set. Would you consider setting the generator(s) at a data center to start within this time frame? Why, or why not?

3. What major equipment is more likely to fail in a data center?

4. What are the main causes of power failure in a data center?

5. What would be the most cost effective UPS system configuration, if constraints to implement it such as space, cost, etc. were not a consideration?

6. Do you have enough electric power capacity to sustain growth in the near future?

7. What is more important to you: having enough capacity for anticipated future growth or having a more reliable electrical system?

8. Which factor most influences your decision to upgrade your data center’s electrical system: the cost of power failure to your company and its clients or the need to guarantee your clients access to their data anytime?

9. What do you consider to be the weakest link in your data center’s electrical system in terms of reliability?

10. What do you consider to be the weakest link in your data center’s electrical system in terms of capacity?

11. How important is the ease of maintenance to you when purchasing new equipment or upgrading your data center’s electrical system?

12. What steps have you taken to address the important problem of power failures caused by human error?
13. What is the most critical component/sub system of a data center electrical system?
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