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Abstract

To accommodate the unique conditions of mobile wireless networks, numerous

protocols have been designed. Protocols are initially tested through simulation

software, but often under non-realistic conditions, using simple or even ideal wire-

less environments not usually found in the real world. Without challenges and

channel impairments, such simulations cannot accurately determine the advan-

tages and disadvantages of the protocol nor can a reliable comparison be made

between the performance of any two protocols. New protocols must be tested in a

manner consistent with legacy protocols so they can be accurately compared and

improved upon. The contributions of this thesis are a set of models that can create

more realistic and challenging simulations, including a 3-D implementation of the

Gauss-Markov mobility model, and a set of benchmarks that can be used to test

the strengths and weaknesses of wireless routing protocols. These benchmarks

are then applied to several MANET protocols including AODV, DSR, OLSR,

DSDV, and AeroRP that is part of the Aero protocol stack developed at The

University of Kansas. AeroRP outperforms the traditional MANET routing pro-

tocols in benchmarks that involve either highly-dynamic networks or disruptions

in connectivity.
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Chapter 1

Introduction and Motivation

Traditional mobile ad-hoc network (MANET) routing protocols such as DSR

[3] and AODV [4] are designed to transmit packets only after complete end-to-

end routes are known. This can be a problem in mobile ad-hoc networks, in

which a complete route to the destination may not always exist, and connectiv-

ity can be sporadic. New protocols are being developed to handle these unique

challenges. The Aero protocol stack [5] under development at The University of

Kansas aims to improve throughput and packet data rate in highly-dynamic aero-

nautical telemetry environnments through the use of TCP/IP-friendly transport

and network protocols and a location-aware adaptive routing algorithm. These

protocol layers work together to produce a solution that is delay and disruption

tolerant.

To compare the AeroRP routing algorithm [6] against the other MANET pro-

tocols, a set of simulation tests are needed. The problem with past network

simulations has been the overly simplistic and unrealistic nature of the simulated

channel environment, which often do not take physical layer imperfections and

challenges into account. As a result, the simulation results do not accurately re-
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flect the protocol’s true performance characteristics. A more realistic channel en-

vironment must be modeled into the network simulations if the results are going to

be useful in determining strengths and weaknesses. Furthermore, a representative

set of such tests can be used to benchmark the performance of MANET protocols

and provide a more solid basis for comparing one protocol against another. The

primary contributions of this thesis are the implementation of more realistic and

challenging physical layer impairment simulation models, a 3-D implementation

of the Gauss-Markov mobility model, and the proposal and implementation of a

set of benchmarks that utilize these models to test and compare AeroRP against

a number of legacy wireless routing protocols.

This work is motivated by a desire to test AeroRP through a systematic sim-

ulation method and to compare its performance with that of traditional wireless

routing protocols such as OLSR [7], DSDV [8], AODV, and DSR [9]. The idea

to develop a set of benchmarks was partly inspired by the benchmark software

available to the CPU and video graphic card industry. Since each protocol has its

own strengths and weaknesses, it seems appropriate to run each protocol through

every benchmark. Finding weaknesses where they are not expected might lead to

further refinements and improvements in the algorithm. Also, finding strengths

where they are not expected might allow the protocol, or certain parts of it, to be

exploited for other purposes than those initially intended.

Benchmarks have been used in a variety of platforms to compare the perfor-

mance of two or more test subjects. Due to a wide variety of possible configura-

tions and system complexities, benchmarks provide a mechanism for comparing

performance on equal grounds. Benchmarks are often used to test the strengths

and weaknesses between test subjects in complex systems, in which complex inter-

2



actions make traditional comparisons unreliable. For example, a set of benchmarks

is used to compare the performance of one video card against another. The de-

pendant variable in this case is frame rate, or frames per second (FPS). To make

the test fair, the video cards are tested using the same computer setup, the same

motherboard, hard drive, CPU, RAM, and even power supply. An example set of

results from one set of benchmarks is shown in Figure 1.1.

19 32.8Radeon HD 5830

Radeon HD 5770

Radeon HD 5750

17 29.7

20 30.6

38 65.2Radeon HD 5830

Radeon HD 5770

Radeon HD 5750

32 62.2

29 55.4

Just Cause 2 low and average frame rate

Mass Effect 2 low and average frame rate

Figure 1.1. Comparison of 3 Video Cards (Adapted from [10])

From the benchmark performance results graph, it is clear to see that the

Radeon 5770 outperforms the 5750 in the game Mass Effect 2, but underperforms

the 5750 in the game Just Cause 2. The strengths and weaknesses of each can

be attributed to the architecture and inner workings of each card. One card may

have a faster GPU, but the other card might have faster internal memory, or twice

as much memory, or larger cache. As a result of studying the benchmark results,

users might choose the video card that most closely meets their needs.

It is expected that the same kind of comparisons can be made with wireless net-

work protocols. Each protocol has a unique architecture, functional algorithms,

and configuration options. They are used in unpredictable networks with very

3



complex interactions. It is not always clear how an architectural decision in one

protocol will affect its performance, and under what network or environmental

conditions the benefit will be manifest. Based upon the results of these bench-

marks, a network engineer may be able to select a routing protocol that meets

a particular need or performance requirement. Additionally, researchers may use

the results to identify weaknesses in a protocol algorithm and choose to optimize

or improve that algorithm.

1.1 Contributions

The contributions of this thesis are:

1. Description and implementation of more realistic and challenging physical

layer impairment simulation models, including a location-based impairment

and sources of persistent interference such as jammers.

2. Description and implementation of a 3-D Gauss-Markov mobility model for

more realistic node movement.

3. Definition of fundamental tests that utilize these more realistic and chal-

lenging models to benchmark MANET routing protocol performance.

4. Implementation of these benchmarks to compare the performance of AeroRP

against legacy MANET routing protocols.

1.2 Organization

This thesis is organized as follows. Chapter 2 gives background information on

the kinds of unrealistic mobility models and physical channel conditions usually

4



found in simulation environments along with some challenges and fundamental

characteristics of MANET routing algorithms. Chapter 3 discusses several en-

hancements to ns-3 mobility and channel models which bring more sophistication

and realism to the simulations, allowing researchers to get a much better idea of

how these networks will behave in the real world. A set of benchmarks is proposed

in chapter 4 that leverage these more realistic and challenging models, making a

more accurate assessment of strengths and weaknesses possible. Chapter 5 im-

plements these benchmarks, comparing the performance of five MANET routing

protocols including AeroRP. Chapter 6 concludes this thesis with key conclusions

from the research and benchmark results and some logical next steps.
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Chapter 2

Background and Related Work

Computer simulations are an important first step in testing the behavior and

performance characterists of a new protocol. Network simulators such as ns-3 do

a very good job of simulating the mechanics of mobile ad hoc network routing al-

gorithms, but have tended to ignore many of the physical layer imperfections that

can truly test the abilities of those protocols in dynamic wireless environments.

System performance under real world conditions can be dramatically different than

simulations using ideal and unrealistic conditions [11]. Unrealistic node movement

and simple propagation models provide misleading performance results.

In Section 2.1 of this chapter, we will discuss problems with the memoryless

mobility models that are commonly used in MANET simulations. Propagation

loss models and the absence of slow fading models in ns-3 are covered in Sec-

tion 2.2. Also, some challenges of designing a MANET routing protocol are dis-

cussed in Section 2.3. And several fundamental routing algorithms are described

in Section 2.4.

Much of the background work has been completed by research in the Infor-

mation and Telecommunication Technology Center (ITTC) department of The

6



University of Kansas. Section 3.1 covers recent ns-3 development work to produce

a 3-dimensional Gauss-Markov mobility model which provides a more suitable

model for simulating the movement of airborne network nodes [12]. A compre-

hensive challenge and attack simulation framework was introduced in [13] which

includes some discussion of wireless challenges. Further ns-3 development associ-

ated with this work includes a more detailed discussion of how to simulate wireless

threats and challenges such as jammers and signal fading, which is discussed in

Section 3.2.

This more sophisticated simulation environment provides the basis for a bat-

tery of tests to compare the performance of several routing protocols used in

mobile ad hoc networks. Among these protocols is one under development at The

University of Kansas called AeroRP. The Aero protocol stack is presented in [5]

and is discussed briefly in Section 4.6.5.

2.1 Mobility Models

Highly dynamic supersonic airborne networks provide a challenging environ-

ment for mobile ad hoc networks. High mobility, limited bandwidth and trans-

mission range, unreliable noisy channels, intermittent connectivity, and multihop

routing create a harsh environment for communications. There are several ways

in which simulations of such an environment can be overly simplistic and mislead-

ing. One reason why past simulations in ns-3 and other simulator applications

are unrealistic is that they use synthetic, memoryless, and random mobility mod-

els to simulate the movement of network nodes. Such models include Random

Waypoint, Random Direction, and Random Walk, which are the most common

mobility models used by researchers in simulating MANETs [14] [15]. Since they

7



are memoryless, simulations using these mobility models exhibit unnatural move-

ments with abrupt and often extreme changes in velocity and direction, unchar-

acteristic of mobile airborne nodes. The simulation performance of a MANET

is affected by the mobility model used, and the difference between actual and

simulated performance can be significant. In the case of ns-3, the existing mobil-

ity models also lacked support for 3-dimensional positioning and movement, thus

making a realistic test of airborne nodes nearly impossible.

2.1.1 Memoryless Models

In Random Walk, each node is given a random trajectory and travels along that

trajectory for a fixed period of time or a fixed distance as shown in Figure 2.1a.

When nodes reach the limits of the 2-dimensional boundary, they bounce off in

a new direction mirroring the previous direction and velocity. Figure 2.1b shows

an example of the Random Direction model, in which nodes travel on a random

trajectory until they reach the boundary, at which time they pause for a random

period of time and head off in a new random direction and speed. In the Random

Waypoint model, as illustrated in Figure 2.1c, each node travels to a random

waypoint (x, y coordinate), pauses for a period of time, and then heads off to

another waypoint. The waypoints, node speeds, and pause times are modeled as

uniformly distributed random variables.

These simple synthetic mobility models do not mimic the motion of airborne

nodes very well. The nodes undergo sudden changes in speed and direction at

random, which is uncharacteristic of real objects (e.g. aircraft).

8



(a) Random walk (b) Random direction

(c) Random waypoint

Figure 2.1. ns-3 memoryless mobility models

2.2 Propagation Loss Models in ns-3

Ns-3 uses a flexible approach to modeling propagation losses; one does not

need hundreds of models to perfectly simulate every possible wireless environment.

Instead, propagation loss models can be chained together to get the desired effect.

For example, by chaining the Log-Distance and the Nakagami loss models in

a wireless channel, one gets the properties of both models: a path loss model

based upon distance and a fast fading model based upon statistics. This concept

is illustrated in Figure 2.2. The summation of several simple propagation loss
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models yields a complex model that can better approximate real world channel

conditions. This technique is used in most of the benchmark simulations in this

research.
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Figure 2.2. Composition of realistic model
(Adapted from Fig 5.1 of [1])

The problem, however, is that ns-3 does not have slow-fading propagation loss

models to simulate localized scattering or shadowing. There are basic distance-

based loss models such as Friis, Log-Distance, and Cost231 propagation models.
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Furthermore, there are a couple fast-fading statistical models such as Nakagami

and Jakes. But it is difficult to simulate an actual impairment event at a specific

location within the simulation using the existing models. To simulate an impair-

ment such as rain fade or any other line-of-sight obstruction that affects a specific

link requires a loss model with physicality.

2.3 Routing Design Challenges

Growing from a need to handle dynamic and unpredictable environments found

on the battlefield, mobile ad hoc networks find an increasing number of applica-

tions. Some common applications are discussed in [2] including mobile confer-

encing, emergency services, home networking, embedded computer applications,

sensor networks, automotive, and personal area networks. MANETs are being

considered in many situations where a temporary, resilient, and autonomous net-

work is needed. Herein lies the challenge: to determine efficient routes for a

dynamic, unpredictable network, while keeping packet overhead and delay down,

and throughput high.

The question is not ”Which MANET routing algorithm is the best”, but rather

”Which MANET routing algorithm best meets the requirements of a particular

application?” It depends upon the importance assigned to the various performance

criteria for each application. Cumulative throughput, protocol overhead, delay,

security, datarate, power consumption, and delay tolerance are a few of the metrics

that may be considered when selecting or designing a MANET routing protocol.

There are performance tradeoffs between the different criteria. For example, a

protocol that is designed around low hop count may have lower delay, but may

also tend to choose routes with weaker signal strength resulting in higher packet
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loss.

2.3.1 Shared Medium

Mobile wireless networks are subject to environmental challenges not found in

wired networks. The shared wireless medium is unpredictable, subject to signal

fading, complex propagation loss and delay characteristics, friendly and unfriendly

interference, and evesdropping. Mobility further implies that nodes may not al-

ways be in range of each other, and routes may change regularly, or even disappear

entirely. One MANET topology may have constant connectivity and long-lasting

routes, whereas a very dynamic topology may have route segments available for

only a few seconds and may not be able to wait for the routing algorithm to

converge upon a complete route. MANETs must configure themselves and auto-

matically adjust to these environmental conditions.

2.3.2 Transport Protocol

Traditional TCP assumes that all packet drops are due to congestion. This

assumption works well enough for wired networks, where routes are stable and

signals are generally strong. But TCP is very problematic in wireless networks,

where routes change and signals fade regularly. With this single assumption, each

packet loss is handled by cutting transmission rates in half, reducing throughput

when it should be implementing mechanisms to counter interference or reroute

the traffic. MANET routing algorithms need to utilize a transport protocol that

is designed with wireless in mind, like the Aero transport protocol (AeroTP). At

the time of this writing however, AeroTP is not available in ns-3, otherwise it

would be integrated into these benchmarks.
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2.3.3 Protocol Performance

The performance of any routing algorithm is dependent upon the interactions

of the individual mechanisms within that protocol and how they interact with

neighboring nodes. A basic understanding of the different mechanisms will guide

us in predicting how each routing protocol may perform in each benchmark. Some

of the basic functions a MANET routing protocol must perform are:

• Neighbor discovery

• Selecting neighbor for forwarding packets

• Building and managing the topology

• Establish routes

2.3.3.1 Neighbor Discovery

A MANET node must determine which other nodes are within its transmis-

sion range and use that knowledge to perform various activities related to routing.

Common methods for neighbor discovery include transmitting beacon packets and

promiscuous snooping. MANET nodes must keep their neighbor list updated regu-

larly. Some protocols transmit location information periodically to their neighbors

to aid in routing algorithms.

2.3.3.2 Selecting the Best Neighbor

MANET nodes must decide which neighbor to forward packets to on route to

the destination. Based upon the algorithm used, the best neighbor may be chosen

based upon the fewest hops, available node power, signal strength, or even its

location and speed vector relative to the destination.
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2.3.3.3 Managing Topology

Network nodes must use mechanisms to find out what other nodes are in the

network and how they are connected to each other. This information is needed for

routing calculations and must be kept current or else incorrect routing decisions

can be made and performance will suffer. One challenge is knowing how often to

refresh the topology. If it is done too often, the overhead affects network resources;

and if it is not updated often enough, routes become stale. In either case, overall

performance can suffer.

2.4 Routing Algorithms

Calculating routes is the primary purpose of a routing protocol and is accom-

plished through the use of various routing algorithms as described in the following

sections.

2.4.1 Proactive

Often referred to as a table-driven algorithm, each node in proactive routing

protocols keeps a current and complete set of routes to every other node in the

network [16]. Updates are disseminated to the other nodes with waves of control

packets. These algorithms tend to produce lower delay over reactive protocols at

the expense of higher control traffic overhead. The more dynamic the topology,

the more frequent the update control packets need to be sent. If the protocol

sends updates at set intervals that are too slow, the routes will become stale and

packets may be lost. If the interval is shortened, then control packet overhead will

increase accordingly. Thus, proactive protocols generally perform poorly in large

or highly-dynamic networks, however they can provide better quality of service
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over reactive protocols with the right network conditions. In proactive algorithms,

packets are forwarded only after a route has been established to the target node,

but that route should already exist in the source node’s routing table before it is

needed. The requirement to keep routing tables current at all times implies that

proactive algorithms are not designed for power constrained applications.

2.4.2 Reactive

Reactive routing protocols [17] are sometimes referred to as source-initiated

protocols. The fundamental premise is that nodes will only construct routes when

a source node requests a route to a destination node. If the route is not already

cached, the source node floods the network with route request control packets.

Route maintenance packets are used to keep the routes current as long as the

route is needed. The overall delay is likely to be higher than a proactive algorithm,

but we should expect fewer control packets resulting in better efficiency and lower

power consumption than with proactive protocols. Of course, the actual efficiency

and performance will depend upon the network topology, traffic patterns, and

how the algorithm controls the flooding process. Much like proactive algorithms,

packets are forwarded only after the network has converged upon a route to the

destination node, but reactive protocols only make the effort to find a route when

needed.

2.4.3 Link State

Proactive and reactive routing algorithms are concerned with “when” a route

gets calculated. However, link state, distance vector, and geographic routing

algorithms tell us “how” a route is calculated. In link state [18] routing protocols,
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each routing node in the network creates a graph of network connectivity by

broadcasting a list of its direct neighbors to each of its neighbors. Each node’s

neighbor list propagates through the network until all nodes know the neighbors

of all other nodes. At that point, a node will use the Dijkstra or similar algorithm

to calculate which neighbor is the next logical hop in the routes to every other

node in the network and places this information in a forwarding table.

2.4.4 Distance Vector

Distance vector routing [19] is less complex and has less overhead than link

state. Each node’s neighbor list is only sent to each neighbor. Unlike link state, it

does not propagate to each node in the network, hence, less overhead. This also

means that nodes do not know the complete route to every other node. Instead,

distance vector uses two other pieces of information: the next hop and the distance

(number of hops) to the destination. The underlying Bellman-Ford algorithm

suffers from routing loops and the associated “count-to-infinity” problem, and

does not scale to large networks.

2.4.5 Geographic

Routing algorithms that use node location information to determine routes are

considered geographic or location-aware. These protocols can use GPS technology

or they may get location information through control messages from neighboring

nodes [20]. One feature of geographic routing algorithms is that they do not need

to know the full path to the destination, but can transfer packets to nodes that are

closer to the destination or to nodes that will come within range of the destination

node sooner.
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2.4.6 Routing in Delay-Tolerant Networks

Recent interest in delay-tolerant networks was sparked by the desire to design

an inter-planetary network (IPN). Delay and disruption-tolerant networks lack

continuous end-to-end paths [21]. Traditional routing algorithms such as those

classified as proactive, reactive, link state, and distance vector are unable to for-

ward packets in such networks since a complete end-to-end path may not be avail-

able. These networks require routing algorithms in which nodes can store data

until a progressive connection can be made, or until the node itself comes within

transmission range of the destination. This ability is called “store-and-haul” [22],

or ferrying, and is used in conjunction with a geographic routing algorithm in

AeroRP.
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Chapter 3

Realistic Simulation Models

Memoryless, 2-dimensional mobility models are unrealistic and inadequate for

simulating airborne networks. Combat, stealth, and reconnaissance aircraft do not

always travel in straight lines; yet they do not wander around randomly either.

A 3-dimensional mobility model that incorporates both memory and random-

ness provides more realistic node movement for these applications. Furthermore,

wireless networks face threats from interference and jamming, which have been

overlooked in past simulation models. This chapter is organized as follows.1 Sec-

tion 3.1 details the Gauss-Markov mobility model, including fundamental formulas

and use of the α tuning parameter. Section 3.2 describes a novel implementation

of a slow fading loss model that has both location and mobility, and finishes with

a method used to simulate jammers in the wireless channel environment.

1This chapter is based on [12] and [13].
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3.1 Gauss-Markov Mobility Model

Aware of the problems with the existing ns-3 mobility models, a 3-dimensional

version of the Gauss-Markov mobility model was developed and has been incor-

porated into the ns-3 release. The model itself is designed to mitigate the prob-

lems associated with random memoryless models that produce straight-line node

movement interrupted by wild course alterations [23]. The Gauss-Markov mobility

model is a synthetic mobility model that combines both random movement with

memory to produce movement that is more natural than the memoryless mobility

models previously found in ns-3. This model extends the standard 2-dimensional

Gauss-Markov model to three dimensions so it can be applied to airborne nodes.

The Gauss-Markov mobility model is a relatively simple memory-based model

with a single tuning parameter, alpha (α), which determines the amount of mem-

ory and variability in node movement. Other parameters have a significant impact

on the dynamics and characteristics of the Gauss-Markov mobility model as well as

the selection of alpha. These include the choice of Gaussian distribution standard

deviation, average speed, and time step.

In the 3-dimensional implementation of the Gauss-Markov model, each mo-

bile node is assigned an initial speed and direction, as well as an average speed,

direction, and pitch. At set intervals of time, called the time step, a new speed,

direction, and pitch are calculated for each node. Nodes follow their course until

the next time step. This cycle repeats through the duration of the simulation.
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The new speed, direction, and pitch parameters are calculated as follows [14]:

sn = αsn−1 + (1− α)s̄+
√

(1− α2)sxn−1

τn = ατn−1 + (1− α)τ̄ +
√

(1− α2)τxn−1

pn = αpn−1 + (1− α)p̄+
√

(1− α2)pxn−1 (3.1)

where α is the tuning parameter, s̄, τ̄ , and p̄ are the average speed, direction, and

pitch parameters, respectively. sxn−1 , τxn−1 , and pxn−1 are random variables from

a Gaussian (normal) distribution that provide a degree of randomness to the new

speed, direction, and pitch values.

Note that these formulæ represent basic 3-dimensional node movement. The

objective of this model is to add realism to the 3-dimensional node movement

while limiting the algorithm’s complexity. It is not necessary to model the various

flight controls, like the rudder, flaps, ailerons, angle of bank, etc. It is sufficient to

model the aircraft movement itself using the Gauss-Markov algorithm, for which

we assume the direction and pitch variables represent the actual angles at which

the aircraft is moving.

After calculating these variables, the algorithm must determine a new velocity

vector and send that information to the ns-3 constant velocity helper, in which

the new node location is actually calculated. Assuming the direction and pitch

variables are given in radians, the velocity vector v̄ is calculated as:

vx = sn cos(τn) cos(pn)

vy = sn sin(τn) cos(pn)

vz = sn sin(pn) (3.2)
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Special Case: α = 0

When α is zero, the model becomes memoryless; the new speed and direction are

based completely upon the average speed and direction variables and the Gaussian

distribution. The previous values are not considered.

sn = s̄+ sxn−1

τn = τ̄ + τxn−1

pn = p̄+ pxn−1 (3.3)

Special Case: α = 1

When α is 1, movement becomes predictable, losing all randomness. The new

direction and speed values are identical to the previous direction and speed values.

In short, the node continues in a straight line.

sn = sn−1

τn = τn−1

pn = pn−1 (3.4)

As Figure 3.1 illustrates, setting α between zero and one allows for varying

degrees of randomness and memory. In addition to α, the dynamics of the Gauss-

Markov mobility model are greatly influenced by other variables such as the time

step, the selection of the average speed and direction, and the mean and stan-

dard deviation chosen for the Gaussian random variables. For example, choosing

a standard deviation on the Gaussian distribution governing the direction that

is much larger than the average direction generates a very different movement

pattern than if the standard deviation and average direction values are similar.
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(a) α = 0.0 (b) α = 0.25

(c) α = 0.85 (d) α = 1.0

Figure 3.1. Gauss-Markov model with α = 0.0, 0.25, 0.85, and 1.0

3.2 Wireless Challenges

It was noticed that none of the propagation loss models in ns-3 worked well

in situations with moving localized scattering, such as with rain fade, nor with

stationary localized shadowing, as with buildings and other obstructions. A prop-

agation loss model that statistically simulates scattering and shadowing can be

written in ns-3, but when modeling specific challenges, it is important to control

where the impairments are located and how they are moving. For example, we

may want to simulate a rain-fade event moving between two network nodes, or
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we may want to simulate the signal shadows caused by a number of buildings

between network nodes.

3.2.1 Moving Propagation Loss Model

To this end, we created the MovingPropagationLossModel, a new ns-3 propa-

gation loss model that includes a mobility model parameter and range of influence.

Using the mobility model and range, we can specify exactly where the loss takes

place and how it moves over time. In this way, a realistic challenge can be mod-

eled based upon a specific set of channel impairments that have locality instead

of relying solely upon statistical methods.

The loss from typical propagation models is based upon the distance between

the transmitter and receiver and may or may not also be influenced by random

distributions. In the MovingPropagationLossModel, signal loss occurs when the

impairment lies in the direct path between two wireless nodes as shown in Figure

3.2. The algorithm in this model calculates the distance between the center of

the impairment to the closest point on the line segement between the two wireless

nodes. If that distance is less than the radius of the impairment, then the loss is

incurred. The distance between the wireless nodes is irrelevant; the loss is only

applied if the impairment intersects the line segment between the transmitter and

receiver.

Propagation loss models affect all the nodes installed on the wireless channel,

so there is no need to identify and set up loss between individual nodes. The loss

takes place automatically between any pair of nodes whenever the impairment

intersects the path between them.

To be useful for a variety of challenge situations, the path loss incurred is based
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Figure 3.2. Two wireless nodes and a localized channel impairment

upon the two radii illustrated in Figure 3.3. The first is the center radius, and the

second is the edge radius. These radii are configurable so as to simulate different

kinds of impairments – from buildings to thunderstorms. Any path within the

center radius suffers the full path loss value. Any path outside the edge radius

suffers no path loss. And a path that falls between the center radius and the edge

radius suffers a signal loss between zero and the full impairment loss value as the

loss tapers linearly from the center radius to the edge radius.

Figure 3.3. Impairment Loss based upon two radii

Note that the moving propagation loss model does not account for fast fading

due to reflections caused by buildings but you can chain a Rayleigh-based loss
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model such as Jakes or Nakagami to the wireless channel to statistically simulate

these effects.

3.2.2 Jammers and Radio Channel Interference

Unlike signal loss from scattering and line-of-sight obstacles, jammers cause

radio channel interference, increase channel noise, and reduce the signal to noise

ratio impacting a receiver’s ability to discern data bits correctly. To understand

how to simulate an effective jammer, it is important to understand how ns-3

handles the physical layer (PHY) signals.

3.2.2.1 Understanding Tx and Rx Signal Power in ns-3

The default transmission power in ns-3 = 40 mW = 10 × log10 (40) = 16.02

dBm. This and several other parameters can be adjusted in the YansWifiPhyHelper:

Table 3.1. YansWifiPhyHelper parameters in ns-3

Parameter Description Default
RxGain Receiver Gain 1 dBm
TxGain Transmitter Gain 1 dBm
CCAMode1Threshold Rss must be higher than this to allow

the PHY to declare CCABusy state
–99 dBm

EnergyDetectionThreshold Rss must be higher than this to allow
PHY to detect the signal and declare SYNC state

–96 dBm

TxPowerStart, TxPowerEnd Min - Max Tx levels (dBm) 16 dBm
TxPowerLevels Number of Tx power levels 1
RxNoiseFigure Loss (dB) in S/N ratio due to non-ideal re-

ceiver
7 dB

If we use the LogDistance propagation loss model, the ns-3 receiver signal

strength (Rss) calculation is:

Rss = powerTx + gainTx − lossref − 10× n× log10

(
dist

distref

)
(3.5)
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Using 11 dBm for TxGain, 0 dBm for RxGain, distance of 100 meters, and default

LogDistance model values of 46.677dBm loss at 1 meter and an exponent of 3.0:

Rss = 16.02 + 11− 46.677− 30 log10

(
100 m

1 m

)
=̃–79.7 dBm (3.6)

Signals from all transmitter sources on the same frequency are calculated like-

wise and are used to determine the signal to noise ratio at the receiver. In the ns-3

physical layer model, if the PHY state is IDLE or CCABusy when a packet arrives,

the receive energy of the first bit of the new signal is calculated. If the energy

is higher than the EnergyDetectionThreshold, then the PHY changes state to

SYNC and schedules an event for when the last bit of the packet is expected to be

received. Otherwise, the PHY drops the packet and switches state to IDLE [1] (or

to CCABusy if the total energy received reaches the CCA threshold).

With this in mind, the way to implement a jammer in ns-3 is to create trans-

mitters that send high power, high datarate packets nonstop on the same channel

as the network we are testing. Since transmitting Wi-Fi nodes back-off when they

sense traffic, we must change the CCAMode1Threshold and EnergyDetection-

Threshold parameters to prevent the jammers from backing off. In the YansWifi-

PhyHelper, the CCAMode1Threshold is the Rss threshold that must be reached

to allow the PHY to change state from IDLE to CCABusy. The EnergyDetection-

Threshold is the Rss threshold that must be reached to allow the PHY to detect a

signal so it can back-off. To model the jamming devices in ns-3, these two thresh-

olds must be set very high so that the jammers will not detect other signals on

the channel and back-off. Setting both of these parameters to 0.0 dBm or higher

will make sure the jammer nodes continue transmitting even in the presence of

other signals.
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Chapter 4

Simulations

This chapter describes many of the ns-3 parameters, models, and simulation

environments chosen for use in the benchmarks. Details about how the simula-

tions are set up and executed are explained. Fundamental characteristics about

the routing protocols chosen to benchmark against are discussed. This chapter

is organized as follows. Section 4.1 describes benchmark parameters, metrics,

independent variables, and benchmark scoring. Section 4.2 explains the use of

automation scripts which are used to setup and conduct the tests, and collect

performance data for further analysis. Section 4.3 outlines the models used in

the benchmarks to provide a more realistic simulation environment. The different

benchmark scenarios are described in Section 4.4. Section 4.5 details ns-3 code

modifications needed for simulations using distant nodes or AeroRP. Section 4.6

introduces the routing protocols used in these benchmarks. Section 4.7 lists the

primary ns-3 simulation parameters and their default settings. Section 4.8 includes

a few miscellaneous notes about the simulations.
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4.1 Simulation Model

Benchmarking is a systematic method of testing and comparing the perfor-

mance of a system, or in this case a routing protocol, against another protocol

that is commonly recognized as the seminal or de-facto standard. Not only is the

selection of routing protocols important to the benchmark, but also the selection

of the challenges they will face. Benchmarks are not meant to test every possible

permutation. The tests comprise a handful of both typical and corner cases that

are representative of the kinds of environments frequently encountered in wireless

ad hoc networks. Corner cases test the network at the extremities of their oper-

ational boundaries and can push an algorithm to its limits. Good performance

on the corner cases can make the difference between success and failure in very

challenging real world environments. If designed well, the same benchmarks can

be used to test the performance of future proposed protocols with little or no

modifications.

Simulations are performed in ns-3 [24], which is a growing, open-source net-

work performance simulation environment with several ad hoc network routing

protocols already built in. New protocols are emerging to address the difficult

environment faced by dynamic ad hoc networks [25] and there is a need to eval-

uate their performance against the legacy protocols. However, when simulations

ignore physical-layer conditions and challenges, such as path loss, fading, and

interference, the results are not indicative of the solution’s true performance.

The parameters used in this thesis to measure the resiliency of a protocol are

cumulative data received and packet delay. Cumulative data received will be the

predominant comparison metric and is defined as the number of bits that are suc-

cessfully forwarded from source nodes to the destination node. Since the transport
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protocol used throughout this research is UDP, the throughput already excludes

retransmitted packets. To test the protocol under various wireless network appli-

cations, the benchmarks will be divided into three categories:

1. Stationary simple networks

2. Mobile 3-D networks

3. Special applications

More detail on the individual scenarios is given in Section 4.4. The special

application network benchmarks test challenging scenarios such as short window

of opportunity and a dense urban environment. Some of the independent variables

chosen for these benchmarks are:

1. Distance between nodes

2. Hops between transmitter and receiver

3. Transmission power

4. Number of impairments

Table 4.1. Simulation protocols to be compared
Transport Network Routing
UDP IP AODV
UDP IP DSDV
UDP IP OLSR
UDP IP DSR
UDP IP AeroRP

Table 4.1 lists the protocols that are evaluated using the proposed benchmarks.

In conjunction with the AeroRP routing protocol, the AeroTP transport protocol
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and the AeroNP network protocol should be used. However, since AeroTP and

AeroNP are not yet available for testing in ns-3, the traditional UDP and IP

protocols are implemented. UDP is chosen over TCP for these benchmarks since

we are testing the performance of routing algorithms and are concerned with

getting individual packets through, and not concerned with end-to-end reliability

and flow control.

Each wireless network protocol is affected by mobility models as well as phys-

ical layer impairments, and it is expected that some protocols will handle these

challenges better than others. Each protocol is tested against every benchmark,

which should result in a better understanding of each protocol’s strengths and

weaknesses. For each benchmark, the theoretical maximum cumulative through-

put will be calculated first, and then the protocols will be tested in ns-3 and scored

based upon their performance relative to the theoretical maximum.

Impairments such as jammers and localized shadowing are used to challenge

the test networks and help distinguish those protocols that perform well in chal-

lenging environments. In conducting this research, the questions we try to answer

are:

• How does the AeroRP protocol perform against traditional MANET routing

protocols?

• How does a challenging environment (jammers, rain fade, and high speed)

change the performance?

• Can these benchmarks help to identify mechanisms in one protocol that

might be beneficial if implemented in another protocol or scenario?

• How does the mobility model affect the performance?
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4.2 Simulation Automation Scripts

A customized ns-3 simulation script is used for all benchmarks and tests; it

is designed to read a single network configuration file and build the simulated

network dynamically at run-time. The configuration file is a simple text file; the

first line includes three pieces of information: the routing protocol to use, the

speed of the nodes, and the random seed. This last element is used to set the

random seed generator in ns-3; using the same seed generator provides a useful

way to create duplicate simulation runs. The rest of the lines in the file contain

information about the type, location, and signal strength of the various nodes.

Four node types are defined: ground station nodes, airborne nodes, jammers, and

moving propagation shadows or impairments. A separate Perl script is used to

automate the generation of config files with different parameters and then execute

the simulation script on each one. This script also automates the storing of results

in an output data file for further processing. In tests involving random node

location and movement, simulations are performed eight times using eight random

seed numbers, and the average throughput values from the eight individual tests

will be used in the benchmark score for that protocol.

4.3 Simulating a Realistic Environment

Overly simplistic simulation models do not test the strengths and weaknesses

of MANET routing protocols. This section describes the methods used to create

more realistic simulations in ns-3. This includes propagation loss models, jam-

mers, delay, and the 3-D Gauss-Markov mobility model. All of these elements

combine to create a more realistic, challenging environment with which to test
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the performance of the routing protocols.

4.3.1 Propagation Loss Models

One of the purposes of this research is to simulate realistic radio signal channel

environments in which the different routing protocols can be tested. One way this

is accomplished is to daisy-chain different propagation loss models together as

described in Section 2.2. A realistic model can be composed from a handful of

basic models from the three primary categories: path loss, shadowing, and fast

fading. All benchmarks use the Friis propagation loss model for path loss in free

space, and the Nakagami model is used for fast fading to statistically simulate

the constructive and destructive interference caused by multipath signals and

reflections. Nakagami implements a Rayleigh fast fading algorithm when m is set

to 1, which is used when simulating dense urban environments where line-of-sight

is completely obstructed and the signal suffers from many reflections.

When simulating more open environments with better line-of-sight, the fading

is reduced by using a higher value for the m parameter. In these cases, a Rician

fading model is preferred since it assumes that there is a dominant line-of-sight

signal that is stronger than the multipath interferers [26], but the Rician model

is not currently available in ns-3. To simulate slow fading caused by signal shad-

ows or widespread scattering, the MovingPropagationLossModel is used in some

benchmarks to generate these signal impairments at specific locations depending

upon the scenario.
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4.3.2 Interference and Delay

Several of the benchmarks include jammers to create a hostile channel envi-

ronment. Jammers are implemented in ns-3 as indicated in section 3.2.2. To

account for the propagation delay of electro-magnetic waves at the speed of light,

the ConstantSpeedPropagationDelayModel is used in all ns-3 simulations.

4.3.3 Mobility Model

The stationary simple benchmarks consist of stationary nodes, so the mobility

model chosen is the Constant Position mobility model. For the mobile bench-

marks, the Gauss-Markov mobility model is selected to better mimick the motion

of nodes in a MANET. The fundamental Gauss-Markov parameters used in the

benchmarks are specified in Table 4.2.

Table 4.2. Gauss-Markov simulation parameters

Simulation parameter Value
Alpha 0.85
MeanVelocity [400 800 1200 2400] m/s
MeanDirection [0 2π] radians
MeanPitch [-0.05 0.05] radians
NormalVelocity Normal Distribution w/ Std Dev of 80 m/s
NormalDirection Normal Distribution w/ Std Dev of 0.8 radians
NormalPitch Normal Distribution w/ Std Dev of 0.2 radians

4.4 Simulation Scenarios

The many algorithms that make up a routing protocol must interact with each

other as well as the unpredictable channel environment. Benchmarks allow us to

compare the performance of these complex systems. The benchmarks chosen for
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this research attempt to cover a wide range of variables, but are not designed to

address every scenario. Table 4.3 lists the different benchmarks and their primary

attributes.

4.4.1 Stationary Benchmarks

The first three benchmarks are chosen to provide a baseline of performance

for each routing protocol. These three benchmarks use stationary nodes and test

performance against factors such as node spacing, link outages, and number of

hops in the route. These are also useful in determining if the simulations are

working properly, and that routes get set up and packets arrive at the receiver.

4.4.2 3-D Mobile Benchmarks

Benchmark 4 tests routing protocol performance as nodes traverse a large 3-

dimensional area using different mobility models and node density. Benchmark 5

tests cumulative throughput in the same 3-dimensional space against an increasing

number of jammers.

4.4.3 Transmission Power

One common theme in a discussion of mobile ad-hoc networks is the subject of

power consumption. It is often the case that nodes in ad-hoc networks are power

constrained and great care must be taken to ensure that the devices have enough

power to perform their assigned tasks for a given period of time. One way to

conserve power is to keep transmission power as low as possible. In Section 5.6,

the routing protocols are tested to see which perform better at lower transmission

powers.
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Table 4.3. Comparison of benchmarks
Benchmark Independant

Variable
Impairments Mobility

1. Stationary nodes
in freespace

Node distance None Stationary

2. Stationary nodes
with impairments

Node distance Nakagami,
Moving impairment

Stationary

3. Stationary
increasing hops

Hops Nakagami Stationary

4. 3D space
mobility model

Mobility model,
Gauss-Markov α

Nakagami Random waypoint,
Gauss-Markov,
Random direction

5. 3D space with
jammers

# of jammers Nakagami,
Jammers

Gauss-Markov

6. Transmission
power test

Tx power Nakagami Gauss-Markov

7. Short window
of opportunity

None None To waypoint and home

8. Urban canyon
test

None Nakagami,
Moving impairment

Gauss-Markov

4.4.4 Short Window of Opportunity

Not all MANET challenges come in the form of physical layer channel impair-

ments such as interference. Many challenges facing MANET routing algorithms

come from conditions imposed by high mobility, which tests the efficiency and

resiliency of the algorithm. There may be only brief periods of time when a com-

plete end-to-end route exists. Consider a mobile network in which nodes are only

in range of each other for a few seconds at a time, and complete end-to-end routes

are sporadic. In Section 5.7, the routing protocols face a challenge in which the

time window to set up a route is very small, and each new route is completely

different.

4.4.5 Dense Urban Environments

The final benchmark tests the performance of each protocol at street level in

a dense urban setting. This common but extremely challenging wireless environ-
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ment is characterized by many deep transmission shadows and reflections caused

by tall buildings in a dense grid-like arrangement.

4.5 Required Modifications in ns-3

In the initial ns-3 setup, IEEE 802.11b was used as the link. However, in

ns-3, it is very difficult to get meaningful data with 802.11b – data rates must

be kept extremely low, below 8 kb/s, and the distance between nodes may not

exceed 4000 meters or the throughput will drop to near zero. These problems and

several solutions are mentioned in [27], and the parameter changes mentioned in

that work do fix the problem, but only for ns-3 version 7. Using version ns-3.11,

these changes do not help. However, ns-3.11 includes support for a wider range

of data rates and also supports the IEEE 802.11g standard, which fortunately

allows for much longer links and higher data rates. Using 802.11g with the new

ErpOfdmRate12Mbps rate for the WiFi manager control and data modes proves

sufficient to send packets at rates of several Mb/s over hundreds of kilometers, so

long as the transmission power is high enough.

A new ns-3 code error emerged when using AeroRP in ns-3.11 that required

a few code modifications. The primary problem was that the IPv4 protocol in

ns-3 was not checking the UDP packet payload size properly after it was altered

by AeroRP, leading to misreading IP header information and failing assert state-

ments. To correct the problem, the code indicated with plus signs is added around

line 628 of the ipv4-l3-protocol.cc file:

if (newRoute)
{
+ // Routing protocol might have added some more stuff to the packet
+ // incase of AeroRP. So recalculate the packet size and modify the
+ // ip header field if necessary.

36



+ ipHeader.SetPayloadSize(packet->GetSize());
int32_t interface=GetInterfaceForDevice(newRoute->GetOutputDevice());
m_sendOutgoingTrace (ipHeader, packet, interface);
SendRealOut (newRoute, packet->Copy (), ipHeader);

}

Furthermore, the zero in line 299 of udp-l4-protocol.cc must be changed to

route so that it reads:

m_downTarget (packet, saddr, daddr, PROT_NUMBER, route);

Lastly, a line of code is added to the else statement at line 880 of the mac-low.cc

ns-3 file so that it reads:

else
{
goto rxPacket;
//NS_LOG_DEBUG_VERBOSE ("rx not-for-me from %d", GetSource (packet));

}

Implementing the MovingPropagationLossModel requires placing the code file

and the header file in the ns-3.11/src/propagation/model directory and adding

references to these files in the wscript file located in the propagation folder.

4.6 Competing Routing Protocols

It would be impossible to simulate all the different proposed MANET routing

protocols and algorithms for two reasons; first, there are more than 1000 such

protocols and variations [2], and second, we can only simulate and benchmark

those protocols that are openly available in ns-3 and those under development by

members of the ResiliNets team we are permitted to test. It would be beneficial

to test AeroRP against other location-based protocols, but there are currently

no other location-aware routing protocols in ns-3. However there is no harm in

benchmarking AeroRP against the traditional routing protocols such as OLSR,
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DSDV, AODV, and DSR since one purpose of these benchmarks is to identify

applications for which these protocols were not initially designed but in which

they perform well.

Table 4.4. Comparison of routing protocols
(Adapted from [2] Table 5.1)

Protocol Category Metrics Route
Recovery

Route
Reposi-
tory

Over-
head

Feature

OLSR Proactive Shortest
Path

Periodic
Updates

Table High Uses MPRs as
routers

DSDV Proactive Shortest
Path

Periodic
Broadcast

Table High Distributed
Algorithm

AODV Reactive Newest
Route,
Shortest
Path

Same as
DSR,
local repair

Table High Only keeps
track of next
hop in route

DSR Reactive Shortest
Path, Next
Available

New Route,
Notify
Source

Cache High Completely
On-demand

AeroRP Geo-
graphical

Shortest
Time-to-
Intercept

Periodic
Neighbor
Update

Cache Low Per-Hop Rout-
ing, Store-and-
Haul

4.6.1 OLSR

The Optimized Link State Routing (OLSR) protocol employs a proactive link

state algorithm as defined in Sections 2.4.1 and 2.4.3. However, in the case of

OLSR, the algorithms are optimized for use in mobile ad-hoc networks. By re-

ducing message size and limiting the amount of flooding in the network, OLSR

significantly reduces control overhead and improves efficiency. With these char-

acteristics, we expect OLSR to perform well in small, fully connected, relatively

stable networks.
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4.6.2 DSDV

Destination-Sequenced Distance-Vector (DSDV) is also proactive, yet uses the

Bellman-Ford distance vector algorithm described in Section 2.4.4. Each node

creates a routing table containing all possible destinations, the number of hops

to reach them, and the next node on the route. These two pieces of information,

the number of hops and the next node respectively, make up the distance and

vector parts of DSDV’s name. DSDV uses sequence numbers to guarantee loop-

free operation. It is also expected to do well in benchmarks with fairly small, fully

connected networks that are not highly-dynamic.

4.6.3 AODV

Ad-hoc On-demand Distance-Vector (AODV) is a reactive (on-demand) dis-

tance vector routing protocol. Routes are only created as they are needed, and

nodes only store the distance and vector information to all destinations in their

routing tables. Like its proactive counterpart, DSDV, AODV prevents loops and

the “count-to-infinity” problem by sequentially numbering the route updates. To

reduce unnecessary overhead, route request messages are sequentially numbered

to prevent nodes from repeating duplicate requests. We expect AODV to perform

better than DSDV due to reduced message overhead, and also to perform bet-

ter than OLSR and DSDV in benchmarks with highly-dynamic, fully connected

networks.

4.6.4 DSR

Dynamic Source Routing (DSR) is also a reactive protocol. But unlike AODV,

DSR uses source routing, a mechanism by which the route request data packet
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carries the addresses of all nodes in the route as it traverses the network to the

destination node. When a route is found, a reply message containing all the ad-

dresses of the intermediate nodes is sent back along the same path to the source

node who requested it. As this message makes its way back to the source, the

intermediate nodes store the route in their own route cache in an effort to conserve

network resources should a route to the same destination be requested again. The

route cache can become stale quickly in highly-dynamic networks, reducing its

performance. We expect DSR to perform well in relatively stable, fully connected

networks with few hops between the source and destination. Performance is ex-

pected to drop significantly as the network environment becomes more dynamic.

4.6.5 AeroRP

The Aero protocol stack is designed to be delay and disruption tolerant to ac-

commodate the requirements of highly mobile ad-hoc networks. AeroTP is a TCP-

friendly transport protocol that uses opportunistic connection estabilshment and

open-loop rate-based transmission control. AeroNP is an IP-compatible network

protocol with efficient address mapping and header and support for cross-layer op-

timizations. AeroRP is a location-aware routing protocol supporting partial-path,

store and haul, and dynamic routing. Each of these work together to improve per-

formance of highly-dynamic airborne communication.

Initial tests on AeroRP were presented in [5] comparing AeroRP to DSDV

and AODV, however these simulations did not include wireless challenges or a

memory-based mobility model. The benchmarks presented in this thesis will sim-

ulate AeroRP using the 3-D Gauss-Markov mobility model and challenges such

as jammers and localized signal fading. Whereas DSR, DSDV, and AODV favor

40



routes with the fewest hops, AeroRP includes a TransmissionRange parameter

which prevents it from transmitting data beyond a specified distance thereby

helping to ensure that routes are chosen that have good signal strength. It is

anticipated that this will also improve AeroRP’s overall performance. We expect

AeroRP to perform well in highly-dynamic networks and those that suffer from

intermittent connectivity.

4.7 General Scenario Setup

Table 4.5 defines several simulation models and parameters used in these

benchmarks. Note that the Nakagami fast fading model is only used because

the Rician model is not available in ns-3. The Rician model assumes there is a

dominant line-of-sight signal with weaker multipath signals causing fast stochastic

fading. The Nakagami model, however, assumes no line-of-sight, but its effects

can be mitigated somewhat by setting m=10. As m approaches ∞, Nakagami

fast fading goes to zero.

4.8 Simulation Notes

Simulation tests that involve random variables such as Gauss-Markov mobility

are run 8 times with different random seed generator numbers and the median

value was used in the calculation of the score. The ns-3 implementation of the

DSR protocol is still under beta test so its performance may not be up to par with

the other protocols. Its inclusion in these benchmarks is still important since any

performance missteps may point to problematic algorithms in the code and speed

up their resolution, and the current benchmark scores can be compared to future
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Table 4.5. Simulation scenario parameters

Parameter Application Setting
WiFi Mode 802.11g
Tx Power 40 dBm
Channel DataRate ErpOfdmRate12Mbps
Data Packet Size 1000 bytes

Application Data Rate
Only one transmitter 800 kb/s, 50% duty cycle
Multiple transmitters 80 kb/s, 50% duty cycle
Jammers/Interferers 4 Mb/s, 100% duty cycle

Mobility Model Stationary Benchmarks Constant Position
Mobile Benchmarks Gauss-Markov

Propagation Delay Constant Speed Propagation De-
lay Model

Propagation Loss Model
Path Loss Friis (using λ = 0.125)
Fast Fading Nakagami (using m = 10.0)
Localized Shadowing Moving Propagation Loss Model

Node Speed 0, 400, 800, 1200, 2400 m/s

scores to judge the impact of the corrections made.
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Chapter 5

Analysis

This chapter presents analysis of the five routing protocols: OLSR, DSDV,

AODV, DSR, and AeroRP. In some of the tests, AeroRP is tested twice: once

with ferrying turned on, and a second time with ferrying turned off. The results of

such tests is to show the effect that ferrying has on the overall performance, and

to see how AeroRP without ferrying compares to legacy routing protocols, which

do not have this feature. The following eight sections comprise the benchmarks

that make up this research. Each benchmark is divided into four sections. The

first is a description of the benchmark. The second section details the setup and

network topology used. The third gives a brief statement on the expected results

based upon what we know about each protocol’s algorithms. The last section of

each benchmark gives the simulation results and comments on noteworthy results

or anomalies.

43



5.1 Benchmark 1: 6 Stationary Nodes in Free-Space

5.1.1 Description

The 6-node benchmark is a simple baseline test with stationary equidistant

nodes. There is one transmitter and one receiver positioned at the far ends of

the network. There are also four intermediate nodes between the transmitter and

receiver. The network layout is depicted in Figure 5.1. The nodes are placed some

distance from each other in a straight line and the simulation is run. Then the

nodes are placed further away from each other and the test is run again. As the

distance between the nodes grows from 0 to 33 km with each simulation, the cu-

mulative data received is measured and plotted. This simple benchmark provides

a baseline for the performance of the routing protocols in a stable, motionless

environment.

5.1.2 Setup

In this benchmark, only the Friis path loss propagation model is used. Nodes

are assumed to have unobstructed line-of-sight without reflections, scattering, or

channel interference. This is the kind of unrealistic simulation refered to in Section

2, devoid of physical layer imperfections, challenges, and threats. As indicated in

Table 4.5, the nodes transmit at 40 dBm, which gives them a free-space range of

about 32 km. The sending node transmits at 800 kb/s with a 50% duty cycle. The

benchmark allows 30 seconds for the nodes to set up and then the sender transmits

data for 30 seconds. The theoretical maximum cumulative data received is 800

kb/s × 50% × 30 sec = 12 Mb.
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Figure 5.1. Network setup for the 6-node benchmark

5.1.3 Expected Results

In this baseline benchmark, all the routing protocols are expected to perform

nearly identically. Once the routing algorithm sets up the first route, it does not

need to change. All the tested routing protocols are capable of setting up routes

with many hops in a connected stationary environment, so any problems creating

routes in this test would be an indication that either the algorithm cannot handle

a network of that size or the algorithm is not properly implemented in ns-3.

5.1.4 Results

With reference to Figure 5.2, there are points along the distance-axis where the

cumulative data received briefly and unexpectedly drops to zero. In retrospect,

these zeros should have been expected from the beginning. The legacy routing

protocols do not route through every node if they don’t have to; they will at-

tempt to route through those nodes that result in the fewest hops. In the process

of doing so, there are times when the route includes hops that are at the edge

of the node’s transmission range, resulting in very low throughput. Essentially,

these zeros should occur in the 6-node benchmark at inverse integer multiples

of the maximum transmission distance, where the hop distance is at or near the

maximum transmission range, signal strength is weak, and the routing algorithm

has not yet added or altered hops on the route. This is illustrated in Figure 5.3.
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Figure 5.2. 6-Node benchmark with Friis propagation loss
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Figure 5.3. Zeros expected when route adds/alters hops

The AeroRP graph in Figure 5.2e does not exhibit these zeros; this is one

advantage to using a routing algorithm that isn’t based strictly upon the fewest

number of hops. In AeroRP, a maximum transmission range variable is used to

prevent the algorithm from using hops that might have weak signal strength. The

resulting routes may occasionally have more hops, but the signal strength will be

better.

Scores shown in Figure 5.2f were calculated using a weighted average of all

cumulative data values between 0 and 32 km. The sum total average score is

then divided by 12 Mb and multiplied by 100%. Thus, a score of 100 means that

every data point between 0 and 32 km was 12 Mb. Even though AeroRP rejects

hops beyond 27.8 km and receives zero score points above that distance, it still

receives the highest score due to its unrivaled 5-hop performance below 27.8 km.

Although not as high, the OLSR and DSDV routing protocols performed similarly,

with zeros at the very distances expected from algorithms whose metric is fewest

hops.
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5.2 Benchmark 2: 6 Stationary Nodes with Impairments

5.2.1 Description

As an extension of the baseline benchmark, the second benchmark performs

the same test as the first benchmark with 6 stationary nodes, but includes more

realistic physical layer impairments such as fast fading and localized moving shad-

ows. As before, there is one transmitter and one receiver with four intermediate

nodes between them. The setup for this benchmark, depicted in Figure 5.4, incor-

porates a moving impairment that blocks the transmission path of the route for a

period of time. As before, the distance between the nodes grows from 0 to 33 km

with each simulation, and the cumulative data received is measured and plotted.

5.2.2 Setup

In this benchmark, the Nakagami fast fading propagation loss model is added

to the Friis path loss model in the wireless channel. Nodes are assumed to have

somewhat obstructed line-of-sight and a fair amount of reflections and scatter-

ing. As before, the sending node transmits at 800 kb/s with a 50% duty cycle.

The benchmark allows 30 seconds for the nodes to set up and then the sender

transmits data for 30 seconds. During this test, a moving impairment crosses the

route between the third and fourth nodes and disrupts data transmission for 10

seconds. The impairment causes 80 dBm signal loss which effectively isolates the

transmitter from the receiver. As in the first benchmark, the theoretical maximum

cumulative data received is 800 kb/s × 50% × 30 sec = 12 Mb.
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Figure 5.4. Setup for 6-node benchmark with moving impairment

5.2.3 Expected Results

In this benchmark, OLSR and DSDV are expected to perform similar to the

non-impaired benchmark, except for a 33% drop in the data received due to the

10 second network disruption from the moving impairment. The Nakagami fast

fading is going to play a role in final performance, but it is uncertain how much

it will affect the final numbers.

5.2.4 Results

AeroRP uses store-and-forward techniques which allow data to continue mov-

ing toward the destination node using any available opportunity. The transmitter

continues sending packets during the outage, unaware of whether the previous

packets have made it to their destination, if they are in transit, or if they are in

store-and-haul mode. The opportunistic routing algorithm makes a difference in

this benchmark, as seen in Figure 5.5. It even appears to make up for many of

the performance drops caused by the Nakagami fast fading. Figure 5.6 shows the

transmitter sending 800 kb/s with a duty cycle of 50% (on for one second and off

for one second). From 35 to 45 seconds, the impairment prevents packets from

reaching the receiver. After the impairment has passed, packets are received once

again. By looking at throughput vs. time over the duration of the simulation, it

is easy to see how AeroRP’s store-and-haul mechanism makes up for the physical
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Figure 5.5. Results of 6-node benchmark with challenges
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channel impairments by delivering the packets that were stored during the outage

and sending them along with later data packets.
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Figure 5.6. 6-node benchmark: throughput over time

Scores shown in Figure 5.5f are calculated like in the first benchmark, using

a weighted average of each cumulative data value between 0 and 32 km. The

sum total average score is divided by 12 Mb and multiplied by 100%. Thus,

a score of 100 means that every data point between 0 and 32 km was 12 Mb.

In this benchmark, AeroRP with its store-and-haul and opportunistic routing

mechanisms allow packets that are sent during an outage to be delivered to their

destination. The effect of the fast fading takes a real toll on the performance of

the OLSR, AODV, and DSR protocols.

5.3 Benchmark 3: Stationary Increasing Hop Test

5.3.1 Description

In this test, we look at the cumulative data received and packet delay charac-

teristics of the different routing protocols as the number of hops grows. As with
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the previous benchmarks, this is also a stationary test; but in this case, the nodes

are always 20 km apart and the number of hops from transmitter to receiver grows

from 1 to 19. The 20 km distance between each node ensures that every node will

be used in the route, and that the signal strength is sufficient.

5.3.2 Setup

There are no moving impairments or jammers in this test, but both the Friis

and Nakagami propagation models are installed on the wireless channel. The

network is shown in Figure 5.7. Nodes are assumed to have somewhat obstructed

line-of-sight and a fair amount of reflections and scattering. Due to the random

nature of the Nakagami fast fading algorithm, each test is run 8 times and the

average value is used. The sending node transmits at 800 kb/s with a 50% duty

cycle. The benchmark allows 30 seconds for the nodes to set up and then the

sender transmits data for 30 seconds. The theoretical maximum cumulative data

received is 800 kb/s × 50% × 30 sec = 12 Mb. In addition to testing AeroRP

with ferrying turned on, AeroRP will also be tested with ferrying turned off to

see how this affects its cumulative data and packet delay characteristics.

Rx

20 km

Tx

Figure 5.7. Stationary multi-hop network setup

5.3.3 Expected Results

Ideally, the average delay for each simulation should grow linearly with the

number of hops in the route. However, the store-and-haul mechanism in AeroRP
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makes it possible to have some packets arrive several seconds after they were

initially transmitted, greatly increasing the average packet delay metric. OLSR,

DSDV, DSR, AODV, and AeroRP without ferrying are expected to exhibit packet

delay that grows linearly with the number of hops, whereas AeroRP with ferrying

is expected to have much higher average delay. However, the cumulative data

received using AeroRP should be much higher than the other protocols due to

this same mechanism.

5.3.4 Results

As shown in Figure 5.8, AeroRP outperforms the other protocols due to its

ability to continue forwarding packets when a complete route is not available.

Packets that are sent during fully-connected times have the same delay as with

other protocols; and packets sent during route disruptions are stored on the last

connected node until the outage is over, and are then forwarded to their destina-

tion. These packets are the cause of the higher delay in AeroRP as can be seen

in Figure 5.9. It is surprising to see the performance of AeroRP without ferrying.

Not only does it outperform the traditional routing protocols in terms of total

data received, but it does so without sacrificing packet delay, thus giving it the

highest packet delay score.

Scores shown in Figure 5.8c were calculated using the average of all cumulative

data delivery values divided by 12 Mb and multiplied by 100%. A score of 100

means that every data point was 12 Mb. For the delay scores (Figure 5.8d), a

combination of cumulative data received and packet delay was used. Scores were

based against the best possible cumulative data of 12 Mb and against the best

possible delay, which is calculated using the best 1-hop delay multiplied by the
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Figure 5.8. Stationary multi-hop benchmark performance
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Figure 5.9. Multi-hop benchmark throughput and delay vs. time

number of hops. These calculations were done for each data point. For example,

if the cumulative data received for 10 hops was 7.5 Mb and the delay was 10 ms,

and the best one-hop delay was 0.83 ms, the score for 10 hops would be calculated

as follows:

s10 =
7.5 Mb

10 ms
× 0.83 ms× 10 hops

12 Mb

s10 = 0.52875 (5.1)
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The final score for each routing protocol is determined by calculating the average

of the individual hop scores and multiplying by 100. In this way, a low delay is

only considered good if packets were actually being sent, and high delay is not as

bad if it is accompanied by high throughput. A score of 100 means that all 12 Mb

worth of packet data were received and the average packet delay was no greater

than 0.83 ms per hop.

5.4 Benchmark 4: 3D Space Mobility Model

5.4.1 Description

In this test, we look at the cumulative data performance of the different routing

protocols as the number of mobile transmitters grows in 3D space; we also compare

the results using two different mobility models. This is the first benchmark testing

each routing protocol’s ability to handle dynamic routes caused by mobile nodes.

5.4.2 Setup

There are no moving impairments or jammers in this test, but both the Friis

and Nakagami propagation models are installed on the wireless channel. The

network is shown in Figure 5.10. The 3D field is 150 km × 150 km × 2 km.

There is a single stationary receiver located on the ground in the middle of the

simulation field. The number of mobile transmitters increases from 1 to 40, filling

up the space in a random fashion and traveling at roughly 1200 m/s. Each test

is run 8 times with different random seed numbers and the average cumulative

data received value is used. The sending nodes transmit at 80 kb/s with a 50%

duty cycle. The benchmark allows 30 seconds for the nodes to set up and then

the senders transmit data for 160 seconds. The theoretical maximum cumulative
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data received is

80 kb/s× nTx × 50%× 160 s = 6.4 Mb× nTx (5.2)

where nTx is the number of transmitters in the simulation space. The first set of

test runs uses the Random Waypoint mobility model, and then the benchmark

is run again using the Gauss-Markov mobility model, which should yield results

that better approximate real world movement and performance.

Rx

150 km

1
5
0
 k

m

Figure 5.10. Setup for the 3D mobility model benchmark

The Random Waypoint parameters used in this test are identified in Table 5.1.

The Gauss-Markov parameters used in this test are outlined in Table 4.2 and the

mean velocity is a uniform random variable between 1100 m/s and 1300 m/s.

5.4.3 Expected Results

Nodes that are outside the range of the receiver must rely upon intermediate

nodes through which a route can be created and packets can be sent. Since this
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Table 5.1. Random waypoint mobility model parameters

Parameter Setting

Speed 1200 m/s
Pause 0 sec

will not always be the case, this test shows the real benefit of the store and forward

algorithm; there are times when nodes cannot find a complete path to the receiver,

and it pays to be able to carry those packets and take advantage of progressive hop

opportunities. Therefore, AeroRP is expected to outperform the legacy routing

protocols.

5.4.4 Results

With reference to Figure 5.11, AeroRP is able to move packets towards the

destination node even when a complete path is not available, leading to more

packets received. Even with 40 transmitters, the network is considered rather

small, and OLSR appears to have no difficulty in proactively setting up and using

routes to the receiver, so long as a complete route exists. It appears that DSDV

loses a little time in setting up routes reactively and suffered a small penalty as a

result.

The mobility model does make a difference. Performance suffered using the

Gauss-Markov model just as if it introduced an impairment of some kind into

the simulation. The reduction in total data delivered for each routing protocol is

approximately 40%. This is attributed to the belief that the nodes will tend to be

closer to each other when using the Random Waypoint mobility model, which does

not produce paths that bounce off the walls of the simulation field. By contrast,

the Gauss-Markov and Random Direction mobility models generate paths that
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Figure 5.11. 3D space random mobility performance and scores

bounce off the walls, so their nodes will tend to be spaced further apart.

To test this hypothesis, benchmark 4 is repeated using the Random Direction

mobility model. Furthermore, simulations are generated using the Gauss-Markov

mobility model testing sensitivity to changes in the α parameter. Figure 5.12a

shows the results of this benchmark using the Random Direction mobility model.

AeroRP still outperforms the other routing protocols, but the results are even

lower than when using the Gauss-Markov model. Figure 5.12b shows the results

of the sensitivity testing. For homogeneity, only the OLSR routing protocol is
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tested. The Gauss-Markov mobility model is used and the independent variable

is the α parameter. For comparison purposes, results from the Random Waypoint

and Random Direction models are also plotted. The results indicate that while the

routing protocol performance is highly dependent upon the mobility model chosen,

within the Gauss-Markov model itself, performance is only slightly dependent

upon the selection of α.
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Figure 5.12. Mobility model performance and sensitivity

5.5 Benchmark 5: 3D Space with Jammers

5.5.1 Description

In this benchmark, we analyze the performance of a mobile network in 3D

space as the number of jammers increases from 0 to 7. The presence of challenges

helps us identify protocols that can deliver packets even in the face of intense

interference.
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5.5.2 Setup

As in the previous benchmark, both the Friis and Nakagami propagation mod-

els are installed on the wireless channel. But in this benchmark, there are always

10 mobile transmitter nodes and one stationary receiver node. The network is

shown in Figure 5.13. The 3D field is 150 km × 150 km × 2 km. The number

of jammers grows from 0 to 7, making communications in the space increasingly

difficult. Both the transmitters and the jammers will use the Gauss-Markov mo-

bility model traveling at roughly 1200 m/s. Each test is run 8 times with different

random seed numbers and the average cumulative data value is used. The sending

nodes transmit at 80 kb/s each with a 50% duty cycle. The benchmark allows

30 seconds for the nodes to set up and then the senders transmit data for 100

seconds. The theoretical maximum cumulative data received is

80 kb/s× 10× 50%× 100 s = 40 Mb (5.3)

5.5.3 Expected Results

The cumulative data of each routing protocol is expected to be inversely pro-

portion to the number of jammers present, as depicted in Figure 5.14. The store-

and-haul mechanism combined with the limited strong transmission range should

give AeroRP better performance than the other protocols.

5.5.4 Results

AeroRP’s performance is notably better than the other protocols, as illustrated

in Figure 5.15. Jammers cause the network to become more partitioned making it
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Figure 5.13. Network setup: 3D space benchmark with jammers
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Figure 5.14. Expected performance as jammers increase

harder for complete routes to be set up to the receiver. Opportunistic forwarding

and the store-and-haul mechanisms are able to incrementally move packets to the

destination over time and improve the performance. As expected, the general

shape of the performance curve follows an inverse relationship. Of the traditional

MANET routing protocols, OLSR performed better when the number of jammers

was small, and DSDV performed better as the number of jammers increased.
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Figure 5.15. Results of 3D space benchmark with jammers

5.6 Benchmark 6: Transmission Power Test in 3D Space

5.6.1 Description

It is very common for MANET and telemetry networks to be concerned with

node power consumption. In this benchmark, we analyze the performance of 10

randomly moving network nodes in 3D space as their transmission power grows

from 20 to 48 dBm. This will test each protocol for its ability to perform well in

power constrained applications. As usual, performance will be judged by analyzing

the cumulative data characteristics for each protocol.

5.6.2 Setup

As in the previous benchmarks, both the Friis and Nakagami propagation

models are installed on the wireless channel. There are 10 mobile transmitter

nodes, one stationary receiver node, and zero jammers or moving impairments

in this test. The network is shown in Figure 5.16. The 3D field is 150 km ×

150 km × 2 km and the independent variable is transmission power, which is
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Figure 5.16. Network setup for transmission power benchmark

tested in a range between 20 and 48 dBm. The ten transmitters use a Gauss-

Markov mobility model traveling at roughly 2400 m/s. Each test is run 8 times

with different random seed numbers and the average cumulative data value is

used. The sending nodes transmit at 80 kb/s each with a 50% duty cycle. The

benchmark allows 30 seconds for the nodes to set up and then the senders transmit

data for 160 seconds. The theoretical maximum cumulative data received is

80 kb/s× 10× 50%× 160 s = 64 Mb (5.4)

Since transmission power affects the transmission range, tests were run to see what

the ranges are at the different transmission power levels. Those values are then

used in the AeroRP TransmissionRange parameter. The tested range results

were very similar to the theoretically expected transmission ranges from the Friis

transmission equation.
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Pr

Pt

= GtGr

(
λ

4πR

)2

(5.5)

Equation 5.5 shows the basic Friis transmission equation. Gt and Gr are the

transmitter and receiver antenna gain values. In these benchmarks, these are set

to 1 dBi, which translates to 10
1
10 = 1.258 for the Friis equation. Lambda is

0.125 meters, which corresponds to a frequency of 2.4 GHz. Transmission power,

Pt, is converted from dBm units into Watts (for example, 40 dBm = 10 Watts).

The receiver power is set at –86.93 dBm (2.0262e−12 Watts), which is the signal

strength calculated using the Friis equation with 40 dBm transmission power and

a transmission range of 27.8 km. Here is an example of how to calculate the

transmission distance using 20 dBm (0.1 Watts) transmission power:

R =
λ

4π

√
PtGtGr

Pr

=
0.125

4π

√
0.1× 1.258× 1.258

2.0262e−12
= 2.78 km (5.6)

5.6.3 Expected Results

It is expected that total data received will grow exponentially with transmis-

sion power and then taper off as it approaches the theoretical maximum value of

64 Mb. Due to AeroRP’s ability to handle more challenging environments better,

it is expected to perform better than the other routing protocols. However, it is

uncertain how the other protocols will fare against one another.

5.6.4 Results

From the results shown in Figure 5.17, it is surprising to see how well AODV

and DSR performed with low transmission power compared to the other protocols.

However, as power increased, their delivered data performance waned with respect
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Figure 5.17. Transmission power benchmark results

to AeroRP. This test suggests that, among the traditional MANET routing pro-

tocols, AODV and DSR might make good candidates for low-power networks,

especially considering the fact that they are both reactive protocols which is also

important to power constrained networks. AeroRP performed very well again,

transmitting nearly every packet at 44 dBm. The results suggest that AeroRP

with ferrying yields a 3 to 5 dBm advantage over the other routing protocols.

If power consumption is more important than delay, AeroRP is a very worthy

candidate for low-power applications. Scores were based upon the total data de-

livered divided by the maximum possible data delivered, then divided by the node

density. Node density is a ratio of the total transmission area covered by nodes

to the total area of the simulation field. Table 5.2 illustrates how node density

affects the score in the calculation of OLSR’s performance.
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Table 5.2. OLSR benchmark results and score calculation

Tx
Power

Tx
Range

Node Density
(with 10 nodes)

Data
Received

Score

20 dBm 2.78 km
10π × 2.782

1502
= 0.01 0.024 Mb

0.024
64× 0.011

= 0.03

24 dBm 4.4 km
10π × 4.42

1502
= 0.027 0.093 Mb

0.093
64× 0.027

= 0.05

28 dBm 7 km
10π × 72

1502
= 0.068 0.353 Mb

0.353
64× 0.068

= 0.08

32 dBm 11 km
10π × 112

1502
= 0.169 1.294 Mb

1.294
64× 0.169

= 0.12

36 dBm 17.5 km
10π × 17.52

1502
= 0.43 3.666 Mb

3.666
64× 0.428

= 0.13

40 dBm 27.8 km
10π × 27.82

1502
≥ 1.0 12.58 Mb

12.582
64× 1.0

= 0.20

44 dBm 44 km
10π × 442

1502
≥ 1.0 35.82 Mb

35.819
64× 1.0

= 0.56

48 dBm 70 km
10π × 702

1502
≥ 1.0 56.40 Mb

56.403
64× 1.0

= 0.88

Score Avg × 100% = 25.75%

5.7 Benchmark 7: Short Window of Opportunity

5.7.1 Description

The purpose of this benchmark is to investigate a plausible scenario which

presents MANET challenges that aren’t caused by physical layer imperfections.

In this benchmark, we analyze the performance of each routing protocol in a

scenario in which the time to set up a route and transmit data is short. A series

of nodes are spaced 50 km apart in follow-the-leader fashion, traveling at 500 m/s

towards a target 250 km away from home base. When the nodes are 15 km (30

seconds) from the target distance, they transmit data back to the base for ten

seconds at 800 kb/s. Upon reaching the target distance, the node heads back to

base. Since nodes traveling in the same direction are 50 km apart, they are too

far apart to transmit data through directly; they must use nodes passing in the

opposite direction to bridge the transmission gap to get the data back to base as
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shown in Figure 5.18. Due to the speed and distance between these nodes, there

is only a 10-second window of opportunity to set up a route and transmit the data

to the base.

5.7.2 Setup

Nodes travel at 500 m/s and are placed 50 km apart in a line heading towards

the target. Node transmission power is 40 dBm which provides a transmission

range of roughly 30 km. Nodes transmit a single 10-second data message at 800

kb/s when they are between 235 and 240 km from base (10 to 15 km from the

target distance) and then begin their return once they reach the target distance

of 250 km. Figure 5.19 illustrates that a transmission window of about 10 seconds

exists followed by 40 seconds in which a complete route does not exist. Starting

with time t=0, nodes A and D are within transmission range, as are nodes B and

C; this allows a route to be set up from node C to B, B to D, and from D to A.

After time t=10 seconds, nodes B and D are out of transmission range and a route

no longer exists between them. Finally, at time t=50 seconds, nodes A and C are

within range and a new route can be established and used for up to 10 seconds

again. To save time and simplify the simulation, the setup includes a full chain

of returning nodes so that data can be sent all the way back to base starting in

the first transmission window.

The benchmark test runs for a total of 600 seconds. The first 20 seconds are

used to perform initial setup and bootstrapping routines, and then once every 100

seconds the node that is 15 km from the target begins its 10 second transmission.

The theoretical maximum cumulative data received is

800 kb/s× 10 s× 6 = 48 Mb (5.7)
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In ns-3, the ONOFF application is used to transmit constant bitrate traffic from

the moving nodes to the stationary base. Since this benchmark requires each

node to transmit for 10 seconds only one time, the ON time was initially set to 10

seconds and the OFF time to 2000 seconds. However, the result was that no data

was ever transmitted. As it turns out, the ONOFF application runs the OFF time

first, so no data would be sent until after 2000 seconds, at which time the test had

already finished. Therefore, the OFF time is set to 0 seconds and the MaxBytes

parameter is set to 1000 kilobytes, which equates to 10 seconds of data at 800

kb/s. An OFF time of 0 seconds implies that the transmission does not stop until

the end of the simulation, but using the MaxBytes parameter tells the application

to stop sending packets after a certain amount of data has been sent; in this case,

data is sent for only 10 seconds.

Base

50 km

Action

Tx
Rx

Figure 5.18. Setup for short window of opportunity benchmark

5.7.3 Expected Results

Since nodes only transmit for 10 seconds one time (when they are 15 km from

the target), are spaced 50 km apart, and travel at 500 m/s, transmissions will only

occur every 100 seconds. However, 10-second windows of opportunity occur every

50 seconds as shown in Figure 5.19. This means that AeroRP with the store-

and-haul feature, called ferrying, will have twice the number of opportunities as

the other protocols to transport data back to the base node since it can transmit
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Figure 5.19. 10-second transmit window every 50 seconds

during the otherwise unused windows. To test the difference that ferrying makes,

this benchmark will test AeroRP twice, once with ferrying and once without.

5.7.4 Results

Scores in Figure 5.21 are based upon the cumulative data received divided by

the maximum possible data received of 48 Mb. As expected, AeroRP outperforms

the other protocols. By ferrying and taking advantage of all the windows of op-

portunity, AeroRP gets roughly three times as many packets through compared to

the legacy MANET protocols. This is also supported by Figure 5.20e, which shows

that AeroRP with ferrying was able to take advantage of each 50-second window

of opportunity to transmit data. AeroRP without ferrying also outperformed the

other protocols. This is attributed to the fact that AeroRP does not need to wait

for a complete route to begin transmitting data. At the moment when the oppor-

tunity presents itself, packets are routed towards the base node. According to the
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Figure 5.20. Window of opportunity benchmark results
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Figure 5.21. Window of opportunity benchmark scores

results, about 31% of AeroRP’s cumulative data performance can be attributed

to ferrying. The extremely dynamic nature of this test effectively eliminates any

benefit that may come from using a proactive routing protocol. We should expect

the performance of OLSR, DSDV, AODV, and DSR to be quite similar. Yet it is

interesting that their performances are so different. OLSR appears to send some

packets through during each window every 100 seconds, while DSDV does not.

DSR has lower throughput than OLSR, yet utilizes the 10-second window better,

allowing it to perform overall as well as OLSR.

5.8 Benchmark 8: Urban Canyon Test

5.8.1 Description

This benchmark simulates an urban canyon environment to test each routing

protocol’s ability to handle dense urban settings in which buildings cast very

large shadows and strong reflections cause significant fast fading. As shown in

Figure 5.22, the dense urban test involves many stationary buildings in a grid-like
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pattern, and many mobile nodes that move between and within the buildings.

5.8.2 Setup

To simulate this environment statistically, others have used Log-Distance prop-

agation loss models [28]. However, since we can actually add impairments at

specific locations with the MovingPropagationLossModel, and these will provide

the slow shadow fading needed, we can continue to use the Friis propagation loss

model. For fast fading channel characteristics which would be expected in this

environment, the Nakagami model is used with m = 10.

The test uses an 11×11 grid of stationary buildings, simulated using the Mov-

ingPropagationLossModel with a constant position mobility model. There are 30

transmitting nodes and 1 receiver node (denoted with “Rx”), all moving at ap-

proximately 2 m/s. The buildings are spaced 60 meters apart on center, have a

radius of 22 meters, and incur a propagation loss of 15 dB each. As a result, the

simulated buildings are 44 meters wide and the simulated streets are 16 meters

wide. The simulation allows 30 seconds for initialization and setup, followed by

270 seconds of transmissions. The 30 sending nodes transmit at 80 kb/s with a

duty cycle of 50% so the maximum traffic that could be successfully transmitted

is

80 kb/s× 30× 50%× 270 s = 324 Mb (5.8)

where the transmission power is 20 mW, or 13 dBm, and node movement is

simulated using the Gauss-Markov mobility model with α = 0.85.
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Figure 5.22. Network setup for urban canyon test

5.8.3 Expected Results

Due to the many buildings present, the topology is fragmented and discon-

nected much of the time. It may be very difficult to get nodes to successfully

transmit data to the receiver node if they are are not in direct line-of-sight of

each other. AeroRP should handle the intermittent connectivity better and use

opportunities to forward packets towards the receiver, but it should be difficult

to find those opportunities.

5.8.4 Results

The results in Figure 5.23 indicate that this is a very challenging test. There

are very few opportunities for complete end-to-end paths. Scores are based upon

the protocol’s total data delivered divided by the maximum possible data delivered
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Figure 5.23. Dense urban canyon benchmark results
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of 324 Mb. In this benchmark, AODV is able to take advantage of small windows

of opportunity and send more packets during those windows than OLSR. Finally

we see a challenge that AeroRP does not handle well. The reason for AeroRP’s

poor performance is likely due to its optimistic forward routing algorithm. AeroRP

assumes that nodes that are closer to the target, or have a shorter time to intercept

with the target, are better handoff candidates. This is normally true in airborne

environments, but in this tough urban environment, there are many large shadows

cast by our simulated buildings, and picking the closer targets may lead to dead

end situations. The dead end node may be close to the target, but buildings incur

too much signal loss to transmit to it, and no closer candidates can be found,

resulting in lost packets.
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Chapter 6

Conclusions and Future Work

This chapter summarizes this thesis, with conclusions in Section 6.1 and sug-

gestions for future work presented in Section 6.2.

6.1 Conclusions

The problem with simplistic simulation models was discussed, prompting the

requirement for more complex and realistic simulation environments. Further-

more, we covered the need to benchmark wireless protocols so their performance

could be measured and compared upon equal grounds. As the British scientist

Lord Kelvin [29] observed, “If you cannot measure it, you cannot improve it.”

New models were described in detail that add the needed complexity and real-

ism to these simulations. These include the memory-based 3-D Gauss-Markov

mobility model to better simulate highly-dynamic airborne network nodes, and

a more realistic physical layer channel environment that includes a new localized

shadow fading model and jammers. We highlighted some challenges in designing

a MANET routing protocol and some basic characteristics of the different rout-
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ing algorithms to gain an understanding on how they may behave in real world

networks.

Details were given about the simulation models and parameter settings that

were used to make the benchmarks more challenging and realistic. Then we dis-

cussed the importance of the tests and simulation scenarios that would make up

the different benchmarks. The routing protocols that were selected to be bench-

marked were examined along with their expected strengths. Finally, each routing

protocol was run through each of the eight benchmarks and given performance

scores.

The primary contributions of this thesis are:

• Describing and implementing a 3-D version of the Gauss-Markov mobility

model in ns-3

• Describing and implementing wireless impairment models that contribute to

a more realistic and challenging simulation channel environment

• Defining fundamental tests that can be used to benchmark and compare the

performance of different MANET routing protocols

• Analyzing these benchmarks against five MANET routing protocols, in-

cluding AeroRP, and presenting the results and performance scores of these

protocols

AeroRP outperforms the traditional MANET protocols in nearly every bench-

mark. The two mechanisms that give AeroRP an advantage in challenging real

world environments are the ability to forward packets without waiting for a com-

plete end-to-end route to be determined, and the ability to store-and-haul traffic

during interruptions in connectivity. The use of these features must be carefully
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considered with respect to the environment that the network will operate in. As

we saw in the dense urban benchmark, AeroRP can suffer from dead end situations

if there are too many obstructions between the nodes.

Challenging environmental conditions that cause interruptions in connectivity

are devastating to the traditional MANET protocols we tested. Without knowl-

edge of a complete route, they must wait until the conditions improve before

sending packets, even if the problem is localized to a small area of the network.

AeroRP is able to mitigate these disruptions to some degree by opportunistically

forwarding packets whenever possible. High speed and mobility create short win-

dows of opportunity; those routing protocols that can become aware of the window

quickly and start sending packets immediately will perform better than those that

cannot. These are situations in which AeroRP has the advantage over the other

protocols we tested.

It was discovered that DSR and AeroRP might be good choices in power con-

strained MANET applications. DSR shows good performance at low transmission

power and it is a reactive, on-demand, protocol, which also helps reduce power

consumption. AeroRP also shows good performance at low power, and is capable

of storing data for long periods of time, which would be a real asset in power

constrained sensor networks that use sleeping nodes.

It was shown that the selection of a mobility model affects the outcome of

the simulation. It appears to affect all routing protocols, but some more than

others. For example, using the results from benchmark 4, the performance differ-

ence between the Random Waypoint and the Gauss-Markov model was 41% for

AeroRP, but was over 50% for DSDV. By using a more realistic mobility model,

we introduce a more realistic, and hence more challenging, environment. And as
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we have discovered, protocols that have mechanisms to handle those challenges

better will not be affected as much as those that don’t.

6.2 Future Work

A number of items stand out which would further this work.

1. The Rician fast fading algorithm should be implemented in ns-3. This would

allow future simulations of MANET protocols to use a fast fading model

more suited to the kinds of environments in which they are used. This is

especially true for airborne networks; the use of the Friis path loss model

alone is not challenging enough, and the addition of the Nakagami fast fading

model is too harsh.

2. The benchmarks in this thesis should be run again when the ns-3 imple-

mentation of the DSR routing algorithm is complete. Likewise, these tests

should be run again when there is another disruption-tolerant routing pro-

tocol available in ns-3. Naturally, we should test the performance when

AeroTP and AeroNP become available in ns-3.

3. These benchmarks were designed with total data delivered as the primary

performance metric. This is reasonable if cumulative received data is the

overall design objective. However, the benchmarks could be expanded to

include scores for packet delay and channel overhead as well.

4. Benchmark 4 could be expanded to include more mobility models. This also

implies that more mobility models will need to be added to ns-3.
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