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Abstract 

 

Lignin is a readily available renewable carbon polymer consisting of aromatic 

monomers, which can be used in the generation of alternative fuels. However, many of these 

monomers contain oxygen, reducing their usability and overall value. Therefore, catalytic 

hydrodeoxygenation that allows for the removal of oxygen atoms while preserving the 

aromaticity of these monomers is desirable. The Vannucci group at the University of South 

Carolina has developed a catalyst for this purpose, chloro(2,2’:6’,2’’-terpyridine-4’-

carboxylic acid) palladium(II) chloride. Their catalyst has shown high conversion and 

selectivity with model lignin monomers at low temperatures when attached to the surface 

of amorphous silica to generate a molecular/heterogeneous catalyst motif. The two 

mechanisms investigated include one where the Pd center is reduced and one where an 

intermediate Pd-hydride species appears. In this thesis, we use density functional theory to 

determine the structures for the intermediate and transition state species, and their 

corresponding energies. With these energies, we ascertain which of the proposed reaction 

mechanisms is energetically favored. Understanding this mechanism and determining what 

leads to the high conversion and selectivity of this catalyst will help in the future 

development of similar catalysts with increased efficiency, conversion, and selectivity, 

potentially leading to a wider availability of these fuels. 
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Chapter 1: Introduction 

In this thesis, we investigate both reaction pathways for the hydrodeoxygenation of 

benzyl alcohol proposed by the Vannucci group for their Pd-terpyridine catalyst1,2 (Figure 

1.1) using density functional theory (DFT) calculations. We find the optimized structures for 

each intermediate geometry on both of the proposed reaction pathways to determine which 

one is energetically favorable. With the optimized structures for each intermediate, we also 

analyze why one pathway might be preferred over another.  

 

Figure 1.1: Chloro(2,2':6',2''-terpyridine) palladium (II) chloride, or Pdtpy 

The Vannucci group  has synthesized polypyridyl single-site catalysts with nickel and 

palladium for HDO of benzylic lignin monomer models like benzophenone, benzaldehyde, 

and benzyl alcohol.1 These single-site molecular catalysts have shown better selectivity 

towards preservation of aromaticity in comparison to electrochemical and photochemical 

methods.3–5 They have also found that their Pd catalyst (Pdtpy) is significantly more effective 

than the similar Ni catalyst they tested.1 This complex is shown to be very effective when 

modeling the HDO reaction in the lignin upgrading process with benzyl alcohol used as the 

model bio-oil component. Further studies show their homogenous molecular catalyst at 
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100oC provides excellent conversion with near-perfect selectivity with methanol as the 

solvent. However, the  same reaction is significantly less favorable at room temperature, 

which suggests that the use of other solvents may be preferable. 

Because the catalyst complex is an ionic compound, it is necessary to use  a 

heterogeneous catalytic motif to determine the effect of nonpolar solvents on this reaction.  

Therefore, the complex was attached to an amorphous silica surface by the addition of a 

linker COOH group attached to the pyridyl 4’ carbon. This modification to the original 

catalyst complex geometry allows for the use of nonpolar solvents. Of the nonpolar solvents 

tested, n-dodecane was found to have superior selectivity and conversion at room 

temperature, as shown in Table 1.1.2 

 

Table 1.1: Solvent exploration for catalytic HDO of benzyl alcohol 

The Vannucci group proposed a reaction pathway (Figure 1.2) based on kinetic 

studies; however, the intermediate in this pathway has not yet been identified. Two possible 

intermediates were proposed, each with their own corresponding pathway. The first 

pathway (Figure 1.3) involves the reduction of the Pd(II) center to the Pd(0) oxidation state, 
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followed by benzyl C-O bond cleavage and subsequent protonation to yield the final products 

and the re-oxidized Pd(II) complex. The second pathway (Figure 1.4) consists of the formation 

of a Pd hydride species, which in turn displaces the hydroxyl group from the benzyl carbon 

to produce toluene. The complex is then deprotonated by the hydroxyl group, forming water 

and regenerating the catalyst complex. However, the intermediate geometry, which would 

allow for identification of which pathway corresponds to this reaction, has not been 

determined experimentally.  

 

Figure 1.2 General reaction pathway proposed by Delucia et al1 

  

Figure 1.3: Reductive intermediate pathway2 
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Figure 1.4: Hydride intermediate pathway1,2 

To gain molecular level insight on these reactions, computer simulations are needed. 

These simulations allow us to explore the interaction between the catalyst complex and the 

amorphous silica surface to which it is bound, leading to determination of the catalyst 

complex geometry at each step of the HDO reaction pathway. DFT calculations2,6 suggest the 

catalyst binds to the silica surface either through Coulombic interactions or  covalent 

bonding with a deprotonated carboxyl linkage (Figure 1.5). Regardless of the binding 

method, it is believed that the complex lies parallel to the silica surface7 as shown in Figure 

1.6. This project, however, focuses on the geometries of the catalyst intermediate during the 

HDO reaction. To that end, we do not consider the silica surface in this project for the sake of 

computational expense.  
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Figure 1.5: Pdtpy catalyst bound to amorphous silica surface at (a) silanol sites and (b) siloxane sites2,6 

 

Figure 1.6: Pdtpy complex parallel to amorphous silica surface7 

We present an overview of the existing research in this field in Chapter 2. After this, 

we describe the computational methods used in Chapter 3. Next, we present the results of 
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our calculations for the reductive and hydride pathways proposed by our collaborators in 

Chapter 4. After that, we provide a comparison of the reaction pathway energies and 

geometries to determine which reaction pathway is energetically favored in Chapter 5. 

Finally, we present a summary of our conclusions in Chapter 6. 

Chapter 2: Literature Review 

Lignin, an inedible polymer component of biomass, is being investigated as a potential 

source of biofuels and other organic compounds. In industrial settings, lignin is frequently 

treated as a waste product, as cellulose is favored for purposes of biofuel production and the 

production of paper products.8–10 The principal issue with the usability of lignin as a biofuel 

feedstock is its high oxygen content,10–12 which leads to chemical and thermal instability10, 

some corrosive properties12, and under certain conditions, the formation of undesirable 

coke-like byproducts.11 One solution is to remove as much oxygen as possible. This is 

typically accomplished through a process called hydrodeoxygenation (HDO), where oxygen 

is replaced with hydrogen, producing either water or an alcohol as a by-product.10  

Bio-oils derived from lignin are produced by depolymerization, most commonly 

through pyrolysis.1,10–13 These bio-oils frequently have many components, including phenyl 

and benzyl alcohols, esters, ketones, and aldehydes. Rather than conducting studies on the 

many compounds present in lignin-derived bio-oils, model compounds are used to design 

catalysts for HDO. These are later generalized for use with other compounds that occur in 

bio-oil. Several studies have shown that molecular catalysts with transition metal centers 

have increased selectivity towards HDO with preservation of aromaticity.1,2,14,15  
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 The most common model lignin compounds are phenyl alcohols and phenyl ethers, 

including guaiacol10,16–23 and anisole (Figure 2.1).13,20 For both of these compounds, the 

activation of H2 has been shown to be a key step in the reaction pathway.20 Additionally, it is 

important to use a catalyst that avoids over-hydrogenation to form cyclohexane. Guaiacol 

tends to react by demethylation-HDO to produce phenol,10,16 followed by subsequent 

hydrogenation to produce cyclohexane. Similarly, anisole tends to react either by 

demethylation-HDO to produce benzene or by transalkylation-HDO to produce toluene. 

There are also nickel and iron-based catalysts13,20 that show selectivity to produce both 

benzene and toluene from both guaiacol and anisole.  

 

Figure 2.1: Guaiacol and anisole, two common model lignin monomers 

HDO reactions are catalyzed by noble metals,12,16,17 metal-doped surfaces,2,14 

transition metal sulfides,12 or transition metal molecular catalysts.1,2,14 However, many of 

these catalysts do not have the selectivity to preserve the aromaticity of the monomers 

present in lignin,2,10,24 a desirable characteristic due to the increased energy density2,12 and 

stability of these aromatic compounds, as well as their utility in other contexts as reagents 

or solvents.  

Research on HDO has focused on silica,2,25 alumina,18,26–28 or zirconia18-supported 

metal catalysts and on molecular catalysts.1,2,14,15 Supported metal catalysts and pure metals 
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are widely used for their simplicity, as they do not require elaborate synthetic procedures. 

Molecular catalysts with highly coordinated metal centers have been researched as an 

improvement to these, as they provide increased selectivity towards deoxygenation without 

ring hydrogenation.1,29,30 This is an important quality for biofuel upgrading, as preserving 

the aromaticity of the fuel increases its aromaticity relative to the fully hydrogenated 

products common in reactions with lesser selectivity.10,13  

Chapter 3: Methods 

3.1: Hartree-Fock Method 

Quantum chemistry calculations require solving the electronic Schrödinger equation. 

However, it is not possible to analytically determine a wavefunction for a multi-electronic 

system,31 and computational chemists must use approximate methods. The most basic of 

these approximate methods is the Hartree-Fock (HF) method, which uses a single Slater 

determinant. A Slater determinant is an anti-symmetrized product of orthogonal one-

electron wavefunctions called spin orbitals. The energy of the system is calculated using the 

HF equation (eq. 3.1.1)31,32 

 𝑭𝑪 = 𝑺𝑪𝛜  (eq. 3.1.1) 

 𝑓(1) = ℎ̂(1) + ∑ 𝐽𝑏(1) − 𝐾̂𝑏(1)𝑏   (eq. 3.1.2) 

 ℎ̂(𝑖) =
−1

2
𝛻𝑖

2 − ∑
𝑍𝐴

𝑟𝑖𝐴

𝑀
𝐴=1   (eq. 3.1.3) 
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 𝐽𝑏(𝑖)𝜒𝑎(𝑖) = ∫ 𝑑𝒙𝑗
|𝜒𝑏(𝑗)|2

𝑟𝑖𝑗
𝜒𝑎(𝑖)  (eq. 3.1.4) 

 𝐾̂𝑏(𝑖)𝜒𝑎(𝑖) = ∫ 𝑑𝒙𝑗
𝜒𝑏

∗ (𝑗)𝜒𝑎(𝑗)

𝑟𝑖𝑗
𝜒𝑏(𝑖)  (eq. 3.1.5) 

Where F is the Fock matrix, S is the overlap matrix, C is a vector of the coefficients for each 

orbital, and ϵ is a diagonal matrix of orbital energies.  The elements of F are given by 𝐹𝛼𝛽 =

〈𝜒𝛼|𝑓|𝜒𝛽〉, and the elements of S are given by 𝑆𝛼𝛽 = 〈𝜒𝛼|𝜒𝛽〉. The Fock operator 𝑓 (eq. 3.1.2) 

is the sum of the one-electron Hamiltonian (eq. 3.1.3), the Coulomb operator (Ĵ, eq. 3.1.4), 

and the exchange operator (𝐾̂, eq. 3.1.5). The operator Ĵ represents the Coulombic 

interaction between two electrons. The operator 𝐾̂, which has no classical analogue, arises 

from the antisymmetry of the wavefunction with respect to an exchange of electron indices.    

 The functions used to construct the Slater determinants are defined by a basis set, 

consisting of atomic functions. For this work, these atomic functions are made up of Gaussian 

functions called primitives.32 These Gaussian functions are of the form: 

 𝑔𝑝(𝜁, 𝑟) = 𝑛𝑥𝑎𝑦𝑏𝑧𝑐𝑒−𝜁𝒓2
 (eq. 3.1.6) 

A linear combination of primitives is used to generate the atomic orbital basis functions χ 

used in the HF equation.32 The exponents a, b, and c, along with the x, y, and z terms in the 

primitive control the shape of each orbital. The exponents sum to the angular momentum 

quantum number l.  The n term serves as a normalization constant, ensuring that the integral 

over all space of the function squared is equal to 1 (a necessary property for a probability 

distribution). The ζ term in the exponential controls the diffuseness or tightness of the 

primitive. Modification of the basis set specification changes how many primitives are used 
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for the basis functions of each atom and what type of primitive is used in each. For larger 

atoms, such as heavy metals, the number of core electron basis functions can make 

computations cost-prohibitive. Since core electrons do not directly participate in interatomic 

interactions, we can treat them with an effective core potential,33 which mimics the shielding 

behavior of the core electrons rather than explicitly calculating their effects.   

3.2: Density Functional Theory (DFT) 

All energy calculations were conducted using DFT. Kohn-Sham (KS) DFT is based on 

the HF method, but solves for the energy of the system using a functional of the electron 

density instead of the wavefunction of the system.34,35 This is possible under the first 

Hohenberg-Kohn theorem,34 which states that the external potential for a system is a unique 

functional of the ground state electron density. The second Hohenberg-Kohn theorem states 

that the correct ground state electron density for the system can be used to determine the 

ground state energy by the variational method.34 These two theorems are the foundation for 

DFT, and using this method we can determine the ground state energy for a system with 

higher accuracy than HF, 34,36 because HF does not include a full treatment of electron 

correlation,32 an effect that KS-DFT methods include by using an exchange-correlation 

energy functional.37,38  

3.3: Dispersion  

Dispersion is an attractive interaction of the van der Waals (vdW) type  between 

molecules with negligible electron density overlap.36,39 It is caused by induced dipoles 

between non-covalently bonded particles and are an attractive force, although with a smaller 
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magnitude than other noncovalent interactions like hydrogen bonds and dipole-dipole 

interactions.35,36,39–41 Dispersion interactions are more costly to compute accurately with 

standard KS-DFT in comparison with covalent interactions, as vdW-type interactions have a 

relatively flat potential energy surface (PES)40 in comparison to interactions with higher 

electron density overlap. Because dispersion interactions play a major role in reactions 

involving nonpolar solvents and aromatic compounds,35,40 it is vital to use a method that will 

accurately calculate the effects of dispersion. Many such methods exist, including Møller-

Plesset perturbation theory (MP), coupled-cluster theory (CC), or dispersion-corrected 

density functionals.36,38,40 In this project, we use the dispersion-corrected density functional 

ωB97X-D,36,38,42 as this is more computationally affordable than using MP or CC while still 

accurately accounting for the effects of dispersion. 

3.4: Solvation Methods  

Calculations in solution were performed using the Solvation Model based on Density 

(SMD) method.6,43 SMD uses the quantum mechanical charge density of solute molecules 

while describing the solvent as a dielectric medium with surface tension at the solute cavity 

boundary, effectively creating a bubble within the solvent in which the solute is contained. 

SMD differs from other continuum models by calculating both bulk electrostatic and non-

bulk-electrostatic terms. Because the free energy of solvation is a state function, there are 

several thermodynamically-valid ways of dividing the bulk electrostatic and non-bulk-

electrostatic terms.43 The electrostatic term is generated by the integral-equation-formalism 

polarizable continuum model (IEF-PCM44–46) method, an improvement on the standard PCM 

procedure that accounts for isotropic and intrinsically anisotropic solvents, as well as ionic 
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solutions. The non-bulk-electrostatic term for the SMD method arises from dispersion 

interaction between the solute and the solvent molecules in the first solvation shell and is 

not considered in the bare IEF-PCM method. The final free energy is given by:  

 Δ𝐺𝑆
𝑜 = Δ𝐺𝐸𝑁𝑃 + Δ𝐺𝐶𝐷𝑆 + Δ𝐺𝑐𝑜𝑛𝑐

𝑜   (eq. 3.4.1) 

The free energy of solvation is written as the sum of the solute electronic, nuclear, and 

polarization components (ENP), the solvent cavitation, dispersion, and structure 

components (CDS), plus a term to account for the concentration (conc) change between gas 

and liquid phase standard states for the solution. The ENP term is the difference in electronic, 

nuclear, and polarization free energies between the gas-phase structure and the liquid-phase 

structure without any solvent correction. If the gas and liquid phase geometries are the same, 

the ENP term becomes an electronic polarization term as the nuclear term goes to zero. The 

CDS term is determined based on the solvent-accessible surface area of each atom, the 

atomic surface tension, and the molecular surface tension. These are calculated by:  

 𝐺𝐶𝐷𝑆 = ∑ 𝜎𝑘𝐴𝑘(𝑹𝒁𝒌
, {𝑅𝑍𝑘

+ 𝑟𝑠})𝑎𝑡𝑜𝑚𝑠
𝑘 + 𝜎[𝑀] ∑ 𝐴𝑘(𝑹𝒁𝒌

, {𝑅𝑍𝑘
+ 𝑟𝑠})𝑎𝑡𝑜𝑚𝑠

𝑘   (eq. 3.4.2) 

 Where σk and σ[M] are the atom k and molecular surface tension, respectively, AK is 

the solvent accessible surface area of atom k, R is the set of atomic vdW radii, and rs is added 

to the vdW radius to determine the solvent accessible surface area.43 

 The surface tensions discussed throughout this section are a semiempirical term that 

accounts for short-range non-bulk electrostatic interactions and nonelectrostatic effects like 

dispersion, solvent structural effects, and cavitation. The inclusion of these effects gives an 
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improvement in certainty of cavity definition from prior methods developed by Marenich 

and coworkers.43  

3.5: Geometry Optimization Methods  

Geometry optimizations find the stationary point on a potential energy surface (PES). 

In this project, geometry optimizations are conducted using the Berny optimization 

algorithm. This algorithm, originally proposed by H. Bernhard Schlegel,47 is a modified 

conjugate gradient algorithm to optimize the molecular geometry. The key difference 

between Schlegel’s algorithm and other conjugate gradient algorithms is that this algorithm 

uses the Hessian matrix, a matrix of all mixed partial derivatives of the PES with respect to 

the Cartesian coordinates of each nucleus, rather than its inverse. This decreases the 

computational cost of the optimization. First, the initial geometry guess is given and the 

energy, gradient vector, and Hessian matrix are calculated. Next, an orthonormal set of 

vectors is constructed for the space. This set is spanned by vectors generated by the 

displacement of each point from the previous point. Using these vectors, the second 

derivatives are estimated, and are then used to update the estimated second derivative 

matrix F. The matrix F is an approximation of the Hessian, and is less computationally 

expensive to update at each step than recalculation of the Hessian. After the second 

derivative matrix is updated, a search for a minimum energy along each basis vector is done 

by fitting a quartic polynomial between the current and previous energies and gradients. The 

gradients at this point are interpolated from the current and previous energies. These 

gradients are then used with the estimated second derivative matrix to determine the next 

stationary point.  
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After each optimization step, the gradient and displacement vectors are tested for 

convergence, where the root-mean-square (RMS) gradient, absolute value of the largest 

gradient component, RMS displacement, and largest displacement vector component must 

fall below convergence thresholds defined for the specific optimization. The optimization 

procedure repeats until a predetermined maximum number of steps or the optimization 

conditions are all met.  

 Transition-state geometries are also obtained using the Berny optimization 

algorithm47 with a modification forcing the second derivative matrix to include exactly one 

negative eigenvalue. This requires that the starting geometry guess is close to an appropriate 

transition state geometry. The negative eigenvalue of the second derivative matrix 

corresponds to a vibrational mode in which the frequency is imaginary. Within the harmonic 

oscillator approximation, the vibrational frequency of a normal mode is proportional to the 

square root of the force constant. The force constants for the vibrational modes of a system 

are the eigenvalues of the Hessian, which is approximated in the Berny algorithm by the 

approximate second derivative matrix F. This vibrational mode corresponds to the lowest 

energy pathway between the reactant and product minima locations on the PES. The 

geometry of the transition state corresponds to a saddle point on the PES, in which there is 

a local maximum in one dimension and a local minimum in all others. By imposing the 

requirement that the second derivative matrix includes exactly one negative eigenvalue, the 

saddle point is reached and the transition state geometry is determined. 
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3.6: Intrinsic Reaction Coordinate  

An intrinsic reaction coordinate (IRC)48 is the minimum energy pathway between two 

minima that passes through the transition state. Mathematically, the IRC is determined by 

finding the solution to the set of simultaneous equations: 

 
𝑑𝑥1
𝜕𝑉

𝜕𝑥1

=
𝑑𝑥2
𝜕𝑉

𝜕𝑥2

= ⋯ =
𝑑𝑥3𝑛

𝜕𝑉
𝜕𝑥3𝑛

  (eq. 3.6.1) 

Where V refers to the potential energy function of the system, the subscript n refers 

to the number of nuclei and xi refers to the mass-weighted Cartesian coordinates for each 

nucleus, given by eq 3.6.2 

 𝑀𝛼
1 2⁄

𝑋𝛼 = 𝑥3𝛼−2, 𝑀𝛼
1 2⁄

𝑌𝛼 = 𝑥3𝛼−1, 𝑀𝛼
1 2⁄

𝑍𝛼 = 𝑥3𝛼  (eq. 3.6.2) 

Where Xα, Yα, and Zα are the Cartesian coordinates of nucleus α and Mα is the mass of 

nucleus α. The solution of eq 3.6.1 determines the “center line”, or lowest energy pathway 

between two minima on the reaction’s PES. However, this method is computationally 

expensive in comparison to a single geometry optimization.  

We use an approximation of the IRC to confirm the transition states calculated using 

the Berny optimization algorithm discussed in section 3.5. First, the normal mode 

corresponding to the negative eigenvector of the second derivative matrix described in 

section 3.5 is found, and the transition state geometry is distorted along this normal mode in 

each direction. The distorted transition state geometries are optimized, yielding minima in 

each direction that correspond to the reactant and product geometries associated to this 

transition state. This significantly less expensive procedure allows for us to confirm the 
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validity of a transition state without calculating an IRC. However, this method has the risk of 

missing a closer local minimum, which does not happen in the IRC method. We implement 

this procedure with our initial transition state guess at a low level of theory (in our case, 

B3LYP49,50/3-21G with Grimme’s D351 dispersion model and without solvent corrections) to 

quickly and inexpensively screen any guesses that do not correspond to the correct reactant 

and product minima. After this, we take the successful transition state guesses and re-

optimize them at a higher level of theory and determine the IRC at that point. 

3.7: Computational Details 

All computations were conducted with a development version of the Gaussian52 

computational chemistry software suite. For all reported results, we used the ωB97X-D38,42 

functional discussed above. We treat the Pd center with the Def2TZVP basis set and 

Stuttgart’s pseudopotentials,33 and all other centers with the 6-31++G(2d,p) basis set. 

Def2TZVP is used for Pd because it has high accuracy for this element6,53,54, and 6-

31++G(2d,p) is used for all other centers due to its high accuracy for long-range effects, such 

as hydrogen bonds, π-π stacking, and dispersion interactions. Stuttgart’s pseudopotentials 

are implemented for the Pd center as described in section 3.1 to decrease computational 

cost. Solvation is modeled using the SMD method discussed in section 3.4:  with n-dodecane 

as the solvent.  

DFT is used for this work because of its high accuracy at a relatively low cost 

compared to other methods. Dispersion-corrected DFT very accurately models 

experimentally-observed trends35,36,38–40 at a much lower computational cost than other 

methods discussed in section 3.3: The use of the dispersion-corrected functional ωB97X-D, 
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along with treating the Pd center with effective core potentials, allow us to reduce the 

computational cost of our calculations while still achieving a reliable result.  

All structures presented in this project are generated using the GaussView chemical 

modeling program and are modeled in solvent, though they do not change significantly 

between solvent and gas-phase calculations. These geometries were then optimized using 

the Berny optimization algorithm discussed in section 3.5: . Transition state geometries were 

then verified according to the imaginary normal mode displacement algorithm discussed in 

section 3.6 and by IRC calculation. 

Chapter 4: Results 

The hydrodeoxygenation of benzyl alcohol (BA) to toluene (tol) with the Pdtpy catalyst 

complex proceeds by the mechanism in Figure 1.2.2 However, the structure of the 

intermediate cannot be determined experimentally. The Vannucci group has proposed two 

intermediates, whose corresponding mechanisms are shown in Figure 1.3 and Figure 1.4. 

The first intermediate proposed is a reduced Pd compound (Figure 1.3), which catalyzes the 

cleavage of the benzyl C-O bond to produce a tpyPd-OH species and a benzyl carbanion, both 

of which are protonated. The second intermediate is a Pd-hydride species (Figure 1.4), which 

then protonates the benzyl carbon and yields a hydroxyl anion to be protonated. In our 

simulations, we also found a third possible pathway in which the terpyridine system is 

opened before a hydride is formed, then reacting similarly to the closed hydride pathway. In 

order to determine which of these pathways is more energetically favored, we performed 

DFT calculations for each pathway.  
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 There are some steps in each reaction pathway that were not considered for this 

work: 1) After the rate-determining step for each of the hydride pathways discussed, there 

is a hydroxide species that is protonated; 2) after the rate-determining step for the reductive 

pathway, there is a Pd(II)-OH intermediate and a toluene carbanion intermediate that are 

both protonated to yield the final products. These steps are not discussed here because they 

are not rate-determining, as the ionic species are significantly less stable in a nonpolar 

environment than the neutral species formed as a result of these protonation steps.  

4.1:  Reductive Pathway 

The reductive pathway proceeds in 3 steps, as shown in Figure 1.3. The relevant 

structures for this pathway are given in Figure 4.2, and the energies are shown in Figure 4.1. 

In this pathway, the palladium center is reduced from the +2 to the 0 oxidation state, and the 

catalyst complex adopts a puckered configuration (Figure 4.2a). This reduction step is 

accompanied by a relative energy increase of 46.19 kcal/mol in the gas phase and 56.97 

kcal/mol in n-dodecane. After the complex is reduced, the BA substrate approaches the 

complex, stabilizing the overall complex by 14.62 kcal/mol in the gas phase and by 9.99 

kcal/mol in n-dodecane. When the BA substrate nears the complex, the Pd(0) center facilitates 

the cleavage of the benzyl C-O bond (Figure 4.2c), forming a secondary tpyPd(II)-OH 

intermediate and releasing a benzyl carbanion as a result. The RDS transition state is higher 

in energy than the intermediate by 45.89 kcal/mol in the gas phase and by 33.38 kcal/mol 

in n-dodecane, but the benzyl carbanion product and remaining Pd-hydroxy intermediate 

are then protonated, yielding the final products of tol and water, accompanied by a relative 

energy decrease of 62.73 kcal/mol in the gas phase and 86.39 kcal/mol in n-dodecane. The 
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energy profile for this pathway is shown in Figure 4.1, and each reaction step is summarized 

in Table 4.1, along with several key geometric parameters. 

 

Figure 4.1: Reductive pathway energy profile 

 

Figure 4.2: Reductive pathway key geometries, a) Pd(0) intermediate, b) the reduced catalyst with benzyl 

alcohol, c) reductive pathway rate-determining step transition state, and d) Pdtpy-OH intermediate with 

toluene carbanion 
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Table 4.1: Key geometric parameters for the reductive pathway. Atom shorthand given in Figure 4.3 

 

Figure 4.3: Key for atom labelling for Table 4.1 

 As shown in Table 4.1 and in Figure 4.2, there is a noticeable (9.1o) decrease in the 

Pd-N’-4’C angle over the course of the reaction pathway. This occurs as the localized charge 

on the Pd center changes, indicated by the Mulliken charge on the Pd center here. We also 

see fluctuations of up to 0.26Å in each of the three Pd-N bonds as the reaction progresses. 

However, we can also note that the distance between the pyridine rings, defined by the bond 

lengths between 2C-2’C and 6’C-2’’C, is nearly constant over the course of the reaction. 

4.2:  Hydride Pathway 
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 The hydride pathway also consists of three steps (Figure 1.4). In the first reaction, the 

hydride is formed (closed in Figure 4.4, open in Figure 4.5), releasing as a byproduct one 

molecule of HCl. After the hydride forms, it then attacks the benzyl carbon, displacing the 

hydroxyl group, which is then protonated by the remaining HCl in solution. As stated earlier, 

a second possible hydride intermediate pathway was found. The first of these proceeds with 

the catalyst complex remaining closed (referred to as the “closed pathway”), while the 

second has the additional prior step of the terpyridine ring system opening (referred to as 

the “open pathway”) 

 

Figure 4.4: Closed hydride pathway geometries, a) catalyst with H2, b) hydride formation transition, c) 

hydride intermediate formed with remaining HCl, d) hydride intermediate with benzyl alcohol, e) rate-

determining step transition state, and f) catalyst returning to original structure 
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Figure 4.5: Open hydride pathway geometries, a) catalyst with H2, b) hydride formation transition state, c) 

hydride intermediate formed with remaining Cl-, d) hydride intermediate with benzyl alcohol, e) rate-

determining step transition state, and f) catalyst returning to original structure 

 

Figure 4.6: Energy profile of the closed hydride pathway 
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Figure 4.7: Energy profile of the open hydride pathway 

4.2.1: Closed Hydride Pathway 

 The closed hydride pathway proceeds with the hydride forming from the closed 

catalyst in its original square planar geometry (Figure 4.4a), requiring an activation energy 

of 16.10 kcal/mol in the gas phase and 25.27 kcal/mol in n-dodecane. The resulting hydride 

has a relative energy increase of 10.14 kcal/mol in the gas phase and 12.12 kcal/mol in n-

dodecane, compared to the initial reactants. After the hydride forms, the reaction then 

proceeds, yielding the original complex as the toluene and water products are formed with 

an activation energy of 58.66 kcal/mol in the gas phase and 56.86 kcal/mol in n-dodecane 

relative to the hydride intermediate. The RDS is exothermic by 36.88 kcal/mol in the gas 

phase and 8.26 kcal/mol in n-dodecane relative to the intermediate. The energetics of this 

pathway are shown in Figure 4.6 and are reported in Table 4.3.  
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4.2.2:  Open Hydride Pathway 

In the open hydride pathway, the terpyridine system opens by breaking the bonds 

between two of the three nitrogen centers and the Pd center, yielding a net energy decrease 

of 6.80 kcal/mol in the gas phase and an increase of 3.50 kcal/mol in n-dodecane. After this, 

the reaction proceeds to the formation of the hydride intermediate with an activation energy 

of 2.18 kcal/mol in the gas phase and 0.03 kcal/mol in n-dodecane. The HCl that results from 

the initial hydride formation step protonates the nitrogen that is no longer bound to the Pd 

center, yielding a hydride intermediate species that is 11.94 kcal/mol lower in energy than 

the initial reactants for the gas phase and 9.19 kcal/mol lower in n-dodecane. The open 

hydride complex then proceeds through the HDO reaction as described above in Figure 1.3, 

and the new pyridyl N-H bond protonates the hydroxyl group that is displaced from the 

benzyl carbon as the terpyridine system reforms around the Pd center as seen in figure 

4.2.2a, with an activation energy of 67.73 kcal/mol relative to the hydride intermediate in 

the gas phase and 65.42 kcal/mol in n-dodecane. The products of the RDS for this pathway 

are lower in energy by 9.23 kcal/mol relative to the hydride intermediate in the gas phase, 

but higher in energy by 42.67 kcal/mol in n-dodecane. Once the hydroxyl group is 

protonated, the final product is 26.66 kcal/mol lower than the initial reactants in the gas 

phase and 28.29 kcal/mol lower in n-dodecane. The energetics of this pathway are shown in 

Figure 4.7 and are reported in Table 4.3. 
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4.2.3:  Comparison of Hydride Pathways 

 The key difference between the two hydride pathways lies in the complex structure. 

As shown in Figure 4.8, the change in energy between the open and closed hydride pathways 

is a relative stabilization of the hydride intermediate by 21.31 kcal/mol. However, as given 

by the imaginary normal mode corresponding to the two RDS transition states, the 

interaction between the Pd-H and the benzyl carbon are extremely similar (Figure 4.4e, 

Figure 4.5e), so it is likely that the energy difference for this pathway is mostly due to the 

stabilization of the hydride intermediate species.  

 The open hydride pathway is more favorable than the closed hydride pathway 

relative to the initial reactants. However, compared to the intermediate geometry, the RDS 

activation energy is 1.57 kcal/mol lower in the closed hydride pathway than for the open. 

This is due to the stabilization of the hydride intermediate. While the overall reaction energy 

compared to the initial reactants is lower in the open hydride, the intermediate geometry is 

9.19 kcal/mol lower in energy than the reactants, compared to the closed hydride 

intermediate energy of 12.12 kcal/mol higher than the reactants. Because of this, it is 

preferable to refer to the activation energy as the difference between the RDS TS (point 5 in 

Figure 4.8) and the intermediate (point 4 in the same figure). 
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Figure 4.8: Comparison of open and closed hydride pathway energies 

4.3: Comparison of All Pathways 

 

Figure 4.9: Comparison of all pathways 

 

 The geometries and corresponding energies considered in Figure 4.9 are reported in 

Table 4.2 and Table 4.3. As we can see in Figure 4.9, the reductive pathway has a significantly 
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higher activation energy (80.36 kcal/mol in n-dodecane) than the open hydride pathway 

(46.29 kcal/mol in n-dodecane) or the closed hydride pathway (66.03 kcal/mol in n-

dodecane). However, as discussed in section 4.2.3: the activation energy for the intermediate 

formation should be considered in addition to the overall energy difference between the RDS 

TS and the reactants. Keeping this in mind, we see that the intermediate formation is more 

favored for the open hydride (-9.19 kcal/mol) than for the closed hydride (+12.12 kcal/mol) 

or the reductive intermediate (56.97 kcal/mol).  

While the open hydride pathway has a lower overall energy (46.29 kcal/mol relative 

to reactants) than the closed hydride pathway (66.03 kcal/mol relative to reactants), the 

relative stability of the open hydride intermediate compared to the closed hydride could 

have a major impact on which pathway is truly favored. Because these two intermediates 

can interconvert, there will exist an equilibrium between the two. The overall barrier for the 

closed hydride to react by the closed pathway is higher than the barrier for conversion to the 

open hydride pathway, meaning that the open hydride pathway would be favored.  

Table 4.2: Reductive pathway reaction steps and their corresponding geometries 
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Table 4.3: Hydride reaction pathway steps and their corresponding geometries  

Chapter 5: Discussion  

5.1: Reductive Pathway 

 In the reductive pathway, the complex adopts a puckered geometry as the Pd center 

is reduced. Upon investigating the geometries for the pathway, we can see that this is 

explained by the relative invariance of the bond lengths between pyridine groups as the 

reaction progresses (Figure 5.1) while the Pd-N bond distances all vary noticeably ( 

Figure 5.2) due to the changes in charge density as the reaction progresses (Figure 5.3), but 

the C-C bonds that connect the pyridines remain fairly constant over the course of the 
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reaction.  Due to these constraints, the complex is deformed into the puckered conformation 

we observe (Figure 5.4).  

 

Figure 5.1: Average pyridine C-C bond length over reaction progress 

 

Figure 5.2: Pd-N bond lengths over reaction progress 
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Figure 5.3: Pd-N bonds vs Pd Mulliken charge 

 

Figure 5.4: Catalyst "pucker" angle over reaction progress, images shown are side profile of Pd-N’-4’C 
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Figure 5.2, the Pd-N bonds increase by an average of 0.18Å relative to the original catalyst 

complex, accompanied by a 56.97 kcal/mol increase in energy. These bonds are lengthened 

in the intermediate geometry due to the reduced oxidation state on the Pd center, as the 

increased charge density repels the electronegative N centers in the terpyridine ligand. This 

is reflected in Figure 5.3, as the Pd-N average bond length increases as the charge density 

(reflected by the Mulliken charge) decreases.  

Once the complex is in the Pd(0) intermediate state, the barrier for the 

hydrodeoxygenation part of the reaction is much lower (23.39 kcal/mol relative to the 

intermediate) than in the hydride pathways (53.91 kcal/mol and 55.48 kcal/mol for closed 

and open respectively). However, the high barrier for formation of the reduced intermediate 

compared to either of the hydride intermediates studied makes this pathway unfavorable.  

5.2: Hydride Pathway 

 As discussed previously, two potential hydride intermediate pathways were 

investigated. The key difference between these two pathways is the geometry of the hydride 

intermediate (Figure 5.5). In the first pathway, the catalyst complex retains its original 

square planar geometry as shown in Figure 5.5 on the left. In the second pathway, however, 

the Pd-N and Pd-N’ bonds within the complex are broken before the complex forms, allowing 

its terpyridine ring system to open. This leads to a significant decrease in energy in the 

formation of the hydride, as well as yielding a stabilized hydride intermediate as 

demonstrated by the energies shown in Figure 4.8.  The observed stabilization effect comes 

from the protonation of the pyridyl nitrogen.  
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Figure 5.5: Comparison of closed (left) and open (right) hydride intermediate structures 

 By breaking the Pd-N and Pd-N’ bonds and protonating the N atom, the structure is 

stabilized relative to the original complex, which has slightly strained Pd-N bonds. However, 

this stabilization does increase the activation barrier relative to the intermediate geometry. 

As described in section 4.2.3: the energy barrier between the intermediate and the RDS 

transition state is 1.57 kcal/mol higher in the open hydride pathway than in the closed 

hydride pathway. However, the barrier between the initial reactants and the RDS transition 

state is 19.74 kcal/mol lower in the open hydride than in the closed. Since the two 

intermediates are connected through the reactants, there will be an equilibrium between the 

intermediates that will favor the open pathway intermediate. From the open intermediate, 

the reaction can either proceed forward through the open RDS or backwards through the 

closed pathway, and likewise the closed intermediate can proceed forward through the 

closed RDS or backwards through the open pathway. Since the barrier from the closed 

intermediate through the open pathway is lower than the barrier through the closed 

pathway, the open hydride pathway will likely be favored. However, this should be verified 

experimentally. 
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5.3: Comparison of Pathways 

Based on the energies shown above in Figure 4.9, we can see that the reductive 

pathway is notably higher in activation energy than either of the hydride pathways, and that 

the open hydride pathway is significantly lower in activation energy than the closed hydride 

pathways. This trend is due to the increased energy penalty for the reduction of the Pdtpy 

complex. In the reduced complex, the three Pd-N bonds are strained by an average 0.18Å 

relative to the initial Pd(II)tpy complex (Table 4.1), compared to an average strain of 0.05Å in 

the closed hydride intermediate and a Pd-N’’ bond strain of 0.02Å in the open hydride 

intermediate. Because we do not observe this same degree bond strain in the hydride 

complexes, the intermediate energies are significantly lower. This is consistent with the 

hydride intermediate proposed by Yao and coworkers14 with their ruthenium complex for 

the HDO of vanillyl alcohol. 

5.4: Impact of Solvation 

 We initially assumed that the use of a nonpolar solvent would have negligible effect 

on the overall reaction energy in relation to the gas phase energy. Surprisingly, as shown in 

Figure 4.1, Figure 4.6, and Figure 4.7, there is a noticeable (3-28 kcal/mol) increase in energy 

in the n-dodecane calculations compared to the gas phase calculations. The difference 

between the gas and solvated energies is significantly larger in the reductive pathway than 

in the hydride pathways, likely due to the relative instability of the hydroxyl anion produced 

by the hydride RDS in an apolar environment and the stability of the product of the reductive 

pathway RDS before the protonation step.  



34 
 

As noted in Table 1.1, the Vannucci group tested several solvents before determining 

that the optimal reaction conditions occurred in n-dodecane with the silica-supported 

catalyst complex. However, given the increase in activation energy upon the addition of 

solvent effects from n-dodecane, it is possible that another solvent could have a lower 

activation energy for the reaction. It is also possible that the silica surface, which was not 

considered in this project, could have a significant stabilizing effect on the reaction in 

dodecane. 

5.5: Experimental Considerations 

Due to the extremely high barrier for the formation of the reductive intermediate 

compared to the formation of the hydride intermediate species, it is likely that the hydride 

intermediate proposed in Delucia and coworkers’ 2018 paper1 is the correct intermediate. 

However, as two hydride intermediate geometries have been found computationally, 

experimental work might be done to determine which of these intermediates is likely to 

occur. To do this, the catalyst could be allowed to react with H2 as in the HDO reaction 

explored originally,2 but in the absence of the benzyl alcohol substrate. This would isolate 

the hydride intermediate species for characterization. After determining that this hydride 

intermediate is formed, it can then be allowed to react with the benzyl alcohol substrate to 

confirm that the intermediate does produce the correct products.  

Chapter 6: Conclusion 

6.1: Summary of Work 
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The goal of this work was to determine the reaction pathway for the HDO of benzyl 

alcohol with the Pdtpy catalyst developed by the Vannucci group.1,2,6 As they were 

experimentally unsuccessful at isolating the intermediate species, we investigated the 

reaction using DFT simulations to determine which of the proposed intermediate species 

corresponded to a more favorable pathway.  

We found that the proposed reductive intermediate pathway had an activation 

energy of 80.36 kcal/mol. The proposed hydride pathway we determined could occur 

through either a closed hydride intermediate or an open hydride intermediate in which one 

of the pyridyl nitrogen atoms dissociated from the metal center to be protonated after the 

hydride formation step. The closed hydride pathway had an activation energy of 66.03 

kcal/mol, and the open hydride pathway had an activation energy of 46.29 kcal/mol. The 

energy determined for the reductive intermediate pathway show that it is significantly 

disfavored over either of the hydride intermediate structures. Based on these activation 

energies, the intermediate could be experimentally isolated by allowing the catalyst to react 

with H2 in solution in the absence of the substrate, then rapidly cooling the catalyst to ensure 

that the reaction cannot continue. The intermediate formation is not dependent on the 

presence of the substrate, and as shown in Figure 4.9, the intermediate (step 3) is far lower 

in energy than the RDS transition state energy (step 5). This would allow the isolation and 

detection of the intermediate species, which could then be characterized experimentally as 

discussed in section 5.5: .  

6.2: Future Work 
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In the development of this catalyst, the Vannucci group has found the optimal reaction 

conditions by attaching the catalyst to an amorphous silica surface.1,2,6 For this project, we 

do not consider the effect of the silica surface on the reaction pathway in order to decrease 

the computational cost of the calculations discussed. As shown in Figure 1.5, the catalyst 

complex is believed to interact with the silica surface by lying parallel to the surface.7 This 

catalyst-surface interaction could have an impact on the reaction energies. Because the 

catalyst is thought to lie parallel to the silica surface, the additional steric hindrance could 

negatively impact the open hydride reaction pathway, as the pyridine ring system opens in 

the opposite direction of the HDO process. The catalyst complex is bound to the silica surface 

by a carboxyl group on the 4’ carbon. This carboxyl group would have some electron-

withdrawing effect on the terpyridine system, which could affect the overall reaction 

pathway of the complex. The effects of this carboxyl group and of the silica surface should be 

considered in future work, as should the potential impact of other nearby catalyst complexes. 

Delucia reports dense coverage of the surface with the catalyst complex,2 which means that 

there are likely other catalyst complexes nearby that could have an impact on the favorability 

of one pathway over another. 

Delucia and coworkers also report that this catalyst works for the HDO of 

benzaldehyde, benzophenone, vanillin, and vanillyl alcohol.2 Future computational work on 

this catalyst should investigate these substrates as well, as they could give improved insight 

as to the identity of the intermediate for this reaction.  
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