
A Metric Tensor Approach to Data Assimilation on Adaptive
Moving Meshes

©2022

Cassidy Faye Krause

Submitted to the graduate degree program in Department of Mathematics and the Graduate
Faculty of the University of Kansas in partial fulfillment of the requirements for the degree of

Doctor of Philosophy.

Committee members

Erik Van Vleck, Chair

Weizhang Huang

Xuemin Tu

Weishi Liu

David Mechem

Date defended: January 31, 2022



The Dissertation Committee for Cassidy Faye Krause certifies
that this is the approved version of the following dissertation :

A Metric Tensor Approach to Data Assimilation on Adaptive Moving Meshes

Erik Van Vleck, Chair

Date approved: January 31, 2022

ii



Abstract

Data assimilation (DA) combines noisy, partial data with imperfect physical models in order to

make better predictions about the past, current, or future state of some dynamical system. Often the

partial differential equations (PDEs) used in these physical models require fine spatial resolution

in some areas, and less resolution in others. As such, the physical models benefit from the use of

adaptive moving mesh methods, where the location of the spatial grid points can change in time.

The combination of data assimilation procedures with adaptive moving mesh techniques is

nontrivial when an ensemble-based DA procedure is employed. Ensemble DA procedures use

an ensemble of solutions to the physical model, and the ensemble mean and covariance must be

calculated each time an observation is incorporated into the model. Therefore, special care must be

taken in the case where each ensemble member is allowed to evolve on its own independent mesh.

This thesis combines ensemble data assimilation techniques with adaptive moving mesh meth-

ods through a novel adaptive common mesh. Each ensemble member evolves independently on

its own adaptive mesh through the use of a monitor function, or metric tensor. The information

from these ensemble metric tensors is used to define an adaptive common mesh at each observa-

tion time-step through the metric tensor intersection. Unlike previous works, this method easily

generalizes to higher spatial dimensions.

One benefit to this approach is that the common mesh can also be concentrated near observation

locations by modifying the monitor function that controls the movement of the adaptive common

mesh. This greatly reduces the need to interpolate observation values, which can cause significant

errors in the DA predictions. This gives the user a flexible framework where the meshing scheme

can either be chosen so that the adaptive mesh sufficiently supports all ensemble members, is

concentrated near the observations, or some combination thereof, depending on what is best for

their problem.
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In addition to the framework for the adaptive common mesh, we also provide a new local-

ization scheme based off the metric tensor intersection. This domain-based localization scheme,

through the use of a tuning parameter, gives a wider radius of influence to observations that occur

in smooth parts of the numerical solution and a smaller radius of influence to the observations

that occur near sharp interfaces or gradients. Through various test problems in one and two spa-

tial dimensions, we show that this localization scheme is competitive with two of the standard

domain-based localization schemes widely used.

Though the use of an independent adaptive mesh for each ensemble member can be advan-

tageous, it also can be computationally expensive. Therefore, we also develop a method to have

all ensemble members reside on the same mesh, eliminating much of the interpolation. We use a

sample of the ensemble members to “look ahead” at each observation step and determine what the

next common mesh would be if each of the sample representatives evolved on its own independent

mesh. If that new mesh differs significantly from the current mesh, we then use the new mesh for

all of the ensemble members. If, on the other hand, it is similar (within some tolerance) to the

current mesh, we continue to update via DA and integrate in time on the current mesh.

The efficacy of these methods is demonstrated in both one and two spatial dimensions with the

inviscid Burgers equation, in which a steep shock forms and moves across the spatial domain. This

is a common test problem for DA with adaptive meshes, because it requires a finer resolution near

the shock, and can use a coarser mesh in areas away from the shock.

Finally, we consider a more systematic approach to determining the common mesh. A vari-

ational approach can be used to optimize the RMSE, the norm of the innovation, or some other

measure of DA success, subject to a linear combination of constraints, such as the equidistribution

of arclength or the proximity of common mesh points to the observation locations.
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Chapter 1

Introduction

Data assimilation (DA) combines noisy data, usually from instrumental uncertainty or issues with

scale, with models that are imperfect, due to simplifying assumptions or other inaccuracies, to im-

prove predictions about the past, current, or future state of a system. Typical DA techniques require

a prior uncertainty and use the likelihood of observations to calculate the posterior distribution.

This Bayesian context provides not only predictions but also quantification of the uncertainty in

these predictions. DA originated with numerical weather prediction and is now employed in many

scientific and engineering disciplines. With infinite dimensional models such as partial differential

equations (PDEs) there are often features that require fine spatial resolution to obtain accurate ap-

proximations of model solutions. An alternative to uniform fine meshes is to employ meshes that

are coarse in parts of the spatial domain but fine in other parts of the domain. When the regions

requiring finer resolution change with time, time-dependent adaptive meshes are advantageous. In

the context of data assimilation, employing time-dependent adaptive meshes also has the potential

to reduce the dimension needed for good approximation of model solutions.

Combining DA with adaptive moving mesh techniques presents both opportunities and chal-

lenges. Many DA techniques employ an ensemble of solutions to make predictions and estimate

the uncertainty in the predictions. This introduces a key choice for implementation: either each en-

semble solution may evolve on its own independent adaptive mesh, or the ensemble time evolution

can happen on a mesh that is common to all ensemble members. In the first case, the mesh for each

ensemble member may be tailored to each ensemble solution. However, when incorporating a DA

scheme, this presents the challenge of combining ensemble solutions that are supported on differ-

ent spatial meshes. In the second case, one needs to combine the features of the different ensemble
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solutions to determine a mesh that provides, on average, good approximation for all ensemble

members. In addition, the relative position of the ensemble mesh(es) with respect to potentially

time-dependent observation locations may also motivate the choice of ensemble mesh(es).

Our contribution in this paper is to develop a framework and techniques to utilize adaptive

meshing techniques for data assimilation with application to PDE models in one and higher space

dimensions. This framework allows each ensemble member to evolve on its own independent

mesh and presents an adaptive common mesh for the DA update. An adaptive mesh, while not

usually uniform in the standard Euclidean metric, can be viewed as uniform in some other metric.

This metric is defined by a positive-definite matrix valued monitor function, also called a metric

tensor, which controls mesh movement for the ensemble members and is also used to define the

new adaptive common mesh. The computation of the metric tensor easily generalizes to higher

spatial dimensions. Using an adaptive common mesh based on metric tensors of the ensemble

meshes provides a means for determining a mesh that is common to all ensemble members while

providing good approximation properties for the ensemble solutions.

The adaptive common mesh is formed through the metric tensor intersection of the metric

tensors that monitor the movement of the ensemble meshes. Geometrically, the metric tensor

intersection is the same as circumscribing an ellipsoid on an element of two meshes and then

finding an ellipsoid that resides in the geometric intersection of the first two ellipsoids. The new

element given by that intersecting ellipsoid is the result of the metric tensor intersection. This

procedure must be done pairwise, so the resulting ellipsoid is not necessarily maximal. However,

a greedy algorithm can be used to find an ordering that seeks to maximize the resulting ellipsoid.

The metric tensor intersection of the ensemble member meshes forms a common mesh that

supports all ensemble members with high accuracy. However, the mesh points of this common

mesh may not align with the observation locations. If the observation locations do not coincide

with nodes in the common mesh, then the location mismatch results in errors from interpolating the

observations to the common mesh. This is especially relevant in the case of time-dependent obser-

vation locations. With field alignment [24], a variational DA scheme is developed that assimilates
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both the alignment and amplitude of observations simultaneously. In addition, a two-step approach

is developed, where first the locations of the state variables are adjusted to better match the obser-

vations. Rather than assume that the observations occur at the same spatial discretization used for

the numerical solution, a vector of displacement is employed so that the (interpolated) numerical

solution at adjusted nodes is obtained to maximize the posterior distribution of the numerical so-

lution with displacement given the observations. The DA then proceeds with traditional correction

based upon the amplitude of the errors of the numerical solution at the adjusted discretization.

The mismatch of observation locations and nodal positions of the common mesh presents an-

other potential opportunity for DA on adaptive moving meshes: the meshes can adapt to con-

centrate near or align with the observation locations. An observation mesh can be formed by

associating a metric tensor with the location of the (potentially time-dependent) observations. In-

tersecting the common mesh from the ensemble members with this observation mesh provides a

new common mesh that is concentrated near observation locations. Interpolation error can have

a significant effect on the accuracy of DA schemes, and concentrating the mesh near observation

locations reduces the interpolation required, thereby improving the performance of the DA algo-

rithms. Of course, a fixed common mesh can also be used to concentrate the mesh near fixed

observation locations, but this approach has the benefit of adapting easily to time-dependent ob-

servation locations.

In addition, we develop spatially and temporally dynamic localization schemes, based upon

the metric tensor(s) corresponding to the adaptive common mesh. Localization improves DA pro-

cedures by ensuring that observations only affect nearby points. Broadly speaking, localization

schemes fall into two categories: domain localization and covariance (or R) localization. Domain

localization schemes define a spatial radius and use that to define which mesh points are affected

by a given observation. Covariance localization schemes use a correlation function to modify the

covariance matrix that is used in the DA update, so that the covariance between an observation and

the solution values decays to zero as the distance between the observation and the solution values

increases.
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We develop a domain localization scheme that employs the metric tensor. Employing a fixed,

uniform radius of influence for the observations is that the localization scheme may not be effective

if there is a steep gradient in the solution. One could predetermine the location of the gradient and

adjust the localization scheme accordingly, but if the regions of large gradient are time- dependent,

this will usually result in the tuned localization parameter being quite small. However, since the

metric tensor provides information about the dynamics of the ensemble solution, it can be used to

define an adaptive localization scheme where the localization radius can vary in time and space.

One benefit of using an adaptive moving mesh is that fewer mesh points can be used while

still maintaining the same accuracy. Having an adaptive time- dependent common mesh allows for

a fewer number of nodes used in the common mesh as compared to a fixed, fine common mesh,

increasing the efficiency of the linear algebra, e.g., when updating the mean and covariance with

an ensemble Kalman filter. An efficient implementation of the Ensemble Kalman Filter (EnKF)

requires O((D+Ne)D2 +(M +D)N2
e ) flops when D� M or more generally, for example when

D≈M, O((M+D+Ne)N2
e ) (see, e.g., [21]) where D is the dimension of the observation space, M

is the dimension of the discretized dynamical system, and Ne is the number of ensemble members.

In large scale geophysical applications we typically desire Ne≈ 20 (in general Ne should be roughly

the number of positive and neutral Lyapunov exponents). A reduction in M based upon using fewer

mesh points while maintaining or enhancing accuracy results in improved efficiency.

There are several recent works on integrating adaptive spatial meshing techniques with DA,

although most of the focus has been on PDE models in one space dimension. This includes meth-

ods based on evolving meshes based on the solution of a differential equation, methods in which

meshes are updated statically based upon interpolation, and remeshing techniques that add or sub-

tract mesh points as the solution structure changes. In [4], the evolution of meshes was movement

of the nodes was determined by the solution of moving mesh differential equations that are coupled

to the discretized PDE. The state variables of the PDE were then augmented with the position of the

nodes and incorporated into a DA scheme. The test problem consisted of a two- dimensional ice

sheet assumed to be radially symmetric; therefore, it reduced to a problem with one spatial dimen-
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sion. In [2] and [6] common meshes were developed based on a combining through interpolation

the ensemble meshes. This allowed for update of mean and covariance for Kalman filter based DA

techniques while allowing each ensemble member to evolve on its own independent mesh. That

is, at each observational time-step, the ensemble members were interpolated to the common mesh,

updated with the DA analysis, and then interpolated back to their respective meshes. Specifically,

a uniform, non- conservative mesh was used in [2], with Lagrangian observations in one spatial

dimension. Higher spatial dimensions were used in [6], with a fixed common mesh refined near

observation locations. [26] uses the same 1D non-conservative adaptive meshing scheme as in [2]

and extends this approach through the use of an adaptive common mesh, where, like in [4], the

state vector is augmented with the node locations.

The outline of this thesis is as follows. Background of data assimilation and adaptive moving

mesh techniques is given in Section 2.1. This includes the framework we develop to include equa-

tions describing mesh movement within a DA framework. The development of adaptive meshing

techniques for DA is detailed in Section 2.2. Metric tensors are introduced and their connection

to non-uniform meshes is discussed. Techniques for combining meshes based on metric tensor

intersection and for concentrating ensemble mesh(es) near observation locations are developed.

The details of our implementation are in Section 2.3. This includes the discontinuous Galerkin

discretization we employ and the specific metric tensor formulation we use to adaptively evolve

the ensemble mesh(es). The details of our experimental setup and numerical results for both 1D

and 2D inviscid Burgers equations are presented in Section 3.1.

Data assimilation techniques seek to combine models and data to improve predictions and

quantify uncertainty typically in a Bayesian context (see, e.g., [5], [18], [25], [27]). Consider a

finite dimensional discrete time system for a state vector u ∈ RM (M > 0) that evolves based upon

un+1 = Ψ(un)+ξn, ξn ∼N (0,Σ), (1.1)

where Ψ(·) propagates the state forward in time, n stands for the nth time-step, and ξn is assumed
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to be a normally distributed model error with covariance matrix Σ and mean 0. Equation (1.1) can

be used to forecast the state of the dynamical system, but this prediction can often be improved by

including the observation yn+1 ∈ RD (D > 0) given by the data model

yn+1 = H (ut
n+1)+ηn+1, ηn+1 ∼N (0,R), (1.2)

where ut
n+1 is the unknown “truth” at time n+1, H : RM → RD is the observation operator, and

ηn+1 is assumed to be a normally distributed observation error with covariance matrix R and mean

0. In many applications, D�M. We wish to determine {un}N
n=0 that satisfies, in some sense, both

the physical and data models. Note that implicit in the formulation of the data model (1.2) is that

the state variables (un+1) and data variables (yn+1) are supported on common spatial locations.

Many data assimilation techniques are based upon a Bayesian approach that determine the

posterior distribution from the prior distribution and the likelihood. Given an observation yn at

time tn and a prior estimate P(un) of the state, Bayes’ Theorem states that

P(un|yn)∝P(yn|un)P(un). (1.3)

This procedure extends to the sequential assimilation of observations at multiple times under the

assumption that the state is Markovian. Note that since the model noise {ξ j}N
j=1 is independent and

identically distributed (i.i.d.), the prior can be written as P(un) = [∏n
j=1P(u j|u j−1)]P(u0), where,

e.g., u0 ∼N (ub
0,P

b
0 ).

For nonlinear models (1.1) available data assimilation techniques include the ensemble Kalman

filter (EnKF), particle filters (PF), variational methods such as 4DVar, and hybrid techniques that

seek to combine the best features of different types of techniques. Several of these classes of

methods are naturally ensemble based (EnKF, PF and their variants, as well as several hybrid

methods) while variational methods may employ ensembles of solutions to approximate derivatives

or as part of an iterative linear system solver.

Ensemble DA procedures use an ensemble of solutions to make predictions for the physical
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state via a two-step process. First, the prediction step uses the physical model (1.1) to integrate the

ensemble members {uei
n }Ne

i=1, where Ne is the number of ensemble members, to make the ensemble

forecasts {ûei
n+1}

Ne
i=1. Second, the analysis step incorporates the observations at time tn+1 to adjust

the prediction {uei
n+1}

Ne
i=1. EnKF does this through the following sequential process:

Prediction:


ûei

n+1 = Ψ(uei
n )+ξ

ei
n , ei = 1, . . . ,Ne

m̂n+1 = 1
Ne

∑
Ne
i=1 ûei

n+1,

Pb
n+1 = 1

Ne−1 ∑
Ne
i=1
(
ûei

n+1− m̂n+1
)(

ûei
n+1− m̂n+1

)T
,

(1.4)

Analysis:


Kn+1 = Pb

n+1HT (HPb
n+1HT +R

)−1
,

uei
n+1 = (I−Kn+1H) ûei

n+1 +Kn+1yn+1, ei = 1, . . . ,Ne

(1.5)

where I is the identity matrix, H is the linearization of H , and Kn+1 is the Kalman gain matrix.

The ensemble mean m̂n+1 together with the forecast covariance Pb
n+1 in (1.4) is employed to make

predictions with a measure of uncertainty. Again, the implicit assumption here is that all ensemble

members reside on the same mesh.

Variational methods such as 4DVar and 3DVar are direct formulations of Bayes’ Theorem. The

analysis update of a variational DA algorithm can be viewed as the minimizer of a corresponding

cost function. For example, when the prior distribution and the observational error model are

Gaussian, the cost function is

J(u0) = (u0−ub)
T B−1(u0−ub)+

N

∑
n=0

(yn−H (un))
T R−1

n (yn−H (un)), (1.6)

where un is obtained by the evolution of the model dynamics (1.1) and B is the background error

covariance. Note that this cost function is quadratic when both the physical model Ψ and the

observation operator H are linear, so in this case there is a unique optimizer. In the case that

either the physical model or observation operator are nonlinear, or if the error distributions are not

Gaussian, the posterior distribution may not have a unique optimum. The use of non-Gaussian error
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distributions results to corresponding terms in the cost function (1.6) which may be approximated

at least locally with a quadratic cost function, e.g., with variants such as incremental 4DVar.

Both EnKF and 4DVar are used in large-scale applications. 4DVar provides great flexibility in

including terms in the cost function, does not require linear physical model or observation oper-

ators, and can make use of sophisticated optimization techniques. EnKF is based upon Gaussian

assumptions and parameterizes the prediction and uncertainty in terms of the ensemble mean and

sample covariance. Together with local linear approximation of the observation operator, EnKF

is a linear solver corresponding to a quadratic cost function. For more on the advantages and

disadvantages of the EnKF and 4DVar techniques, see [16, 19].

Hybrid methods seek to combine the advantages of ensemble Kalman filter techniques and

variational techniques. An important motivation behind hybrid methods is to incorporate flow-

dependent background error covariance matrices (Pb
n+1) into a variational setting. A representative

hybrid method is the ETKF-4DVar technique in which B in (1.6) is replaced by

B̃ = βB+(1−β )Pb

where 0 ≤ β ≤ 1 is a weighting factor, B is the background error covariance used in 4DVar, and

Pb is the error covariance found using the ensemble transform Kalman filter (ETKF), a square root

filter similar to the EnKF (1.4), (1.5). For β = 1 this reduces to the standard 4DVar, while for

β = 0 it is known as 4DVAR-BEN, and for β = 1/2, the method is known as the ETKF-4DVAR.

For further discussion of hybrid methods, see, e.g., [1, 3, 20].

While the previous classes of techniques all rely to some extent on Gaussian assumptions by

parameterizing the predicted state and its uncertainty in terms of a mean and covariance, particle fil-

ters approximate the posterior distributions in an unstructured way in terms of particles (analogous

to ensemble members) and particle weights. For example, the standard or bootstrap particle filter

uses the model dynamics (1.1) to make predictions using each particle. The weights {wei
n−1}

Ne
i=1 are
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updated using the observation yn. In the bootstrap PF the update is

wei
n = cwei

n−1P(yn|uei
n ), (1.7)

where the likelihood, given Gaussian observational error model, is

P(yn|un) ∝ exp
[
−1

2
(yn−Hun)

T R−1 (yn−Hun)

]
(1.8)

and c is chosen so that ∑
Ne
i=1 wei

n = 1. The standard particle filter and many variants suffer from

weight degeneracy in which most weights are nearly zero and this decreases the effective number

of particles. This leads to the need for a large number of particles (Ne) that increases exponentially

with the dimension of the state space (M) and the observation space (D). Several variants including

the implicit PF, the equivalent weights PF, and optimal proposal PF have been developed (see, e.g.,

[27]) to overcome weight degeneracy and the curse of dimensionality in PFs.

Modern DA procedures employ spatial localization and covariance inflation techniques. Lo-

calization can be done either through a Schur product (also known as a Hadamard or element-wise

product) with the covariance matrix, resulting in observations having little or no effect on dis-

tant nodes. It can also be done through domain localization, where the domain is broken into

subdomains, and the observations of each subdomain only affects the variables supported within

that subdomain. Inflation (either additive or multiplicative) increases the entries of the covariance

matrix, preventing degeneracy of the procedure.

The focus of this work is employing adaptive moving meshes with ensemble DA methods. In

the following we outline a framework for reducing to the discrete time, finite dimensional DA

problem (1.1), (1.2). We start from the simplest cases of discretized ODE and PDE on fixed spatial

meshes, and then formulate the DA problem using moving mesh methods in which a differential

equation determines the movement of mesh points. We will emphasize the errors that are intro-

duced in these different scenarios.
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Chapter 2

Framework for DA on Adaptive Moving Meshes

2.1 DA with Adaptive Moving Meshes

2.1.1 ODEs and Time-Dependent PDEs Discretized on Fixed Mesh

Given an ODE
du
dt

= F(u, t) (2.1)

as the physical model, the use of a time stepping technique and the subsequent addition of additive

model error is used to obtain (1.1). Similarly, given a time-dependent PDE, after spatial discretiza-

tion we obtain a system of ODEs that can then be discretized in time to obtain a discrete time, finite

dimensional physical model (1.1) with the addition of model noise.

2.1.2 The Physical PDE Model and Moving Mesh Equations

Consider now the physical model as a time-dependent PDE written abstractly as ∂u
∂ t = F(u) posed

on an appropriate function space. PDEs employed in a DA context may be coupled to an equa-

tion that evolves the spatial mesh, enabling DA on an adaptive moving mesh. There are two basic

approaches to adaptive moving meshes. The first is a rezoning approach, used in [2, 26], which

updates the mesh at each time using a given mesh generation and interpolates the PDE solution

from the old mesh to the new mesh. The second approach is a quasi-Lagrange approach where the

mesh is considered to move continuously with time. In this case, the discretized PDE is supple-

mented with an advective term to reflect mesh movement. If u = u(x(t), t) satisfies a PDE given
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by ut = F(u), then the total derivative
du
dt

is given by

du
dt

= ∇xu · dx
dt

+ut = ∇xu · dx
dt

+F(u)≡F (u,x). (2.2)

The equation for the mesh movement comes from a variational approach in which a cost func-

tion (the meshing functional) is minimized through a gradient flow differential equation:

xt =−
1
τ

∇xL (x,u)≡ G (x,u), (2.3)

where τ ≥ 0 is a user-specified parameter controlling the speed of mesh movement. We note

that when τ = 0, (2.3) reduces to an algebraic equation G (x,u) = 0 and when satisfied the mesh

instantaneously satisfies a local minimizer of the meshing functional. In practice, first fix x and

then update the solution of the PDE by solving (2.2). The solution to (2.2), together with x, gives

the mesh velocity defined by (2.3). A new mesh is obtained by integrating (2.3) in time.

In an ensemble-based method, an adaptive mesh PDE discretization can be used for each of the

ensemble members. However, the computations of the ensemble mean and covariance only make

sense if the values of the ensemble members are taken from the same spatial locations. Therefore,

if the ensemble members’ meshes can evolve independently via an adaptive moving mesh scheme,

special care must be taken to calculate the mean and covariance at each DA step. Previous works

have explored two general approaches to this problem. One approach is to interpolate the ensemble

solutions to a common mesh at each observational time-step and assimilate the PDE variables only.

The common mesh approach is used here, as well as in [2, 6]. Another method is to assimilate both

the PDE variables and the common mesh locations, as done in [4].

In [4], they augment the state vector Un with the mesh points xn. That is, the new state vector

is given by

V n =

Un

xn

 . (2.4)
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The DA update is then performed on this augmented state vector. Note that this approach doubles

M in the DA scheme, affecting the computational cost of the DA update. In [2, 26] the mesh

movement is based on a Lagrangian flow of form dx
dt = u together with upper and lower bounds

on the mesh spacing that are enforced by remeshing and subtracting or adding mesh points. For

example, on a spatial domain Ω = (0,1) this corresponds to a meshing functional (2.3) of the form

L (x,u) =−
ˆ x

0
u(y, t)dy. (2.5)

Example 1. As a concrete example of a PDE and mesh movement equation, consider a 1D reaction

diffusion equation:

ut−uxx = f (u), 0 < x < 1, t > 0 (2.6)

with, for example, homogeneous Dirichlet or homogeneous Neumann boundary conditions and

smooth initial data.

A non-uniform finite difference discretization in space yields (U j ≡U j(t)≈ u(x j, t)):

U̇ j =
[

U j+1−U j−1
x j+1−x j−1

]
ẋ j +

2
x j+1−x j−1

[U j−1−U j
x j−x j−1

+
U j+1−U j
x j+1−x j

]
+ f (U j). (2.7)

Now consider a moving mesh scheme determined by the equidistribution of arc length of the solu-

tion:

τ ẋ j =
√

(x j+1− x j)2 +(U j+1−U j)2−
√
(x j−1− x j)2 +(U j−1−U j)2. (2.8)

After discretizing both (2.7) and (2.8) in time we obtain a discrete time, finite dimensional model

(1.1) with the state vector U or

U

x

 depending on whether only the PDE solution is assimilated

or if the mesh locations are as well.
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2.1.3 Observations and Their Locations

Consider D observations at a fixed time t, y(t) = (y1(t), ...,yD(t))T ∈RD supported on a potentially

time-dependent set of observation locations {xo
j(t)}D

j=1. In practice, these observations are related

to the unknown truth ut through the observation operator, suppressing the time dependence,

y = H (ut)+η , η ∼N (0,R). (2.9)

At a fixed time t = tn, if {xo
j(tn)} are a subset of the nodes of the common mesh, then (2.9) is

exactly (1.2), and the DA update proceeds as detailed above. However, it is often the case that

the {xo
j(tn)} are not a subset of the nodes of the common mesh. In this case, it is natural to

either interpolate the ensemble members onto a common mesh that contains the observations or

interpolate the observations to the common mesh to obtain innovations of the form

y = H (Ico(uei))+η , or Ioc(y) = Ioc[H (Ico(uei))+η ], (2.10)

where Ico interpolates from the common mesh to the locations in the domain of the observation

operator and Ioc maps from the observation locations to (part of) the common mesh.

2.2 Development of Adaptive Mesh Methods for DA

In this section we develop techniques for DA with adaptive moving meshes. These techniques are

based upon the use of a metric tensor that describes the mesh. In particular, a non-uniform mesh

is uniform with respect to the metric tensor being employed. The use of metric tensors is appli-

cable not only in one spatial dimension, but also in higher spatial dimensions. We first describe

the development of metric tensors using the so-called equidistribution and alignment conditions.

Metric tensor intersections are introduced next and are used to combine meshes (e.g., the meshes

of ensemble members) and potentially the locations of observations into what is in some sense an

“averaged” mesh. We develop techniques for defining metric tensors that will concentrate mesh
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Metric tensor in-
tersection of en-
semble meshes

Concentrate mesh
near observations

Common mesh

Interpolate en-
semble members
to common mesh

Adaptive
localization

DA update on
common mesh

Interpolate ensemble
members back to
ensemble meshes

Remesh
ensemble

Step forward ensemble
members and meshes

Figure 2.1: Algorithm for DA on an adaptive moving mesh. Optional steps are in red; required
steps are in blue.

points near observation locations or other locations of interest and develop adaptive localization

techniques based upon the use of metric tensors. A rough outline of the overall algorithm in given

in Figure 2.1.

2.2.1 Metric Tensors and Adaptive Meshes

In one dimension, a mesh can be defined by determining the size of each of the elements of a

mesh. In higher spatial dimensions, however, it is necessary to have conditions to also determine

the shape and orientation of each element in addition to its size. For this and following discussions

of adaptive mesh techniques, we follow the approach of [13].
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Consider a polyhedral domain Ω ⊂ Rd (d ≥ 1), and let K̂ be a reference element such that it

is an equilateral d-simplex with unit volume. Then, given a simplicial mesh Th, for any element

K ∈ Th, there is a unique invertible affine mapping FK : K̂ → K such that K = FK(K̂). The size,

shape, and orientation of K ∈Th can be obtained from F ′K .

One way to create adaptive meshes is through the use of a given symmetric positive-definite

matrix-valued monitor function, M =M(x), which is also sometimes called a metric tensor. This

monitor function defines a metric, and a mesh that is uniform in this metric is said to be an M-

uniform mesh. That is, a mesh Th is M-uniform if and only if all elements have a constant volume

and are equilateral in the metric M. These conditions are called the equidistribution and alignment

criteria ([13], section 4.1.1). To be specific, let MK to be the average of M(x) over the element K,

that is,

MK =
1
|K|

ˆ
K
M(x)dx. (2.11)

Then the equidistribution condition is given by

√
det(MK) |K|=

σh

N
, ∀K ∈Th, (2.12)

where σh =∑K∈Th
|K|
√

det(MK) and N is the number of simplexes/elements in Th. The alignment

condition is equivalent to

1
d

tr
((

F ′K
)−1M−1

k

(
F ′K
)−T

)
= det

((
F ′K
)−1M−1

K
(
F ′K
)−T

) 1
d
, ∀K ∈Th (2.13)

where det(·) and tr(·) denote the determinant and trace of a matrix, respectively. Given a user-

prescribed monitor function M=M(x), equations (2.12) and (2.13) can be used to define an energy

functional, which in turn generates mesh movement; see detail in Section 2.3.1.
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2.2.2 Forming the Common Mesh

At each data assimilation step, the common mesh is calculated by taking the metric tensor inter-

section of the monitor functions for each ensemble member; see, e.g., [29]. The metric tensor

intersection is better understood in geometry as the intersection of unit balls in different norms that

are associated with symmetric and positive definite (SPD) matrices. Mathematically, if A and B

are SPD matrices of the same dimension, then their intersection is denoted by “∩” and defined as

A∩B = P−1diag(max(1,b1), · · · ,max(1,bd))P−T , (2.14)

where P is a nonsingular matrix such that

PAPT = I, PBPT = diag(b1, · · · ,bd). (2.15)

It is not difficult to show that the unit ball in the norm associated with A∩ B is contained in

the unit balls in the norms associated with A and B. As a consequence, when A and B are two

metric tensors (meaning they are SPD-matrix-valued functions), the mesh associated with A∩B

will combine concentration patterns of the meshes associated with A and B.

Consider a DA scheme with Ne ensemble members uei , i = 1, ...,Ne which are defined on dif-

ferent, independent meshes T ei
h , i = 1, ...,Ne. Assume that the ensemble meshes T ei

h and the

common mesh Th have the same number of mesh elements and vertices (denoted N and M, re-

spectively), as well as the same connectivity. That is, they differ only in the location of the ver-

tices. At each observational time-step, first interpolate the ensemble members from the ensemble

meshes T ei
h to the current common mesh Th. Then compute the metric tensor for each of the

ensemble members, denoted Mei
K , and obtain a single metric tensor Mm

K by matrix intersection,

Mm
K =Me1

K ∩M
e2
K ∩ ...∩M

eNe
K , which will be used to generate the common mesh at the next time-

step. In practice, this computation can be done sequentially. In 1D, the order does not matter since

the metric tensor intersection corresponds to finding the maximum value. However, the order does
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matter in multi-dimensions and different orderings lead to different final metric tensors. While the

examples we present in the sections that follow are robust with respect to the different orderings,

we have used the Greedy Algorithm based on minimizing the determinant (which is equivalent to

maximizing the area of the ellipsoid from the intersection) to determine an optimal ordering.

2.2.3 Concentration of Mesh Points near Observation Locations

Using metric tensors to define a common mesh gives some amount of control over the location

of the mesh points. Specifically, the common mesh can be concentrated near specific points of

interest, such as observation locations. In the context of data assimilation, it may be beneficial

to have more mesh points near the observation locations {xo
j(t)}

No
j=1, where No is the number of

observations. The locations of the observations do not need to be fixed, as long as the location is

known at the observational time t.

One strategy for ensuring that there are common mesh points near the observation locations

is to simply fix the observation locations as points in the common mesh. However, this can lead

to meshes that are ill-conditioned when the mesh points are not allowed to move freely with the

dynamics of the solution. Instead of fixing the observation location as a point in the common mesh,

a monitor function MO
K can concentrate the mesh near the observation locations. Ideally, MO

K is

comparable to Mm
K in some measure at the locations where the mesh requires more points, and

quickly decays away from these locations. One such choice is

MO
K =

No

∑
j=1

χ
(
‖x− xo

j(t)‖
)

I,

where

χ(w) =

e4w2
−1+

1
max

K

√
det(Mm

K)

−1

.

MK =Mm
K ∩MO

K. (2.16)
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If the ensemble meshes alone determine the common mesh, set MK = Mm
K . Conversely, if the

locations of the observations alone determine the common mesh, set MK = MO
K . Note that this

last scenario is similar to [6], where a fixed, non-uniform common mesh is employed based on the

observation locations.

2.2.4 Adaptive Localization

A localization scheme can ensure that observations only affect nearby mesh points. There are

broadly two categories of localization schemes: domain localization and covariance localization.

For a covariance localization scheme, the covariance matrix is adjusted so that the analysis update

is less affected by observations that are farther away. Several works explore this type of R- local-

ization scheme, including in an adaptive sense [28, 22, 23]. The second category of localization

schemes is domain localization, where the domain is decomposed into several subdomains. Do-

main localization ensures that an observation only affects the solution at mesh points within the

same subdomain. It will not affect the solution outside of the given subdomain. One common

domain localization scheme is that used in [15].

We define a metric tensor localization scheme (MT localization) as a domain localization

scheme of [15] (cf. Section 2.3.5) but with the localization radii calculated for all mesh node

as a function of the determinant of the monitor function as follows. Instead of having one pre-

determined radius of localization r, at each time-step we compute the localization radius for each

node:

ri = L e−
di

2dmin , i = 1, ...,M (2.17)

where di = min(det(Mm
K(xi)),c), dmin = mini di, and c > 0 and L > 0 are the parameters offering

some control over the localization regime. It is not difficult to see that

L e−
c

2dmin ≤ ri ≤
L√
e
. (2.18)

This shows that the larger the value of L, the larger the localization radius can be. A smaller cutoff
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value c will increase the lower bound of the localization radius, ensuring that localization can still

happen, even given a sharp front.

When combining the concentration of mesh points with the MT localization scheme, the local-

ization radius should be calculated solely based on the meshes from the previous time-step and the

ensemble solutions. This is done before the common mesh is concentrated near the observations. If

not, the localization radius would be incorrectly computed from the concentration scheme instead

of the ensemble solutions to the PDE.

2.2.5 Remeshing ensemble members

At the beginning of each observational time-step, the ensemble members uei reside on their cor-

responding meshes T ei
h . The analysis is computed on the common mesh, and the updated en-

semble members are interpolated back to their individual meshes. Sometimes the analysis update

is enough of a perturbation from the forecast that the meshes that worked for the forecast are no

longer suitable for the analysis meshes.

If the perturbation is large enough, the forecast meshes might not still be appropriate for the

analysis. One option is to add extra smoothing cycles before integrating. If necessary, we can

remesh to find a mesh suitable for the analysis ensemble. The new meshes for ensemble members

must satisfy the equidistribution and alignment criteria for the updated ensemble, and the result is

the analysis ensemble uei,a residing on the updated meshes T ei,a
h .

2.2.6 Algorithm for DA on Adaptive Meshes

The technique that has been developed here for DA with an adaptive moving mesh is summarized

in Algorithm 1. Here we assume that all meshes have the same number of elements and nodes and

the same connectivity. A main advantage of this is that those meshes can be viewed as deformations

to each other and conservative interpolation schemes can be developed relatively easier between

those meshes; e.g., see [30] or Section 2.3.3. It is important in the DA computation to conserve

ensemble members at the interpolation steps 7 and 8 in Algorithm 1 since, otherwise, the mean
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zero assumption for the model error in (1.1) will be violated.

We note that it is not a requirement for meshes to have the same number of elements and

nodes and the same connectivity for the metric tensor approach to ensemble DA with adaptive

meshing. This approach can also be used with a meshing scheme where mesh points may be

added or eliminated based on some pre-defined criteria and/or ensemble meshes and the common

mesh can have different numbers of elements and nodes. However, precaution should be taken

for interpolation between ensemble meshes and the common mesh to ensure conservation of the

ensemble members and therefore mean zero of the model error.

Algorithm 1 EnKF on Adaptive Moving Meshes
1: procedure DA UPDATE ON MOVING MESH

2: Compute Mm

3: Compute MO

4: Take M=Mm,MO or Mm∩MO

5: Compute common mesh X
6: (Optional) Adapt localization scheme based on Mm

7: Interpolate um and observations to common mesh X
8: DA update on common mesh X
9: Interpolate um,analysis to individual meshes

10: (Optional) Remesh ensemble meshes
11: Integrate solutions forward in time until next observation
12: end procedure

2.3 Implementation Details

2.3.1 Defining Mesh Movement

The following is a summary of the moving mesh PDE (MMPDE) approach developed in [8, 9, 11,

12, 13]. The central idea of the MMPDE moving mesh method is to view any nonuniform mesh as

a uniform one in some metric M; that is, the elements have a constant volume and are equilateral

in the metric M. These conditions are called the equidistribution and alignment criteria; see (2.12)

and (2.13). It has been shown that if a mesh begins as nonsingular (that is, the elements have

positive volume), it will remain nonsingular for all time under the MMPDE method. Furthermore,
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the height of each of the elements will be bounded above and below by some positive constants

that depend on M and the initial mesh [10, Theorem 4.1].

The metric tensor M=M(x) is used to control the size, shape, and orientation of the elements

of the mesh to be generated. Various metric tensors have been developed in [14]. For this paper,

we consider a Hessian- based metric tensor defined for each element K ∈Th as

MK = det
(

I +
1

αh
|HK(u)|

)− 1
d+4
(

I +
1

αh
|HK(u)|

)
, (2.19)

where HK(u) is the Hessian or a recovered Hessian of the state vector u ∈ Rd on the element

K; |HK(u)| = Qdiag(|λ1|, ..., |λd|)QT with Qdiag(λ1, ...,λd)QT being the eigen-decomposition of

HK(u); and αh is a regularization parameter defined through the following algebraic equation:

∑
K∈Th

|K| det
(

I +
1

αh
|HK(u)|

) 2
d+4

= 2 ∑
K∈Th

|K| det(|HK(u)|)
2

d+4 .

The metric tensor given by equation (2.19) is known to be optimal for the L2-norm of linear inter-

polation error [14].

To generate the M-uniform mesh Th, we use here an approach different from (2.3) where

the coordinators of the mesh nodes are evolved directly. Instead, we evolve the coordinators of

the nodes of an intermediate mesh and obtain the new mesh through this intermediate mesh and

interpolation. An advantage of this approach is that its formulation is simpler than that of the

direct approach (cf. [9]). To start with, we introduce the reference computational mesh T̂c which

is uniform in the Euclidean metric, and the computational mesh Tc. The reference computational

mesh T̂c = {ξ̂ j}M
j=1 has the same connectivity and the same number of vertices and elements

as Th and stays fixed in the computation. The computational mesh Tc = {ξ j}M
j=1 serves as an

intermediate variable. In this setting, for any element K in Th, there is a unique corresponding

element Kc in Tc. The affine map between Kc and K and its Jacobian matrix are denoted by FK and

F ′K , respectively. With this new setting, the equidistribution and alignment criteria for M-uniform

meshes have a similar form as those in equations (2.12) and (2.13).
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To generate a mesh satisfying these conditions as closely as possible, define an energy func-

tional as

Ih(Th,Tc) =
1
3 ∑

K∈Th

|K|det(MK)
1
2
(
tr((F ′K)

−1M−1
K (F ′K)

−T )
) 3d

4

+
1
3

d
3d
4 ∑

K∈Th

|K|det(MK)
1
2

(
det(F ′K)det(MK)

1
2

)− 3
2
,

(2.20)

which is a Riemann sum of a continuous functional developed in [7] based on mesh equidistribution

and alignment. Note that Ih(Th,Tc) is a function of the coordinates of the nodes of Th and Tc.

Taking Th as the current mesh T m
h , the MMPDE approach defines the mesh equation as a

gradient system of Ih(Th,Tc),

dξ j

dt
=−

det(M(x j))
1
2

τ

(
∂ Ih(T

m
h ,Tc)

∂ξ j

)T

, j = 1, · · · ,M (2.21)

where ∂ Ih/∂ξ j is considered as a row vector, τ > 0 is a parameter used to adjust the response time

of mesh movement to the changes in M.

Define the function G associated with the energy (2.20) as

G(J,det(J)) =
1
3

det(MK)
1
2 (tr(JM−1

K JT ))
3d
4 +

1
3

d
3d
4 det(MK)

1
2

(
det(J)

det(MK)
1
2

) 3
2

, (2.22)

where J= (F ′K)
−1 = EKcE

−1
K and the edge matrices of K and Kc are EK = [xK

1 − xK
0 , · · · , xK

d − xK
0 ]

and EKc = [ξ K
1 −ξ K

0 , · · · , ξ K
d −ξ K

0 ], respectively. Using the notion of scalar-by-matrix differenti-

ation [9], it is not difficult to find the derivatives of G with respect to J and det(J) as

∂G
∂J

=
d
2

det(MK)
1
2 (tr(JM−1

K JT ))
3d
4 −1M−1

K JT , (2.23)

∂G
∂det(J)

=
1
2

d
3d
4 det(MK)

− 1
4 det(J)

1
2 . (2.24)
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Substituting (2.22)-(2.24) into (2.21) yields

dξ j

dt
=

det(M(x j))
1
2

τ
∑

K∈ω j

|K|vK
jK , j = 1, · · · ,M (2.25)

where ω j is the element patch associated with the vertex x j, jK is the local index of x j on K,

and vK
jK is the local velocity contributed by the element K to the vertex jK . The local velocities

vK
jK , jK = 1, · · · ,d are given by



(vK
1 )

T

(vK
2 )

T

...

(vK
d )

T


=−E−1

K
∂G
∂J
− ∂G

∂ det(J)
det(EKc)

det(EK)
E−1

Kc
, vK

0 =−
d

∑
jK=1

vK
jK . (2.26)

Integrating the mesh equation (2.25) over a physical time-step, with the proper modifications

for boundary vertices and with the initial mesh T̂c, yields the new computational mesh T new
c which

forms a correspondence with the current mesh T m
h , i.e., T m

h = Φh(Tc). The new common mesh

T new
h is defined as T new

h = Φh(T̂c), which can be computed using linear interpolation.

It is common practice in moving mesh computation to smooth the metric tensor for smoother

meshes. To this end, we apply a low-pass filter [13] to the metric tensor several sweeps every time

it is computed.

2.3.2 DG Discretization

Numerical results will be presented in the following sections that illustrate the DA procedure us-

ing the 1D and 2D inviscid Burgers equations. Since the Burgers equation is hyperbolic and can

have discontinuous solutions such as shocks, we use the discontinuous Galerkin method (DG) for

its spatial discretization. DG is a type of finite element method with the trial and test function

spaces consisting of discontinuous, piecewise polynomials. It is known to be a particularly power-

ful numerical tool for the simulation of hyperbolic problems and has the advantages of high-order
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accuracy, local conservation, geometric flexibility, suitability for handling mesh-adaptivity, ex-

tremely local data structure, high parallel efficiency, and a good theoretical foundation for stability

and error estimates. Over the last few decades, the DG method has been used widely in scientific

and engineering computation.

Specifically, we use a quasi-Lagrangian moving mesh DG method (MMDG) to solve the Burg-

ers equation on moving meshes [30]. The method treats the mesh movement continuous in time

and leads to an extra convective term (cf. equation (2.2)) in the resulting discrete equations to

reflect the mesh movement. Importantly, the method is (mass) conservative so that the model error

has mean 0. In our computation, we use piecewise linear polynomials (P1 -DG) for spatial dis-

cretization and a third-order Strong Stability Preserving (SSP) Runge-Kutta scheme for temporal

discretization. The reader is referred to [30] for details of the MMDG method.

2.3.3 DG Interpolation

From Algorithm 1, we see that interpolation is needed between the ensemble meshes and the

common mesh. Since these meshes are assumed to be deformations to each other, we can perform

interpolation by solving a differential equation.

To be specific, we consider the deforming meshes T old
h and T new

h and the state variable u that

needs to be interpolated. We define a deforming mesh Th(ζ ) (with ζ ∈ [0,1]) from T old
h to T new

h

as a mesh with the nodal positions and velocities as

xi(ζ ) = (1−ζ )xold
i +ζ xnew

i , i = 1, . . . ,M (2.27)

ẋi = xnew
i − xold

i , i = 1, . . . ,M. (2.28)

Then the interpolation can be viewed as solving the following linear convective PDE on the moving

mesh Th(ζ ) over ζ ∈ [0,1]:

∂u
∂ζ

(x,ζ ) = 0, (x,ζ ) ∈Ω× (0,1], (2.29)
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with the initial values u(x,0) as those of u on T old
h .

A DG-interpolation scheme has been studied in [30] where DG and a SSP Runge-Kutta scheme

are used to discretized (2.29) in space and time, respectively. The scheme is conservative and

positivity-preserving and can be high-order. As mentioned before, the mass conservation is im-

portant for interpolation between ensemble meshes and the common mesh to maintain the mean

zero feature of the model error. Like for the PDE solver, we use this scheme for interpolation with

piecewise linear polynomials (P1-DG) for spatial discretization and a third-order SSP Runge-Kutta

scheme for temporal discretization; see [30] for detail.

2.3.4 DA Implementation

For our numerical experiments we employ a Local Ensemble Transform Kalman Filter (LETKF)

based on [15]. In general, an ETKF code uses a linear transform to have control over the resulting

sample covariance so that the covariance of the analysis update, P f , exactly satisfies the identity

P f
j+1 = (I−K j+1H)Pb

j+1.

Let m̂n+1 be the ensemble mean at time tn+1, and let û(i)n+1, i= 1, . . .Ne be the ensemble forecast.

Then define the perturbation matrix

X̂n+1 =
1√

Ne−1

[
û(1)n+1− m̂n+1, û

(2)
n+1− m̂n+1, . . . , û

(Ne)
n+1− m̂n+1

]
, (2.30)

and the sample covariance is given by Pb
n+1 = X̂n+1X̂T

n+1. Consider the following transformation:

Tn+1 =
[
I +
(
HX̂n+1

)T R−1 (HX̂n+1
)]−1

, (2.31)

and set Xn+1 = X̂n+1T
1
2

n+1. Then

P f
n+1 := Xn+1XT

n+1 = (I−Kn+1H)Pb
n+1, (2.32)

as desired.
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2.3.5 Localization Techniques

We will compare the metric tensor based localization scheme developed in Section 2.2.4 with some

commonly used localization schemes. Recall from (1.5) the Kalman gain Kn+1. R-localization

modifies the Kalman gain through the Schur product of a localization matrix ρ with the covariance

matrix. One of the most common ways to define ρ is through the Gaspari-Cohn (GC) correlation

function, which is a fifth order polynomial that decays to zero.

C (r) =


−1

4r5 + 1
2r4 + 5

8r3− 5
3r2 +1, 0≤ r ≤ 1

1
12r5− 1

2r4 + 5
8r3 + 5

3r2−5r+4− 2
3r−1, 1 < r ≤ 2

0, 2 < r.

(2.33)

GC localization can be applied to either the model space or the observation space. In the model

space, the localization matrix is given by

ρi j = C (|xi− x j|/L), i, j = 1, ...,M (2.34)

where xi and x j are the positions of the ith and jth nodes and L > 0 is a pre-determined localiza-

tion radius. This matrix is Schur-multiplied with the ensemble covariance matrix, resulting in the

Kalman update

KGCmod =
(

ρ ◦Pb
)

HT
(

H
(

ρ ◦Pb
)

HT +R
)−1

. (2.35)

For localization in the observation space, the localization matrix must be Schur multiplied to

both
(
PbHT) and

(
HPbHT). Therefore, two localization matrices are needed,

[ρ1]i, j = C (|xi− y j|/L), i, j = 1, ...,M (2.36)

[ρ2]i, j = C (|yi− y j|/L), i, j = 1, ...,M. (2.37)
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Then the Kalman gain is given by

KGCobs = ρ1 ◦
(

PbHT
)(

ρ2 ◦
(

HPbHT
)
+R
)−1

. (2.38)

We next outline the domain localization scheme developed in [15]. Define r to be the radius

of localization. Then for every mesh point xi, if there is an observation y located at the point xo

such that ‖xi− xo‖2 ≤ r, the analysis is given by the EnKF update in equation (1.5). If not, then

the analysis update is equal to the forecast predicted by the model.

In many implementations, this radius of influence is predetermined and constant over time

and space. However, there may be instances where this should be dynamic in time and space.

For example, if the solution has a traveling front or shock that travels across the domain, there

should be a smaller radius of localization near the region where the gradient is large and a larger

radius where the solution is relatively constant, and this localization scheme should move across

the domain with the traveling front or shock.

To see this, consider a solution un(x) ∈ R with a single observation at xo and a large gradient

beginning at xk just past this observation location; that is, 0 < xk− xo� 1. For xi outside of the

localization radius, the observation does not affect the analysis, so un+1(xi) = ûn+1(xi). For xi

close to the observation, consider the EnKF update for a single ensemble member, omitting the

ensemble superscripts and time subscripts:

u(xi) = (I−KH)û(xi)+Ky, (2.39)

where K = PbHT (HPbHT +R
)−1. For the sake of simplicity, assume R = αI and H = eT

k , where

ek denotes the kth unit vector. Then the analysis update at the point xi close to the observation gives

us

ua(xi) = u f (xi)+µPb
ik with µ =

[
Pb

kk +
1
α

]
(y− x f

k ).

In particular, the larger the value of Pb
ik is, the greater the difference will be between the analysis
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and the forecast. This can be especially problematic if Pb
ik is large for i < k, that is, after the shock.

In that case, the analysis will be changed to be much closer to the observations, and the steep front

will be smoothed out.

This problem is avoided by using a smaller radius of localization near the shock and a larger

radius of localization farther away from it. Fortunately, the monitor function obtained in the adap-

tive moving mesh algorithm determines where mesh points will be closer together and where they

will be spread far apart; by proxy, this shows where the shock or other feature of interest exists. In

this way, the monitor function can inform what the localization parameter should be over time and

space, enabling a dynamic update of the localization variable.

LETKF employs localization within the ensemble transform Kalman filter so that only model

variables located at mesh points within a predetermined radius of an observation will assimilate

that observation. This not only localizes the influence of observations but also provides a dimen-

sion reduction by creating reduced dimensional subproblems on which assimilation is performed

independently.

A covariance-based localization scheme, which uses a Schur product applied to the covariance

matrix, is problematic when working in this reduced dimension. For example, the reduced dimen-

sion implementation uses X̂n+1, taken from the Cholesky decomposition of the covariance matrix

Pb
n+1, rather than Pb

n+1 itself. Covariance localization would use a Schur product to adjust this

covariance matrix, but in doing so, it could result in a matrix with negative eigenvalues. There-

fore, a covariance localization scheme is not easily implemented into the LETKF code. For the

experiments where we compare the MT localization scheme to covariance localization schemes

like Gaspari-Cohn, we use a traditional ETKF code.
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Chapter 3

Numerical Results, Part I

The following presents the application of these methods to the one and two dimensional inviscid

Burgers equations. We generate synthetic observations by sampling from a truth run, obtained

by solving this equation on an adaptive moving mesh. The ensemble members are initialized as

perturbations of the initial conditions. Efficacy of the DA scheme is measured by the root mean

squared error (RMSE), which is calculated as

RMSE :=
1√
M
‖utruth− ū‖2, (3.1)

where ū is the analysis mean. A DA procedure is generally considered stable if its asymptotic

behavior is on the order of the square root of the norm of the observation error. The RMSE in the

experiments that follow is averaged over 10 runs.

3.1 Common Experimental Set-Up

The next two sections explore the use of the LETKF on the one- and two- dimensional inviscid

Burgers equation. We perform identical twin experiments where the truth is generated using no

model noise and observations are formed from the truth by applying the observation operator and

adding noise using the observation error model with covariance matrix R = 0.01I. Among the

parameters to be tuned are the number of mesh points and the number of ensemble members. Gen-

erally speaking, more mesh points correspond to more accurate numerical solutions, lowering the

RMSE. However, moving mesh methods generally require fewer mesh points than a fixed, uniform
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mesh. For the 1D Burgers experiments, we use M = 50 mesh points, and for the 2D Burgers ex-

periments, we use a M = 15×15 mesh. Increasing the number of mesh points beyond the values

chosen had little impact on the RMSE. The rule of thumb for ensemble-based DA schemes is that

the number of ensemble members should be large enough to span the unstable subspace. For both

the 1D and 2D experiments, we found Ne = 5 ensemble members to be sufficient. That is, for

larger Ne, we found that there was no substantial improvement in RMSE.

In the 1D Burgers experiments we observe the truth at D = 5 locations with an observational

time-step of ∆t = 0.5, and then add artificial observation error (η ∼N (0,0.01)). To avoid the

observations all occurring in one region of the spatial domain, we space them linearly throughout

the domain, and then perturb the locations by a small amount. These observation locations are

randomly chosen, but once chosen at the beginning of each trial, they remain fixed. The truth (and

observations) are taken from a fine mesh (100 mesh points) to ensure that it is fully resolved. For

the 2D Burgers experiments, we use an observational time-step of ∆t = 0.5 with D= 16 observation

locations that are also uniformly spaced in a 4× 4 mesh, and then perturbed. Unless otherwise

stated, the observational error covariance R, model error covariance Σ, and prior distribution P0
b

are all set to 0.01I.

For both the 1D and the 2D cases, the localization radius and inflation factors are tuned si-

multaneously. For MT localization, this involves determining the parameter L shown in equation

(2.17), which directly controls the maximum radius of localization. In the 1D case, we choose not

to artificially limit the minimum value of the MT localization radius by choosing c larger than the

maximum of MK in (2.17); numerical results suggest that c = 8 is sufficient. In the 2D case, we

keep c = 8 and note that this does affect the minimum localization radius, but that it also results in

a stable DA scheme. For the GC localization schemes, this tuning experiment involves tuning the

parameter L as given in equations (2.34), (2.36), and (2.37). After each of the localization schemes

has been tuned, the time series RMSE of the different localization schemes is directly compared.

Finally, we compare results when choosing Mm, MO, or Mm∩MO for the common mesh. When

considering long-run RMSE results, we consider the RMSE only after the DA scheme has stabi-
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lized so as to evaluate the asymptotic behavior of the DA procedure. Based on numeric results, we

present the RMSE for 1D Burgers on the time interval [25,100] and for 2D Burgers on the time

interval [15,50]. These experiments and the parameters used can be found in Table 3.1.
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3.2 Inviscid Burgers Equation - A One-Dimensional Example

Consider the one-dimensional inviscid Burgers equation as given by

∂u
∂ t

+u
∂u
∂x

= 0, x ∈ [0,S), t ∈ (0,T ], (3.2)

with initial condition

u(x,0) =
1
2
+ sin

(
2π

S
x
)

(3.3)

and periodic boundary conditions. As time progresses, a shock forms and propagates to the right.

This traveling shock makes the 1D inviscid Burgers equation a good candidate for an adaptive

moving mesh, as more mesh points are needed near the location of the shock to sufficiently resolve

the numerical solution. For the experiments that follow, we consider the spatial domain [0,20) so

that S = 20 over the time interval (0,100].

3.2.1 Experiment 1: Tuning localization and inflation

The localization parameters for the various localization schemes are tuned simultaneously with

the inflation parameter. Equation (2.33) combined with either (2.34) or (2.36)-(2.37) implies that

choosing a GC localization parameter of L = 10 for the GC localization would imply that the

entire domain is affected by the localization scheme. Therefore, in this experiment, the GC lo-

calization parameters vary from L = 0.5 to L = 10. Similarly, a localization parameter of L = 20

means that the entire domain could potentially be affected by the MT localization scheme. For the

MT localization tuning, L varies from L = 0.5 to L = 20. For all three localization schemes, the

multiplicative inflation factor varies from ρ = 1 (no inflation) to ρ = 1.5.

As seen in Figure 3.1, the MT localization scheme is robust with respect to the tuning of the

localization parameter. The GC localization requires much more careful tuning in both the model

space and observation space. More specifically, the GC localization schemes work well when the

localization parameter L is less than or equal to 1. If the localization parameter is greater than 1, the
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Figure 3.1: Results for simultaneous tuning of localization and inflation for the MT, GC-mod, and
GC-obs localization schemes.

Schur product of the localization matrix and the covariance matrix is no longer positive definite,

and the localization scheme performs poorly.

As explained in Section 2.2.4, The MT localization scheme is a domain localization scheme

based off Mm
K , the metric tensor intersection of the metric tensors for the ensemble meshes. Since

each of the ensemble meshes will have a concentration of points near a shock or large gradient, the

adaptive common mesh will also have more mesh points where the solution requires a finer resolu-

tion. MT localization reduces the localization radius at these types of interfaces. The relationship

between the distance between nodes and the localization variable is shown in Figure 3.2.

Figure 3.2: Relationship between nodal distance and adaptive localization parameter. The distance
between the nodes is positively correlated with the localization radius.

3.2.2 Experiment 2: Localization Scheme Comparison

As shown in Experiment 1, the MT localization is much more robust with respect to the tuning

parameters than either of the GC localization schemes. Consider the following tuned localization
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schemes:

• MT localization with multiplicative inflation parameter 1.1 and localization parameter 1.

• GC-mod localization with multiplicative inflation parameter 1.1 and localization parameter

0.5.

• GC-obs localization with multiplicative inflation parameter 1.0 and localization parameter

0.5.

We compare the time series RMSE of each of these localization schemes in Figure 3.3. In these

experiments, Σ = 0.01I, so the localization scheme is considered a success if it is on the order of

0.1. Both the tuned GC-mod localization and the MT localization can be considered a success in

this metric, but the MT localization has a considerably lower RMSE than both GC localization

schemes.

Figure 3.3: Time series RMSE comparison for the different localization schemes for the 1D invis-
cid Burgers equation. Each trial uses the tuned localization parameters found in Experiment 1.

3.2.3 Experiment 3: Choice of common mesh

We consider three choices for the metric tensor associated with the common mesh M∈{MO,Mm,Mm∩

MO}. A comparison of these common meshes is shown in Figure 3.4, using the tuned localization

and inflation parameters found in Experiment 1. While all three choices for the common mesh
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produce stable DA procedures, using MO or Mm∩MO will concentrate the common mesh near the

observation locations, reducing the interpolation error. If the interpolation of observations must be

avoided at all costs, the user can also specify the observation locations as fixed points in the com-

mon mesh. However, this can lead to increased skewness and potential singularity in the mesh, as

shown in Figure 3.5.

Figure 3.4: Time series RMSE for tuned DA with the 1D inviscid Burgers equation using different
choices for the common mesh.

The time evolution of the meshes for the 1D inviscid Burgers equation are shown in Figure 3.5.

To better illustrate this phenomenon, we consider a reduced spatial domain of [0,5] (S = 5) and

update the initial condition accordingly. As the shock forms and propagates to the right, the mesh

points of Mm evolve with the shock, as shown in the leftmost plot of Figure 3.5. However, if an

observation location, say at x = 3.8, is fixed in the common mesh, it will prohibit the nodes before

it from moving past it, as shown in the middle plot of Figure 3.5. Choosing Mm ∩MO achieves

the goal of following the solution dynamics while still concentrating the mesh near the observation

location. (Note that if M = MO and the location is static, this common mesh will not change in

time.)

As shown in Figure 3.5, there are fewer mesh points near the observation in the ensemble mesh

with or without the fixed point than there are in the mesh that also concentrates the mesh points

near the observation. Figure 3.6 tallies the number of mesh points within the radius 0.5 of the shock
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Figure 3.5: A comparison of meshing variations. In the leftmost plot, the mesh evolves naturally
with the metric tensor intersection of the ensemble members. In the middle plot, the observation
location x = 3.8 is fixed in the mesh to reduce observation interpolation error. In the right plot,
the mesh evolves according to the metric tensor intersection, but it is also concentrated near the
location x = 3.8.

Figure 3.6: The number of mesh points near the observations varies widely for the ensemble mesh
with or without the fixed point. The number of points near the observation has less variance when
the mesh points are also concentrated near the observation location.

and of the observation for each of the above meshes. The average and variance of these values is

given in Table 3.2. While the meshes formed from the ensemble members, with and without the

fixed point, do have an adequate number of mesh points near the observation at times, that only

coincides with the shock passing through the observation point. At other times, there are relatively

few mesh points near that observation. This is easily seen in the large variances in Table 3.2.

Ensemble Mesh Ens Mesh w/ Fixed Point Mm∩MO

Near Shock (17.13,11.51) (14.04,13.61) (12.13,3.16)
Near Observation (11.83,25.28) (11.96,23.87) (13.29,0.48)

Table 3.2: Mean and variance of the number of points near (within a 0.5 radius of) the shock and
observation for each of the three meshes listed above.

The benefit of having mesh points concentrated near observations is evident in the case where
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Figure 3.7: The common mesh based on observation locations performs better than the other
choices of common mesh in the case where we have observations that are located away from
the shock.

observations are sparse and occur in places where the mesh points would otherwise not be con-

centrated. For example, consider the 1D inviscid Burgers equation with two observation locations

located away from the shock, and suppose that the location of the observations move at the same

rate as the shock as it propagates forward in time. In that case, the observation locations may not

see a concentration of mesh points pass through unless the user specifically concentrates the mesh

in that area. This is the setup of the experiment shown in Figure 3.7. Over time, the solution

flattens due to numerical dissipation, and all choices of the common mesh perform equally well.

However, the mesh based on observation locations outperforms the other choices of common mesh

before the shock decays.

3.2.4 Experiment 4: Comparison of error covariances

Using the tuned MT localization scheme from experiment 1, we test the robustness of this DA

procedure on (3.2) with different error covariances. The results in Figure 3.8 show stable RMSE,

especially for larger error covariances. The spikes in the RMSE for smaller error covariance cor-

respond to times in which the shock passes through the boundary. In this implementation the PDE

satisfies periodic boundary conditions while the mesh satisfies Dirichlet boundary conditions so

that when shock passes through the boundary, the PDE is not approximated as accurately.
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Figure 3.8: Time series RMSE for tuned MT localization with different error covariances.

3.3 Inviscid Burgers Equation - A Two-Dimensional Example

Consider the two-dimensional Burgers equation

ut +uux +uuy = 0, (3.4)

with Ω = (−0.5,1)× (−0.5,1), t ∈ (0,5], and periodic boundary conditions. Given the initial

condition

u = exp(−γ(x2 + y2)),

with γ = − log(10−16), the solution will have a Gaussian bump that propagates diagonally to the

upper right corner of the domain.

The choice of concentration with the common mesh is easily seen in 2 dimensions. Figure

3.9 shows a snapshot of the numerical solution of the 2D inviscid Burgers equation (3.4) at time

t = 1.6667. At this time, the front has fully formed and is beginning to propagate to the upper

left corner. There are five observations sampled along the line x = 0.75. The truth is shown in the

leftmost panel, followed by the three choices for the common meshes computed from Mm
K , MO

K ,

and Mm
K ∩MO

K . The common mesh taken from Mm
K focuses the mesh points near the front, while

the common mesh from MO
K concentrates the mesh near the line of observations. The choice on

the far right (Mm
K ∩MO

K) concentrates the mesh near both of these attributes.
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Figure 3.9: A comparison of the different choices of common mesh.

3.3.1 Experiment 5: Tuning localization and inflation

Like in the 1-dimensional case, the localization parameters for the various localization schemes are

tuned simultaneously with the inflation parameter. Here we consider a reduced parameter space,

using an inflation factor ρ ∈ {1,1.05,1.1} and localization parameter L ∈ {0.5,1.0}. The results

are presented in Figure 3.10.

Figure 3.10: Results for simultaneous tuning of localization and inflation for the MT, GC-mod,
and GC-obs localization schemes.

Just like in the 1D case, the MT localization scheme is robust with respect to the tuning of the

localization parameter.

3.3.2 Experiment 6: Localization scheme comparison

Consider the following localization schemes, tuned in Experiment 5:

• MT localization with multiplicative inflation parameter 1.1 and localization parameter 1.0.

• GC-mod localization with multiplicative inflation parameter 1.0 and localization parameter

0.5.
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• GC-obs localization with multiplicative inflation parameter 1.1 and localization parameter

1.

The time series RMSE of each of these localization schemes in shown in Figure 3.11. In these

experiments, Σ = 0.01I, so the localization scheme is considered a success if it is on the order of

0.1.

Figure 3.11: Time series RMSE comparison for the different localization schemes for 2D inviscid
Burgers. Each trial uses the optimal localization parameters that were tuned in Experiment 5.

3.3.3 Experiment 7: Choice of common mesh

Again we compare the choice of the common mesh for the tuned MT localization scheme: M ∈

{MO,Mm,Mm∩MO}. A comparison of these common meshes is shown in Figure 3.12, using the

tuned localization and inflation parameters found in Experiment 5. All choices for the common

mesh yield a stable DA procedure.

3.3.4 Experiment 8: Comparison of error covariances

Using the tuned MT localization scheme from Experiment 5, we test the robustness of this DA

procedure on the 2D inviscid Burgers (3.4) with different error covariances. For each experiment,

we set the model error, observation error, and initial error covariances equal to a scalar multiple of

the identity. The results in Figure 3.13 show stable RMSE.
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Figure 3.12: Time series RMSE for tuned DA with 2D inviscid Burgers equation using different
choices for the common mesh.

3.3.5 Experiment 9: 2D Burgers with Noisy Data

To test this configuration in a more difficult regime, consider (3.4) with noisy data. That is, suppose

the data error covariance is believed to be R = 0.01I, but the data is actually sampled with an error

covariance of Rtruth = α2I, where α ≥ 0.1. For large values of α , (e.g., α ≥ 100), the analysis

update causes discontinuities in the numerical solution that the time integrator cannot overcome.

For moderately large values of α (e.g., α = 50) this is sometimes an issue, but often is not. We have

found that our approach works consistently for α ≤ 30, and produces a stable DA algorithm for

these values. Note that in these experiments, the initial perturbation and the model error continue

to be sampled from Σ = 0.01I. The results for an observational time-step of ∆t = 0.5 are shown in

Figure 3.14.

3.3.6 Experiment 10: Choice of Interpolation

In all of the experiments above, we use the DG interpolation, as detailed in Section 2.3.2. There

is not much difference in accuracy in the 1D case, but the choice of interpolation makes a signif-

icant difference in the 2D case. Figure 3.15 shows the difference in RMSE when using the linear

interpolation instead of the DG interpolation.
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Figure 3.13: Time series RMSE for 2D Burgers with tuned MT localization and different error
covariances.

Figure 3.14: Time series RMSE for 2D Burgers with noisy data. It is assumed that the observation
error has a normal distribution with mean 0 and i covariance matrix assumed to be R = 0.01I, but
the synthetic observations are produced from the truth using an error covariance matrix Rtruth.

‘
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Figure 3.15: Linear interpolation vs. DG interpolation for DG discretization of 2D inviscid Burg-
ers.

44



Chapter 4

Development of Single Ensemble Mesh

Abstract

In [17], we developed a method of combining an ensemble-based data assimilation (DA)

scheme with an adaptive moving mesh. In this method, each ensemble member evolved on

its own independent adaptive moving mesh. At each observational time-step, the ensemble

members were interpolated to a common mesh for the DA update.

However, this process can be computationally expensive, and it relies heavily on interpola-

tion. Here we present an alternative: an ensemble based DA scheme in which all ensemble

members reside on the same adaptive moving mesh. There are two components to reducing

the computational cost. First, we use a sample of ensemble members are chosen to compute

the adaptive moving mesh at each observational time-step. Since we use a representative

sample instead of the entire ensemble, this greatly reduces the computational cost. The sec-

ond part of increasing the efficiency is that after the new mesh is determined, it is compared

to the current mesh. If they differ sufficiently (as determined by some user-defined thresh-

old), the mesh should be updated. One option is to set the mesh upon which all ensemble

members reside to be the new mesh defined by the sample of ensemble members. That is the

approach we take in the experiments that follow. It is worth noting, however, that the new

sample mesh can be combined in some way with the current mesh (for example, by metric

tensor intersection) if so desired. That would yield a mesh that works well at the beginning

of the time interval due to the influence of the old mesh, as well as a mesh that works well

at the next observational time-step, due to the influence of the new mesh. If it turns out that
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the new sample mesh does not differ much from the current mesh, the last mesh is still used

until the next observation time-step, eliminating unnecessary interpolation.

We demonstrate the efficacy of this approach with the 1D inviscid Burgers equation and

various observation scenarios. There is a trade off between the number of mesh updates

(which correlates directly with the computational cost) and the accuracy of the numerical

solution.

4.1 Introduction

Recall that with the moving mesh PDE (MMPDE) method, we couple a time-dependent PDE to an

equation that evolves the spatial mesh via a quasi-Lagrange approach where the mesh is considered

to move continuously with time. Consider a general time-dependent PDE given by

du
dt

= ∇xu · dx
dt

+ut = ∇xu · dx
dt

+F(u)≡F (u,x). (4.1)

The equation for the mesh movement comes from a variational approach in which a cost func-

tion (the meshing functional) is minimized through a gradient flow differential equation:

xt =−
1
τ

∇xL (x,u)≡ G (x,u), (4.2)

where τ ≥ 0 is a user-specified parameter controlling the speed of mesh movement. The MMPDE

method is employed by first fixing x and then updating the solution of the PDE. The solution

to (4.1), together with x, gives the mesh velocity defined by (4.2). A new mesh is obtained by

integrating (4.2) in time.

In [17], we consider an ensemble-based DA scheme that uses the MMPDE method. Specif-

ically, we implemented a Local Ensemble Transform Kalman Filter (LETKF) [15] where each

ensemble member evolved on its own independent mesh. In this scenario, the iterative approach of

solving the solution and then updating the mesh must be executed for each ensemble member. The
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computational cost of computing the mesh for each ensemble member can be expensive, depend-

ing on the number of mesh points used and the number of ensemble members in the DA scheme.

(Typically, one requires that the number of ensemble members is at least the dimension of the un-

stable subspace for the PDE.) This cost seems especially unnecessary when one considers that for

some problems there is relatively little variation in the ensemble meshes.

For example, consider the one-dimensional inviscid Burgers equation as given by

∂u
∂ t

+u
∂u
∂x

= 0, x ∈ [0,S), t ∈ (0,T ], (4.3)

with initial condition

u(x,0) =
1
2
+10sin

(
2π

S
x
)

(4.4)

and periodic boundary conditions, with S = 50 and T = 500. We implement the LETKF with

25 ensemble members, 50 mesh points on each mesh, and 5 equally spaced fixed observations.

Additionally, we consider the tuning from [17]: observation and model noise of 0.01, the MT

localization scheme with parameter L= 1, the common mesh based on the intersection of ensemble

meshes, and inflation parameter of 1.1. For this problem, the ensemble meshes exhibit very little

variation between themselves. The variance is computed as

V =
1

Ne−1

Ne

∑
i=1
|Xi−µ|2,

where Ne is the number of ensemble members, Xi is the vector containing the locations of the mesh

points for the ith ensemble member, and µ is the average of the Xi, computed as

µ =
1

Ne

Ne

∑
i=1

Xi.

The variance V remains small throughout the time integration. Taking a spatial average, we see that

it remains on the order of 10−4 for the majority of the experiment, and it generally decreases as the

solutions experience more numerical dissipation. Figure 4.1 shows the evolution of V̄ throughout
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the time integration.

Figure 4.1: Spatially averaged variance of the ensemble meshes for the 1D inviscid Burgers equa-
tion. The ensemble meshes show very few differences, suggesting that a single mesh may suffice
for all ensemble members.

4.2 The Look-Ahead Method

Since there is little variance of the ensemble meshes in problems like (4.3), we propose an adap-

tation to the ensemble-based DA scheme with the MMPDE method that was discussed in [17]. In

this so-called “look-ahead” method, we use a single mesh for all ensemble members, and use a

sample of ensemble members to determine if and when the mesh needs to be updated.

The main benefit to this method is that it reduces the computational cost. One reason is that

is reduces the amount of interpolation required, since all ensemble members are residing on the

same mesh. There is no need to interpolate each ensemble member to the common mesh for the

DA update and then back again to the individual meshes. The second reduction in computational

cost comes from the fact that only a sample of ensemble members are used to compute the mesh

updates. That is, instead of creating an adaptive moving mesh for all ensemble members, we can

achieve a similar result using only a fraction of the ensemble members. Integrating all of the

ensemble members in time on a fixed mesh is a third cost saver, as it is much cheaper to integrate
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on a fixed mesh than it is to integrate on a moving mesh. This method also eliminates the potential

need for remeshing, which can occur if the DA update results in ensemble meshes that are no

longer suitable for the ensemble members.

The main idea of the look-ahead method is to use a subset of the ensemble members as a rep-

resentative sampling of the entire ensemble of solutions. At each observational time-step, these

sample ensemble members are given their own individual and independent meshes, based on each

member’s numerical solution. They are then pushed forward to the next observational time-step.

We compute the metric tensor intersection of the metric tensors governing each of the new ensem-

ble meshes, Mm, and use that metric tensor for the MT localization scheme. Just like the ordinary

ensemble-DA with the MMPDE scheme used in [17], we now have the choice of creating a mesh

using Mm, MO, or Mm ∩MO. If the new mesh created is substantially different than the current

mesh (determined by some user-defined threshold) then we update the single ensemble mesh to

be the new mesh and proceed with the DA step. Otherwise, we retain the current single ensemble

mesh, avoiding interpolation, and proceed on the current mesh. That is, once the user defines some

threshold δ , we consider

‖Xold−Xnew‖2 < δ .

If the above inequality holds true, we continue using X = Xold for all ensemble members and for

the common mesh. Otherwise, we interpolate all ensemble members to X = Xnew and continue

with the DA update. A summary of this process is given in Algorithm 2.

4.3 Numerical Results

4.3.1 Common experimental set-up

As shown in [17], the MMPDE method works well with an ensemble- based data assimilation

scheme regardless of choice of a common mesh. In the experiments that follow, we compare

the efficacy and efficiency for the look-ahead method as compared to the approach used in [17].

In particular, we consider numerical results for Equation (4.3) using 25 ensemble members, 5
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Algorithm 2 Look-ahead method for ensemble DA procedures on adaptive moving meshes.
1: procedure AT EACH OBSERVATIONAL TIME-STEP:
2: All ensemble members currently reside on a mesh governed by the monitor function M.
3: Interpolate a sample of ensemble members onto individual meshes based on each mem-

ber’s solution.
4: Integrate this sample of ensemble members in time to the next observational time-step with

a moving mesh.
5: Compute the new metric tensor intersection for the sample ensemble meshes, Mm.
6: Use Mm from the sample of ensemble members for the MT localization scheme.
7: if ‖Xold−Xnew‖2 > δ for some user-prescribed threshold δ then
8: Interpolate all ensemble members to Mm

9: M←Mm

10: end if
11: Do DA update
12: Integrate all ensemble members to next observational time-step
13: end procedure

members for the look- ahead method, and 50 mesh points. We use the parameters tuned from [17].

That is, Σ=R= 0.01, the initial perturbation is 0.1, we use the MT-localization scheme with L= 1,

and the inflation factor is given by ρ = 1.1.

We perform identical twin experiments where the truth is generated using no model noise,

and the observations are formed by applying the observation operator and adding noise. The

observation timescale is given by ∆t = 10. We evaluate the efficacy of the DA procedure by

computing the root mean squared error (RMSE) at each time step, where

RMSE =
1√
M
‖utruth− ū‖2, (4.5)

with ū being the analysis mean.

We consider three different observation scenarios with an observation time-step of ∆t = 10.

Note that while this is similar to the experimental setup in [17], the observation timescale is much

larger to exacerbate the difference in meshes between observation time-steps. In order to increase

the size of the observation time-step while maintaining a solution that integrates for numerous time-

steps before numerically dissipating, we also adjust the spatial domain and the initial condition

compared to the experiments in [17].
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In the first observation scenario, we use 5 observations spaced evenly throughout the spatial

domain. Since the observation locations are fixed, MO will not change during the time integration.

Therefore, we consider only two choices of common mesh: Mm and Mm ∩MO. The second

observation scenario uses only two observation points, located at the top and bottom of the shock.

These observations move with the numerical solution, so that the top and bottom of the shock are

always observed. The third observation scenario also uses two observations that move at the same

speed as the shock, but they are positioned far away from the shock; that is, in this third scenario,

the shock itself is never observed. The summary of experiments is given in Table 4.1.

Experiment Observation
Scenario

Mesh Choice

1 Fixed Obs Mm

2 Fixed Obs Mm∩MO

3 Obs at Shock Mm

4 Obs at Shock MO

5 Obs at Shock Mm∩MO

6 Obs away from
Shock

Mm

7 Obs away from
Shock

MO

8 Obs away from
Shock

Mm∩MO

Table 4.1: Summary of experiments.

4.3.2 Observation Scenario 1: Fixed Observations

We begin by looking at the observation scenario where we have 5 observations whose locations

are fixed in time and are equally distributed throughout the spatial domain. To put the results into

context, first consider the baseline results obtained through the methods used in [17]. That is, in

Figure 4.2, we use the tuning parameters as in [17] and we let each ensemble member evolve on

its own mesh. The results for the various choices of common mesh (Mm, MO, and Mm∩MO) are

shown in Figure 4.2. These results serve as a baseline: it is our goal to achieve similar results via

the look-ahead method, which is computationally cheaper.
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Figure 4.2: The MMPDE method works well with an ensemble Kalman filter. The results above
are taken from an experiment with 25 ensemble members, 5 fixed observations, and parameters
chosen from the tuning experiments in [17].

4.3.2.1 Experiment 1: Look-ahead Method with Fixed Observations and Mm.

We repeat the baseline experiment, but instead of letting all 25 ensemble members evolve on their

own independent meshes, we use 5 sample ensemble members to create a mesh upon which all

ensemble members will evolve. Note that since we are considering fixed observations in this first

observation scenario, the observation mesh will not ever change; that is, this is essentially just

doing DA on a fixed mesh. Therefore, we do not consider MO in this observation scenario.

In particular, we look at the DA results for various update tolerances δ . Recall that if the look-

ahead method produces a mesh that is significantly different than the current mesh (given by a user-

prescribed tolerance), the mesh will be updated. Otherwise, the current mesh will remain the same.

Generally speaking, the larger the tolerance is, the fewer times the mesh will need to be updated.

This results in a trade off between computational efficiency due to reduced mesh computations and

potentially having a mesh that does not sufficiently resolve the numerical solution over the entire

observation time interval.

As shown in Figure 4.3, the look-ahead method produces accurate results regardless of the

tolerance chosen.
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Figure 4.3: Look-ahead method for the 1D inviscid Burgers equation with 25 ensemble members
and 5 sample representatives used to create a mesh via Mm. We consider several tolerances δ for
the mesh update.

4.3.2.2 Experiment 2: Look-ahead Method with Fixed Observations and Mm∩MO.

Here we repeat Experiment 1, but we use the 5 sample ensemble members to create a common

mesh via Mm∩MO. The results are similar to those obtained with Mm, as shown in Figure 4.4.

Given that the observations are fixed in this scenario, once the solution dissipates, there is little

need to update the mesh. The benefit to the look-ahead method in this case is that we can achieve

very accurate results with much fewer mesh updates. The experiments with a lower mesh tolerance

will be updated more frequently, resulting in a longer computation time. However, as shown

in Figures 4.3 and 4.4, we can obtain results that are competitive with the baseline experiment

(Figure 4.2) with even higher tolerances δ . In fact, as we increase δ , we see barely any difference

in the RMSE, yet there is a drastic difference in the number of mesh updates. This allows us to

get similar results to the baseline experiment that used an independent mesh for each ensemble

member in just a fraction of the time, and without unnecessary interpolation. We also see that for

this observation scenario, there is very little difference in RMSE between using a mesh formed by

Mm or a mesh formed by Mm∩MO. Recall that in this observation scenario, since the observations

are fixed, MO will not update, so we exclude that experiment. See Table 4.2 for details.
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Figure 4.4: Look-ahead method for the 1D inviscid Burgers equation with 25 ensemble members
and 5 sample representatives used to create a mesh via Mm∩MO. We consider several tolerances
δ for the mesh update.

Common Mesh Mesh Tolerance # Updates Average RMSE
Mm 0.0 49 0.0185
Mm 0.1 39 0.0148
Mm 0.25 20 0.0217
Mm 0.5 11 0.0200

Mm∩MO 0.0 49 0.0154
Mm∩MO 0.1 49 0.0145
Mm∩MO 0.25 18 0.0178
Mm∩MO 0.5 9 0.0181

Table 4.2: Number of updates for mesh based on mesh tolerance and mesh type.

4.3.3 Observation Scenario 2: Moving Observations with Shock

In the next set of experiments, we consider an ensemble of 25 numerical solutions to (4.3), but

now we have two observations that move with the shock instead of five fixed observations. Note

that since the observations are moving in this scenario, the mesh given by MO is no longer a fixed

mesh. Therefore, we consider three possibilities for the single mesh for all ensemble members: the

meshes generated by Mm, MO, and Mm∩MO, respectively.

Again, to put these results into context, we begin by looking at a baseline result obtained from

the methods in [17] where we have 25 ensemble members all evolving on their own independent
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meshes and interpolating to a common mesh at each observational time-step. We look at a common

mesh obtained from Mm, MO, and Mm∩MO. Just like the first set of experiments, we use the tun-

ing parameters from [17] and the MT-localization scheme. The results of this baseline experiment

are shown in Figure 4.5.

This observation scenario is more challenging than the first one in some sense, because we are

only observing two locations instead of five. However, we are still able to achieve good results, in

part because the location of the observations is right at the shock.

Figure 4.5: The MMPDE method works well with an ensemble Kalman filter. The results above
are taken from an experiment with 25 ensemble members, 2 observations that move with the shock,
and parameters chosen from the tuning experiments in [17].

4.3.3.1 Experiment 3: Look-ahead Method Observing Shock with Mm.

We begin by implementing the look-ahead method using 5 ensemble members to compute the

mesh Mm and letting all ensemble members evolve on Mm. We consider various choices of δ . For

the most part, we see that regardless of choice of δ , we still achieve results that are similar to the

baseline experiment where each ensemble member evolved on its own mesh.

However, unlike the first observation scenario where all choices of δ provided accurate results,

we do start to see a decrease in accuracy, particularly early on in the time integration, where the

choice of δ does make a difference. Though the RMSE results would all suggest that this method
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yields a stable DA algorithm - that is, the RMSE is on the order of the observation error - we do

see a considerable difference between δ = 0.5 and smaller choices for δ .

The results are shown in Figure 4.6.

Figure 4.6: Look-ahead method for the 1D inviscid Burgers equation with 25 ensemble members
and 5 sample representatives used to create a mesh via Mm. We consider several tolerances δ for
the mesh update.

4.3.3.2 Experiment 4: Look-ahead Method Observing Shock with MO.

As previously mentioned, in this observation scenario we have moving observations, unlike the first

set of experiments. This results in a time-dependent mesh MO, so we include a set of experiments

using MO as the mesh for all ensemble members.

Even though we have extended the observation time scale to be long enough that we see sig-

nificant differences in the location of the shock, we see that we still need to use significantly larger

δ values in order to see a reduction in the number of mesh updates. The RMSE results are shown

in Figure 4.7, and the number of updates is given in Table 4.3.

4.3.3.3 Experiment 5: Look-ahead Method Observing Shock with Mm∩MO.

Again, we consider numerical solutions to (4.3) using 25 ensemble members and 5 of them as

a sample representative to compute a single mesh for all ensemble members to use. This time,
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Figure 4.7: Look-ahead method for the 1D inviscid Burgers equation with 25 ensemble members
and 5 sample representatives used to create a mesh via MO. We consider several tolerances δ for
the mesh update, and note that they are larger than when we used the mesh given by Mm.

however, we use Mm∩MO as the metric tensor to compute the mesh.

Similar to Experiment 4, using Mm∩MO as the mesh results in needing to choose a larger δ

in order to see a reduction in the number of updates. We are still able to achieve RMSE values that

are on the order of the observation error, even for the larger δ values, but the RMSE is larger than

baseline experiments, at least at first. The RMSE results are shown in Figure 4.8, and the number

of updates is listed in Table 4.3.

Common Mesh Mesh Tolerance # Updates Average RMSE
Mm 0.0 49 0.0160
Mm 0.1 35 0.0177
Mm 0.25 23 0.0215
Mm 0.5 11 0.0376

Mm∩MO 0.0 49 0.0168
Mm∩MO 1.0 49 0.0175
Mm∩MO 3.0 42 0.0209
Mm∩MO 5.0 25 0.0338

MO 0.0 49 0.0213
MO 1.0 49 0.0221
MO 3.0 46 0.0203
MO 6.0 31 0.0305

Table 4.3: Time-averaged RMSE and number of mesh updates for observing the shock in the 1D
inviscid Burgers equation, using the look-ahead method.
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Figure 4.8: Look-ahead method for the 1D inviscid Burgers equation with 25 ensemble members
and 5 sample representatives used to create a mesh via Mm∩MO. We consider several tolerances
δ for the mesh update, and note that they are larger than when we used the mesh given by Mm.

Note that there in order to see a reduction in the number of mesh updates, and therefore a

computational advantage, δ must be significantly larger than it was with either Mm or any of the

meshes in the fixed observation scenario. Asymptotically, the RMSE still decreases to the baseline

level, even with the larger δ values. However, there is a considerable difference at the beginning

of the time integration.

4.3.4 Observation Scenario 3: Moving Observations Away From Shock

Here we consider a difficult observation scenario: we have two observations that move at the same

speed as the shock, but are located far away from the shock. The baseline for this experiment (25

ensemble members using the methods from [17]) is shown in Figure 4.9.

Similar to the other two observation scenarios, we now compare the look-ahead method with

various mesh choices and δ tolerances to these baseline results.

4.3.4.1 Experiment 6: Look-ahead Method Not Observing Shock with Mm.

We use 25 ensemble members overall, and again take 5 of them as a representative sample to

compute a mesh upon which all 25 members will reside. The only difference between this exper-
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Figure 4.9: Baseline experiment for 1D Burgers with 25 ensemble members where the observations
move at the same speed of the shock, far away from the shock.

iment and Experiment 3 is that the observations are taken far away from the shock, whereas in

Experiment 3, the shock was observed directly.

We compare RMSE values for different choices of δ . The results are shown in Figure 4.10. In

particular, since we are not observing the shock, we see that we get a comparatively bad RMSE

for large δ values. Even with the challenging observation scenario, however, we do still have a

successful DA procedure.

Figure 4.10: Baseline experiment for 1D Burgers with 25 ensemble members where the observa-
tions move at the same speed of the shock, far away from the shock.
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4.3.4.2 Experiment 7: Look-ahead Method Not Observing Shock with MO.

When we repeat Experiment 6 with MO, we see the benefit of concentrating the mesh near the

observation locations. That is, our RMSE is lower, even for high values of δ , than in Experiment

6. However, we need to use much higher values of δ in order to lower the number of mesh updates.

See Table 4.4. The RMSE results are shown in Figure 4.11.

Figure 4.11: Baseline experiment for 1D Burgers with 25 ensemble members where the observa-
tions move at the same speed of the shock, far away from the shock.

4.3.4.3 Experiment 8: Look-ahead Method Not Observing Shock with Mm∩MO.

Finally, we repeat the experiment with 25 ensemble members and 5 representative samples using

Mm∩MO as the mesh. As one might predict, we see RMSE values that are in-between those of

Experiment 6 and Experiment 7. Again, we have to update our mesh many more times, even with

higher values of δ , as compared to the previous experiments. The results are shown in Figure 4.12,

and the table of updates for Experiments 6, 7, and 8 is given in Table 4.4.

4.4 Summary

While the approach in [17] yields accurate results, it has each ensemble member evolve on its

own independent mesh, and then interpolates to a common mesh at each observational time-step.
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Figure 4.12: Baseline experiment for 1D Burgers with 25 ensemble members where the observa-
tions move at the same speed of the shock, far away from the shock.

Common Mesh Mesh Tolerance # Updates Average RMSE
Mm 0.0 49 0.0234
Mm 0.1 36 0.0278
Mm 0.25 22 0.0320
Mm 0.5 13 0.0617

Mm∩MO 0.0 49 0.0229
Mm∩MO 1.0 49 0.0221
Mm∩MO 2.0 44 0.0279
Mm∩MO 3.0 29 0.0397

MO 0.0 49 0.0226
MO 1.0 49 0.0195
MO 3.0 45 0.0283
MO 5.0 30 0.0325

Table 4.4: Number of updates for mesh based on mesh tolerance and mesh type.

This can be computationally expensive. For certain problems, such as 1D inviscid Burgers, there

actually is very little variation in the individual ensemble meshes. This suggests that a single

adaptive mesh might be used for all ensemble meshes, reducing the amount of computation and

also eliminating the need for interpolating to a common mesh for each DA step.

Additionally, if the mesh is sufficient over a long period of time, there is no need to update the

mesh at each time-step. To monitor this, a user-determined threshold δ is chosen. A representative

selection of ensemble members is used to compute the mesh at each observational time-step. If
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norm of the difference between the new mesh and the old mesh is greater than δ , the new mesh

becomes the mesh for all ensemble members. Otherwise, we leave the current mesh as it is and

avoid unnecessary interpolation.

Choosing δ larger results in fewer mesh updates, thereby reducing the computational cost. This

is especially impactful in Experiments 1 and 2, where even a small increase in δ results in a many

fewer mesh updates. However, with fewer mesh updates, we run the risk of having a mesh that

does not sufficiently resolve the mesh near sharp interfaces. There is a corresponding increase in

RMSE for larger δ , especially in certain observation scenarios, and when the shock is relatively

steep. In Experiments 3, 4, and 5, for example, we need to use a much larger δ for the mesh formed

from MO and Mm ∩MO in order to see a decrease in the number of mesh updates, as compared

to using Mm to form the mesh, and we also see an increase in RMSE. This results in a trade off:

depending on the problem and the observation scenario, a smaller δ may result in more frequent

mesh updates and more accurate solutions, while a larger δ may lower the computational cost at

the expense of a higher RMSE.

The main advantage of this method is the computational efficiency achieved through the look-

ahead method and reducing the number of mesh updates. We are able to achieve similar RMSE

with decreased computational cost. Even if we update the mesh at every time-step, using a sample

of ensemble members to do so instead of the full ensemble cuts that computation time by whatever

fraction we are choosing for the representative sample. In the experiments presented above, we

used 5 representative ensemble members instead of all 25, so the cost of computing the mesh is 1
5

of what it would have been using all ensemble members. In addition, having a scheme where the

mesh does not update every time also reduces the computation time. Furthermore, the choice of

integrating the ensemble members forward in time on a fixed mesh instead of on a moving mesh

also decreases the computation time for the time integration.

There are a few considerations one must take into account for this approach. One question is

how many ensemble members to use as the representative sample for forming the mesh. Through

experimental tuning, we saw that 5 ensemble members were sufficient for forming the mesh for
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the ensemble of 25 solutions to (4.3). The choice of δ must also be tuned for each application and

observation scenario. As shown in Experiments 1 and 2 versus Experiments 3, 4, and 5, the values

of δ that work in one situation may have little to no impact on the number of mesh updates in a

different scenario. With careful tuning, however, these issues can be resolved to produce a stable

DA scheme that is both accurate and computationally efficient.

In the above results, we explored updating the mesh so that it would be accurate for the next

observation timestep. We might also want a mesh that is accurate throughout the time interval

until the next observation is taken. One way we might achieve this goal is by taking the metric

tensor intersection of the old mesh and the new mesh. Doing so will concentrate mesh points

near the current shock, and also near the location of the shock at the next time step. This idea is

demonstrated in Figure 4.13.

Figure 4.13: The old mesh has mesh points concentrated near the location of the shock, currently,
while the new mesh concentrates the mesh points near the location of the shock at the next obser-
vation timestep. Intersecting the monitor functions that determine Xold and Xnew gives us a mesh
that is concentrated in both places.

Another topic that merits further investigation is how the representatives are chosen. We choose

a portion of the ensemble members at random, but perhaps the choice of the ensemble members

could be optimized to retain information that best reflects all of the ensemble members.

Finally, while the lookahead method works well when the ensemble meshes exhibit little vari-
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ance, it remains to be seen how well this works when there are outliers. Perhaps some members

should be allowed to reside on their own mesh if they are very different from the rest of the ensem-

ble members.
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Chapter 5

Goal-Oriented Metric Tensors

Abstract
We develop goal-oriented metric tensors for adaptive meshing techniques to be used in a data

assimilation (DA) context. The adaptive meshes move not only in relation to the solution of

the PDE, concentrating mesh points where the solution requires a finer resolution, but also

with respect to the observation locations. Previously, these two goals had been addressed

in an ad hoc way; here we present a method to optimally find the best meshing functional

for the purpose of a successful DA procedure. We present a new method of finding goal-

oriented monitor functions and discuss methods of optimizing the monitor function in order

to minimize the norm of the innovation or the root mean squared error (RMSE), or some

other metric that measures the skill of the DA scheme. We implement this new metric tensor

with the one dimensional reaction-diffusion equation.

5.1 Introduction

As we have seen, the process of combining ensemble-based data assimilation (DA) with adaptive

moving meshes is nontrivial. The computations in ensemble-based DA techniques implicitly as-

sume that the ensemble members all reside on the same mesh. However, if the ensemble members

are allowed to evolve on their own independent meshes, we must take care when combining the

ensemble values. Consider an ensemble-based DA scheme where an ensemble of solutions is used

to approximate the true solution and its uncertainty. A common method of using adaptive moving

meshes with an ensemble-based DA procedure is to have a common mesh upon which the DA
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update is performed [6, 2, 26, 17]. There are various choices for this common mesh, the simplest

being a fixed, uniform mesh. However, one may wish to incorporate the features of the individual

meshes so that the common mesh adequately supports each ensemble member.

Another concern when implementing DA with an adaptive mesh is how to concentrate the

common mesh near observation locations so as to reduce the need for interpolating observations.

However, addressing either of these concerns at a fixed time may result in a common mesh that may

not be suitable at a different time. For example, the ensemble solutions may need finer resolution in

a different part of the spatial domain as time progresses, or, in the case of Lagrangian observations,

the observation locations might also change in time. For these situations, we consider an adaptive

common mesh.

There are many ways to define mesh adaptation. We follow the approach of Huang and Russell

[13] and define an adaptive mesh through the use of a user-prescribed metric tensor, where the mesh

can be viewed as uniform in a given metric. That is, the elements of the mesh have unit volume

and are similar to a regular element under the given metric. This metric is defined by a positive-

definite matrix valued monitor function M=M(x). This user- prescribed metric tensor defines the

independent mesh movement for each of the ensemble members, and the adaptive common mesh

is then formed through the metric tensor intersection of each of the ensemble members.

Two common choices for the metric tensor are based on the arc length and the Hessian of

the numerical solution. Both of these choices will yield a mesh that will sufficiently support the

numerical solutions of the ensemble members, but it does not take into account the location of the

observations. Here we suggest a new metric tensor that monitors mesh movement to improve the

DA procedure. In this goal-oriented metric tensor framework, the mesh moves not only based on

the solution, but also based on some quantity important to the DA procedure, such as proximity to

observation locations. While in [17] we balanced these two objectives in an ad hoc way, here we

present a variational approach to updating the adaptive moving mesh. More specifically, we wish

to determine an optimal mesh for the assimilation, thereby enhancing the skill of the DA scheme.
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5.2 A Variational Approach to Determining the Metric Tensor

The success of a DA procedure can be determined by a identical twin experiment, where the

prediction is compared to a “truth” run. The root mean squared error (RMSE) is computed as

RMSE =
1√
M
‖utruth− ū‖2, (5.1)

where ū is the analysis mean. Ideally, we would like to choose the metric tensor M so that the

mesh moves in a way that minimizes the RMSE. In practice, however, the truth is not known, so

instead we use a proxy. We can minimize either the norm of the innovation, ‖I‖2 = ‖y−H(ū)‖2,

or the norm of the Kalman update, ‖K · I‖2, where K = P f HT (HP f HT +R
)−1 is the Kalman gain.

In the previous equation, H is the linear (or linearized) observation operator, R is the observation

covariance matrix, and P f is the forecast covariance.

This leads us to a constrained optimization problem

min
x

G(u,x) subject to ∇xL (u,x) = 0, (5.2)

where, e.g., L (u,x) = ∑ j α jL j(u,x) is a meshing functional depending on the (possibly time

dependent) parameters {α j}, and G(u,x) is a measure of the skill of the DA scheme.

As discussed above, possible options for G(u,x) include the innovation, RMSE, or norm of the

Kalman gain. In a variational DA scheme, one could also optimize over the cost function used in

3DVar or 4DVar, or the variance of a particle filter. Furthermore, the choice of functions G(u,x)

can be adapted in space and time to target locations of high interest.

For the meshing functional L (u,x), we use a sum of terms L j(u,x) that take into account dif-

ferent factors influencing the mesh and skill of the DA. These include information about how well

the ensemble members are approximated on the common mesh, error in interpolation of ensemble

members, and error of interpolation of observations. Note that the condition ∇xL (u,x) = 0 can

either be solved as an algebraic equation or by using a numerical approximation of the gradient
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descent differential equation.

There are many ways to solve this optimization problem. One can simply tune the parameters

{α j} by comparing the resulting G(u,a). Another option would be to solve for α using a classical

method, like Lagrange multipliers. We could also solve for {α j} in a Bayesian context, as DA

is frequently used for parameter estimation. A third choice would be to use a machine learning

approach to estimate the coefficients.

5.2.1 Example: Reaction Diffusion Equation

Consider the reaction diffusion equation

ut = uxx +g(u), 0 < x < L (5.3)

ux(0, t) = ux(L, t) = 0, t > 0 (5.4)

where g(u) is some smooth bistable nonlinearity with three zeros. In the numerical experiments

that follow, we take

g(u,a) = u(u−a)(u−1),

where a is a parameter that controls the location of the unstable root. We implement (5.3) with

L = 50, Neumann boundary conditions and initial condition given by

u(x,0) =
1
2

(
tanh

(
x−25
2
√

2

)
+1
)
. (5.5)

Assuming a moving mesh, its discretization is given by

U̇ j =

[
U j+1−U j−1

x j+1− x j−1

]
ẋ j +

2
x j+1− x j−1

[
U j−1−U j

x j− x j−1
+

U j+1−U j

x j+1− x j

]
+g(U j). (5.6)

For the mesh movement, we let L1(u,x) be the functional that satisfies the equidistribution of

arc length. For a fixed time, the arc length can be calculated as s =
´ b

a

√
1+
(du

dx

)2
dx. Taking
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the gradient and discretizing in space, the mesh movement for equidistribution of arc length is

determined by (5.7):

τ ẋ j =

√(
x j+1− x j

)2
+
(
U j+1−U j

)2−
√(

x j−1− x j
)2

+
(
U j−1−U j

)2
. (5.7)

However, we also want to include a meshing functional that forces the common mesh points

close to the observation locations. Let L denote the number of ensemble members, D the dimension

of the observation space, and M the number of mesh points in the common mesh. Fixing time, we

let uc = {u(xc
j)}M

j=1, and let I denote an interpolation operator that maps uc to uo where uo is

supported at all the observation locations {xo
j}D

j=1 (plus potentially other locations). Then we set

L2(xc) = α2

D

∑
k=1
||xo

k− xc
l ||

2

where xc
l is the mesh point in xc closest to xo

k or some other measure of the interpolation error due

to mismatch between the common mesh locations and the observation locations.

Normalizing the equation so that α1 = 1, this can be written as a general minimization problem:

min
x

G(u,x), subject to L (u,x) := L1(u,x(α))+αL2(u,x(α)) = 0, (5.8)

where α is a (possibly time-dependent) parameter that controls the weight of the second constraint.

Then the new (discretized) constraint is given by

L (u,x) =
M

∑
j=1

√
1+
(

U j+1−U j

x j+1− x j

)2

∆x j +α

D

∑
i=1
‖xo

i − xc
l ‖

2. (5.9)

5.2.2 Numerical Results

We employ the Local Ensemble Transform Kalman Filter (LETKF) [15] with the adaptive moving

meshing scheme described above to implement (5.3) with a = 0.6 in the g(u,x) equation. For our

constraint equation, we use a combination of the equidistribution of arc length, as well as a term
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to monitor the closeness to the observation locations. The discretized constraint that we use in the

following example is given by (5.9).

We use 5 ensemble members, observation error with covariance matrix 0.1I, background co-

variance of 0.1I, and initial perturbation covariance of 0.5I. We do not employ any localization

scheme. There are 5 observations equally spaced through the domain, and 20 mesh points. We use

a integration timestep of 10−4, an observation timestep of 10−2, and we integrate until t = 1. We

tune various values of α to see the effect on the innovation and the RMSE, as shown in Table 5.1.

Value of α Norm of Innovation RMSE
1 0.0522 0.0081
5 0.0553 0.0080
10 0.0512 0.0080
15 0.0559 0.0089
20 0.0504 0.0087
25 0.0526 0.0073

Table 5.1: Time-averaged norm of the innovation and RMSE for the reaction- diffusion equation
with different values of α .

The innovation and RMSE both stay relatively small for all choices of α . The time-series for

the innovation and the RMSE with α = 10 are shown in Figures 5.1 and 5.2 respectively.

Figure 5.1: Time series for the norm of the innovation for the reaction diffusion equation with
α = 10.
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Figure 5.2: Time series for the RMSE for the reaction diffusion equation with α = 10.

5.3 Summary

While the methods used in [17] worked well for an ensemble-based DA scheme with an adaptive

moving mesh, the choice of metric tensor for the common mesh was an arbitrary one. Instead

of using the metric tensor intersection and concentrating the mesh points in an ad hoc way, here

we present a means to systematically choose the metric tensor that defines the common mesh in a

variational setting.

Through the use of a constraint equation that balances the equidistribution of arclength, along

with a constraint that penalizes for not having mesh points close to the observation location, we

are able to adjust the constraint equation in order to optimize a desired value, such as the RMSE or

the norm of the innovation. That is, we determine a common mesh that takes into account different

facts that impact mesh location and hence the DA skill in order to optimize the efficacy of the DA

scheme. In this experiment, we tune α explicitly, by looking both at the RMSE and the norm of

the innovation. We do note, however, that we could also have solved the generalized optimization

equation to solve for α .

71



Chapter 6

Conclusion

Through the use of an adaptive common mesh developed from the moving mesh PDE (MMPDE)

method, we develop an ensemble based DA scheme where each of the ensemble members evolve

independently on their own adaptive meshes. At each observational time-step, the ensemble mem-

bers are interpolated to the adaptive common mesh, updated according to the DA scheme, and then

interpolated back to their individual meshes.

We follow the MMPDE adaptive meshing strategy where the mesh of each ensemble member

is determined by a matrix-valued monitor function, also called a metric tensor, so that the mesh

is viewed as uniform in that metric. At each observational time-step, an adaptive common mesh

is calculated. There are several choices for this common mesh. One choice, Mm, is obtained by

taking the intersection of the ensemble members’ metric tensors. This results in a common mesh

that in some sense satisfies all of the ensemble members. Another option, MO, is to concentrate the

common mesh near observation locations or observation trajectories. Concentrating the mesh near

the observation locations reduces the amount of interpolation error at each observational time-step.

A third choice is to intersect Mm with MO. Using the observational mesh MO in a DA scheme

reduces the transient time in converging to the asymptotic behavior, but regardless of which is

employed as the common mesh, all choices Mm, MO, and Mm∩MO produce stable results. The

efficacy of several techniques developed in this work is illustrated using sharp interface problems,

in particular 1D and 2D inviscid Burgers equations, under a discontinuous Galerkin discretization.

We develop a new adaptive localization algorithm based on the metric tensor of the common

mesh Mm. The MT adaptive localization scheme uses the metric tensor to define a domain local-

ization strategy that is dynamically updated in time and space. For the 1D and 2D inviscid Burgers
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equations, the MT localization scheme compared favorably with the Gaspari-Cohn (GC) localiza-

tion schemes. One of the benefits of the MT localization scheme is that it is robust with respect

to the tuning parameters and requires less precise tuning than GC localization in either the model

space or in the observation space.

The interpolation that is used at each observational time-step can have a significant impact on

the performance of the DA scheme. Using a DG discretization for the PDE together with a DG-

based interpolant allows the ensemble members to maintain the advantages of DG discretization

independent of their supporting mesh. For the 1D inviscid Burgers problem, there was no sig-

nificant difference in RMSE between linear and DG interpolation. For the 2D inviscid Burgers

equation, however, using a DG-based interpolation scheme improved the overall performance of

the DA scheme as compared to linear interpolation.

This metric tensor approach to data assimilation on adaptive moving meshes, as well as the

MT localization scheme, is applicable in higher spatial dimensions. There are several interesting

avenues for further investigation. These include the development of adaptive meshes in which

a single mesh supports all ensemble members over an observation cycle. In this approach, we

use a representative sampling of the ensemble members to create a mesh (either Mm, MO, or

Mm ∩MO) and the associated MT localization scheme. We use that single mesh for all of the

ensemble members. At each observational time-step, we compute the representative mesh again,

and if it differs sufficiently from the previous mesh (as determined by a user-defined threshold),

we interpolate all ensemble members to that new mesh.

This single adaptive mesh approach has the potential to greatly reduce the computational time,

achieving similar RMSE results as compared to using an independent adaptive mesh for each

ensemble member. However, careful tuning is required. Choosing the threshold too small will not

reduce the computational cost, as the mesh will still have to be updated frequently. On the other

hand, if we choose the threshold too large, the mesh may not sufficiently resolve the ensemble

members near the sharp gradients.

Finally, while the methods presented in [17] yield a stable DA algorithm for incorporating

73



adaptive moving meshes with an ensemble based DA scheme, the way in which we define the

common mesh was done arbitrarily via the metric tensor intersection of the ensemble methods and

then potentially concentrated near the observation locations. As an alternative, we can create the

common mesh through a metric tensor that is defined in a way to minimize the RMSE, the norm

of the innovation, or some other measure of DA success. In this variational setup, we minimize

the feature of interest subject to a constraint equation that consists of a linear combination of

various cost equations, such as the equidistribution of arclength or the proximity of mesh points to

the observation locations. Solving for the (possibly time-dependent) coefficients in the constraint

equation gives us a way to systematically modify the common mesh so that we achieve the best

DA results.
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Appendix A

Notation Glossary

Variable Description

C Gaspari-Cohn localization function

D dimension of observation space

d spatial dimension of PDE

ei ith ensemble member

FK affine mapping between elements in mesh and reference element

G Mesh function

H (nonlinear) observation operator

H linearization of H

h refers to spatial discretization, as a subscript

I identity

j spatial discretization index

K Kalman gain matrix

K element in mesh

K̂ reference element

L function whose gradient gives mesh equation

L localization parameter

M dimension of state space

m̂ predicted ensemble mean

M metric tensor
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Variable Description (continued)

MK metric tensor at element K

Mei
K metric tensor of ith ensemble member at element K

Mm
K metric tensor of mesh obtained from metric tensor intersection of ensemble meshes at element K

MO
K metric tensor of observation mesh at element K

n time index

N normal distribution

Ne number of ensemble members

NO number of observations

N number of simplicial complexes in mesh

Pb background error covariance matrix

R observation error covariance matrix

S length of spatial domain for 1D Burgers

t time variable

∆t observation time scale

T matrix transpose, as a superscript

T time index at final time

T ei
h ith ensemble mesh

Th common mesh

u state variable

û state forecast

ub background state

U numerical solution

V state vector augmented with mesh locations

x node location in 1D

xO observation location

y observation variable
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Variable Description (continued)

z continuous time DA observation variable

Ψ physical model for discrete time dynamical system

ξ model noise

η observation noise

Σ model error covariance matrix

τ scalar to determine mesh velocity

Ω polyhedral domain
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