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#### Abstract

This thesis includes four main parts. The first part is an exposition about Malliavin calculus, Malliavin-Stein method, Walsh stochastic integral and existence and regularity of mild solution to stochastic heat equation. In the second part, we study Malliavin differentibility of the solution of stochastic heat equation and establishing $L^{p}$-bounds for Malliavin derivatives. One way to obtain such results is through Feynman-Kac formula which is studied in the second part as well.

Last two parts are devoted to quantitative rates of convergences corresponding to some central limit theorems: We start with studying such problem for spatial averages of the solution to the stochastic heat equation. Then, we establish rate of convergence results in total variation as well as in Wasserstein distances for the Breuer-Major theorem.
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## Chapter 1

## Introduction

In this introduction we explain the problems considered in the projects which form this thesis.
The connection between heat flow and Brownian motion is a well-known and recurring theme in the mathematical study of these two objects. Feynman-Kac formula exhibits this well-known connection by representing the solution to the heat equation with a deterministic external forcing term as an expectation of a functional of Brownian motion. One should then ask whether a similar representation exists in the case of stochastic heat equation (5.1). Indeed, in the case $g(x)=x$, see for example [25], a Feynman-Kac representation for the $p$-th moment of the solution is obtained as in (5.17) as a functional of $\left\{B_{j}\right\}_{j=1, \cdots, p}$, which is a family of independent Brownian motions independent of the noise $W$ in the equation. The main purpose of the work in [32] which we recall in subsection 5.2.1 is to obtain a similar representation for moments of iterated derivatives $D_{r_{1}, z_{1}} \cdots D_{r_{N}, z_{N}} u(t, x)$ of the solution $u(t, x)$ in terms of independent pinned Brownian motions starting from $x$ with each component pinned at times $t-r_{m}$ to the points $z_{m}$ for $1 \leq m \leq N$. We proposed a formula Theorem 5.18 for the moments of the iterated Malliavin derivatives, which is interesting on its own, and implies the estimate Corollary 5.19 which can be immediately used together with Malliavin-Stein estimates.

Following the ideas by Conus, Joseph, and Khoshnevisan [19], Huang, Nualart and Viitasaari [27] observed that the spatial integral, $\int_{-R}^{R} u(t, x) d x$ of the solution to the equation (5.1) with the constant initial condition behaves like a sum of i.i.d. random variables. Indeed, they proved that the variance of the spatial integral behaves like $R$ and $\int_{-R}^{R} u(t, x) d x / \sqrt{R}$ converges in distribution to a normal random variable. Using Malliavin-Stein bound Theorem 3.10, they also established a quantitative version, see Theorem 6.2. In [31] which we present in chapter 6, we studied such
quantitative estimates using the distance between densities with respect to the supremum norm. First, we have established the existence of the density using results from Malliavin calculus, see Proposition 2.50. Then, we have applied a Malliavin-Stein approach to obtain Malliavin-Stein bound Theorem 3.13 between the density of a random variable given in the form $F=\delta(V)$ and the density $\phi$ of a standard normal distribution and then used these results to prove Theorem 6.4. One of the main two challenging parts of this methodology was the estimation of the moments of second derivative of the solution which had not been considered before except in the case $g(x)=x$. The other challenge was to get a uniform estimate for the negative moments of $\left\langle D F_{R, t}, V_{R, t}\right\rangle_{\mathfrak{H}}$ using a non-degeneracy condition on $g(u(t, x))$. The latter parts of the proof rely highly on the positivity as well as Hölder continuity of the solution.

We also considered the case with the initial condition $u_{0}(x)=\delta_{0}(x)$ and $g(x)=x$. One important difference from the previous set-up lies in the fact that for a fixed $t>0$, the process $\{u(t, x)\}_{x \in \mathbb{R}}$ itself is not stationary but $\{U(t, x)\}_{x \in \mathbb{R}}=\left\{u(t, x) / p_{t}(x)\right\}_{x \in \mathbb{R}}$ is, see [1]. An advantage is that the second derivative estimate in this case follows from the bound (6.46) as a corollary to FeynmanKac formula that we obtained in [32]. Using again Theorem 3.13, we have obtained the rate of convergence result, see Theorem 6.8. Finally, note that negative moments of $\left\langle D G_{R, t}, w_{R, t}\right\rangle_{\mathfrak{H}}$ are not necessarily bounded so that their growth must be taken into account when estimating the rate of convergence.

In the last chapter, we consider a centered stationary Gaussian sequence of random variables $X=\left\{X_{n}\right\}_{n \in \mathbb{N}_{0}}$ defined in Definition 7.1. Breuer and Major established a normal approximation result in [8] which states that if the covariance function $\rho$ of $X$ safisfies the integrability condition (7.3), then the sequence $F_{n}$ defined in (7.1) converges in law to the centered normal distribution. Using Dini's theorem one can show that convergence holds with respect to the Kolmogorov distance, however, determining the convergence in total variation distance is a more delicate question. For example, if $g$ is taking values in a discrete subset of $\mathbb{R}$, then $d_{\mathrm{TV}}\left(F_{n}, N\left(0, \sigma^{2}\right)\right)=1$ for all $n \in \mathbb{N}$. In [30], we investigated the rate of convergence in total variation and Wasserstein distances associated to this normal approximation, see Theorem 7.8, Theorem 7.10, Theorem 7.15. In this
paper, chaos expansions together with Malliavin-Stein method is used to establish the rates corresponding to total variation and Wasserstein distances under a technical assumption that $A(g) \in \mathbb{D}^{1,4}$ (See (7.9)). Later, in [41], Nourdin, Nualart and Peccati obtained the same bound for total variation distance under the strictly weaker assumption that $g \in \mathbb{D}^{1,4}$ using a combination of Gebelein's inequality (see [41, Lemma 2.5]) together with Malliavin-Stein bounds. In particular, the estimate is now valid for $g(x)=|x|^{p}-\mathrm{E}\left[|Z|^{p}\right]$ for any $p \geq 1$. It is important to note that the two summands on the right hand side of (7.11) are not comparable in general but the bound still implies the convergence in total variation distance under the assumption $\|\rho\|_{l^{2}}<\infty$ (See Lemma 7.14).

We will first give a thorough presentation of the preliminary materials in chapter 2, chapter 3, chapter 4, chapter 5 and partly in other chapters, and then present the results which we mentioned above in parts of chapter 5, chapter 6 and chapter 7. Readers can choose to read in the order chapter 2 , chapter 3 , chapter 4 , chapter 5 , chapter 6 , or chapter 2 , chapter 3 , chapter 7 independently.

## Chapter 2

## Malliavin calculus

Malliavin [34] constructed a differential calculus on the Wiener space to obtain a purely probabilistic proof of Hörmander's theorem on the existence and smoothness of densities for solutions of stochastic differential equations. Since then Malliavin calculus have found its applications in various topics. In this chapter, we first recall the basic results in this theory using the book Nualart [42], as well as the books Baudoin [4], Matsumoto and Taniguchi [35], Nualart and Nualart [43], Nourdin and Peccati [38], Sanz-Solé [52], Üstünel [55] and lecture notes Bally [3], Hairer [22], Kunze [29], Nualart [47]. The density theorem presented in the last section is first proved in Caballero, Fernández, and Nualart [9].

### 2.1 Introduction

Let $\mathfrak{H}$ be a real separable Hilbert space with inner product $\langle\cdot, \cdot\rangle_{\mathfrak{H}}$ and associated norm $\|\cdot\|_{\mathfrak{H}}=$ $\langle\cdot, \cdot\rangle_{\mathfrak{H}}^{1 / 2} \cdot(\Omega, \mathfrak{F}, \mathrm{P})$ is a fixed probability space.

Definition 2.1. $W=\{W(h)\}_{h \in \mathfrak{H}}$ is called isonormal Gaussian process over $\mathfrak{H}$ if $W$ is a centered Gaussian family, that is a collection of jointly Gaussian random variables, defined on a probability space $(\Omega, \mathfrak{F}, P)$ with covariance function $\mathrm{E}[W(h) W(g)]=\langle g, h\rangle_{\mathfrak{H}}$. Further assume $\mathfrak{F}$ is the $\sigma$-field generated by $W$.

Lemma 2.2. Let $\{W(h)\}_{h \in \mathfrak{H}}$ be an isonormal Gaussian process over $\mathfrak{H}$. Then the map $h \mapsto W(h)$ is a linear isometry.

Proof. Let $g, h \in \mathfrak{H}$ and $\alpha, \beta \in \mathbb{R}$, then we have

$$
\begin{aligned}
\mathrm{E} & {\left[(W(\alpha h+\beta g)-\alpha W(h)-\beta W(g))^{2}\right] } \\
= & \mathrm{E}\left[(W(\alpha h+\beta g))^{2}\right]+\alpha^{2} \mathrm{E}\left[(W(h))^{2}\right]+\beta^{2} \mathrm{E}\left[(W(g))^{2}\right] \\
& -2 \alpha \mathrm{E}[W(\alpha h+\beta g) W(h)]-2 \beta \mathrm{E}[W(\alpha h+\beta g) W(g)]-2 \alpha \beta \mathrm{E}[W(g) W(h)] \\
= & \|\alpha h+\beta g\|_{\mathfrak{H}}^{2}+\alpha^{2}\|h\|_{\mathfrak{H}}^{2}+\beta^{2}\|g\|_{\mathfrak{H}}^{2}-2 \alpha\langle\alpha h+\beta g, h\rangle_{\mathfrak{H}}-2 \beta\langle\alpha h+\beta g, g\rangle_{\mathfrak{H}}-2 \alpha \beta\langle h, g\rangle_{\mathfrak{H}} \\
= & 0
\end{aligned}
$$

which implies that $W(\alpha h+\beta g)=\alpha W(h)+\beta W(g)$ almost surely.

Lemma 2.3. The map $h \mapsto W(h)$ is a linear isometry from $\mathfrak{H}$ to a closed subspace of $L^{2}(\Omega, \mathfrak{F}, \mathrm{P})$ such that for all $h \in \mathfrak{H}, W(h)$ is a real valued centred Gaussian random variable if and only if $W=\{W(h)\}_{h \in \mathfrak{H}}$ is an isonormal Gaussian process over $\mathfrak{H}$.

Proof. For the forward direction, it is enough to show that $\{W(h)\}_{h \in \mathfrak{H}}$ is a Gaussian family. Indeed, for any $h_{1}, \cdots h_{n} \in \mathfrak{H}$ and $\alpha_{1} \cdots \alpha_{n} \in \mathbb{R}$, using linearity, we have $\sum_{i=1}^{n} \alpha_{i} W\left(h_{i}\right)=W(h)$ where $h=\sum_{i=1}^{n} \alpha_{i} h_{i}$ is centred Gaussian random variable. Converse implication follows from Lemma 2.2.

Proposition 2.4. There exists an isonormal Gaussian process $W$ over $\mathfrak{H}$ for any given real separable Hilbert space $\mathfrak{H}$.

Proof. Let $\left\{N_{i}\right\}_{i \in \mathbb{N}}$ be a sequence of i.i.d. normal random variables defined on the probability space $(\Omega, \mathfrak{F}, \mathrm{P})$ and let $\left\{e_{i}\right\}_{i \in \mathbb{N}}$ be an orthonormal basis of $\mathfrak{H}$. For $h=\sum_{i=1}^{\infty} h_{i} e_{i}$ where $h_{i}=\left\langle h, e_{i}\right\rangle_{\mathfrak{H}}, i \in \mathbb{N}$, set $W(h):=\sum_{i=1}^{\infty} h_{i} N_{i}$ in $L^{2}(\Omega, \mathfrak{F}, \mathrm{P})$. Then $W: \mathfrak{H} \rightarrow L^{2}(\Omega, \mathfrak{F}, \mathrm{P})$ is linear and each $W(h)$ is is a centred Gaussian random variable. Moreover

$$
\mathrm{E}[W(h) W(g)]=\sum_{i=1}^{\infty} h_{i} g_{i}=\langle h, g\rangle_{\mathfrak{H}} .
$$

Then, the result follows from Lemma 2.3.

Example 2.5. Let $\mathfrak{H}:=L^{2}([0,1], \mathscr{B}([0,1]), m)$ where $m$ is Lebesgue measure on $[0,1]$. Then by Proposition 2.4, there is an isonormal Gaussian process $W$ over $L^{2}([0,1], \mathscr{B}([0,1]), m)$. Let $B_{t}:=$ $W\left(\mathbf{1}_{[0, t]}\right)$. Then, for $t, s \in[0,1]$

$$
\mathrm{E}\left[B_{t} B_{s}\right]=\int_{0}^{1} \mathbf{1}_{[0, t]}(r) \mathbf{1}_{[0, s]}(r) d r=s \wedge t
$$

Moreover, given $0 \leq t_{0}<t_{1}<\cdots<t_{n}=t \leq 1$, the functions $\mathbf{1}_{\left(t_{0}, t_{1}\right]}, \cdots, \mathbf{1}_{\left(t_{n-1}, t\right]}$ are orthogonal in $L^{2}([0,1], \mathscr{B}([0,1]), m)$, hence $B_{t_{1}}-B_{t_{0}}=W\left(\mathbf{1}_{\left(t_{0}, t_{1}\right]}\right), \cdots, B_{t}-B_{t_{n-1}}=W\left(\mathbf{1}_{\left(t_{n-1}, t\right]}\right)$ are uncorrelated, hence independent by being jointly Gaussian. Thus the process $\left(B_{t}\right)_{t \in[0,1]}$ is a Brownian motion with the filtration $\mathfrak{F}_{t}:=\sigma\left(B_{s}: s \leq t\right)$ if we can show that it has continuous paths. Indeed, by Kolmogorov's theorem, it can be showed that $B_{t}$ has continuous modification. We will write

$$
\int_{0}^{t} f(s) d B(s):=W\left(\mathbf{1}_{[0, t]} f\right)
$$

and call $\int_{0}^{t} f(s) d B(s)$ the Wiener integral of $f$ over $[0, t]$.

Definition 2.6. For $n \in \mathbb{N}_{0}$, the $n$-th Hermite polynomial $H_{n}(x)$ is defined as, $H_{0} \equiv 1$, and for $n \geq 1$ :

$$
H_{n}(x):=\frac{(-1)^{n}}{n!} e^{x^{2} / 2} \frac{d^{n}}{d x^{n}}\left(e^{-\frac{x^{2}}{2}}\right)
$$

First few Hermite polynomials are $H_{0}(x)=1, H_{1}(x)=x, H_{2}(x)=\frac{x^{2}-1}{2}$.
Notation 2.7. Let $\phi(x):=\frac{1}{\sqrt{2 \pi}} e^{-x^{2} / 2}$ be the density of the standard normal distribution.
Some basic properties of Hermite polynomials are listed in the following lemma:
Lemma 2.8. Hermite polynomials satisfy the following properties:
(i) For all $t \in \mathbb{R}, \exp \left(t x-t^{2} / 2\right)=\sum_{n=0}^{\infty} t^{n} H_{n}(x)$ in $L^{2}(\mathbb{R}, \mathscr{B}(\mathbb{R}), \phi(x) d x)$.
(ii) For all $n \in \mathbb{N}, H_{n}^{\prime}(x)=n H_{n-1}(x)$.
(iii) For all $n \in \mathbb{N}, H_{n+1}(x)=x H_{n}(x)-n H_{n-1}(x)$.
(iv) For all $n \in \mathbb{N}, H_{n}(-x)=(-1)^{n} H_{n}(x)$.

The following lemma reflects the close relation between Hermite polynomials and Gaussian random variables.

Lemma 2.9. Let $M, N$ be standard Gaussian random variables which are jointly Gaussian. Then for $m, n \in \mathbb{N}_{0}$, we have

$$
\mathrm{E}\left[H_{n}(M) H_{m}(N)\right]= \begin{cases}0, & \text { if } n \neq m, \\ \frac{(\mathrm{E}[M N])^{n}}{n!}, & \text { if } n=m .\end{cases}
$$

Definition 2.10. Let $W$ be an isonormal Gaussian process over $\mathfrak{H}$. For each $n \in \mathbb{N}_{0}$, the $n$-th Wiener chaos $\mathscr{H}_{n}$ is the closure of the linear span of $\left\{H_{n}(W(h)): h \in \mathfrak{H},\|h\|_{\mathfrak{H}}=1\right\}$ in $L^{2}(\Omega, \mathfrak{F}, \mathrm{P})$.

Note that since $H_{0} \equiv 1$, the 0 -th Wiener chaos $\mathscr{H}_{0}$ is the set of all constants and since $H_{1}(x)=x$, $\mathscr{H}_{1}=\{W(h): h \in \mathfrak{H}\}$ is the 1 -st Wiener chaos.

Lemma 2.11. Let $W$ be an isonormal Gaussian process over $\mathfrak{H}$ and $\left\{\mathscr{H}_{n}\right\}_{n \in \mathbb{N}_{0}}$ be the corresponding Wiener chaos. Then for $m \neq n, \mathscr{H}_{n}$ and $\mathscr{H}_{m}$ are orthogonal.

Lemma 2.12. The random variables $\left\{e^{W(h)}\right\}_{h \in \mathfrak{H}}$ form a total subset of $L^{2}(\Omega, \mathfrak{F}, P)$. In other words, if $X \in L^{2}(\Omega, \mathfrak{F}, \mathrm{P})$ is such that $\mathrm{E}\left[X e^{W(h)}\right]=0$ for all $h \in \mathfrak{H}$, then $X=0$.

Theorem 2.13. Let $W$ be an isonormal Gaussian process over $\mathfrak{H}$ and $\left\{\mathscr{H}_{n}\right\}_{n \in \mathbb{N}}$ be the corresponding Wiener chaos. Then

$$
\begin{equation*}
\bigoplus_{n=0}^{\infty} \mathscr{H}_{n}=L^{2}(\Omega, \mathfrak{F}, \mathrm{P}) \tag{2.1}
\end{equation*}
$$

and this decomposition is orthogonal. In other words, every $F \in L^{2}(\Omega, \mathfrak{F}, \mathrm{P})$ admits a unique expansion of the form

$$
F=\sum_{n=0}^{\infty} V_{n} \text { in } L^{2}(\Omega, \mathfrak{F}, \mathrm{P})
$$

where for each $n \in \mathbb{N}_{0}, V_{n} \in \mathscr{H}_{n}$, and $F_{0}=\mathrm{E}[F]$.

Corollary 2.14. $\left\{\sqrt{n!} H_{n}\right\}_{n \in \mathbb{N}}$ is an orthonormal basis of $L^{2}(\mathbb{R}, \mathscr{B}(\mathbb{R}), \phi(x) d x)$.
Proof. Let $(\Omega, \mathfrak{F}, \mathrm{P})=(\mathbb{R}, \mathscr{B}(\mathbb{R}), \phi(x) d x)$ and $\mathfrak{H}=\mathbb{R}$. Define $W: \mathbb{R} \rightarrow L^{2}(\mathbb{R}, \mathscr{B}(\mathbb{R}), \phi(x) d x)$ by $(W(h))(x)=h x$. Then $W$ is an isonormal Gaussian process. Indeed, under $\phi(x) d x, x$ is a Gaussian random variable. Moreover, $\mathrm{E}[W(h) W(g)]=h g \int_{\mathbb{R}} x^{2} d \phi(x) d x=h g$. Furthermore, note that $\mathfrak{H}=\mathbb{R}$ has only two elements of norm 1 which corresponds to the random variables $x$ and $-x$. But since $H_{n}(-x)=(-1)^{n} H_{n}(x)$ from Lemma 2.8, each $\mathscr{H}_{n}$ is one-dimensional. Thus, by Theorem 2.13 and Lemma 2.9, $\left\{\sqrt{n!} H_{n}\right\}$ is an orthonormal basis of $L^{2}(\mathbb{R}, \mathfrak{F}, \phi(x) d x)$. Finally, claim follows by noting that $\mathfrak{F}=\sigma(x)=\mathscr{B}(\mathbb{R})$.

Definition 2.15. Let $f \in L^{2}(\mathbb{R}, \mathscr{B}(\mathbb{R}), \phi(x) d x)$ have mean zero. By Corollary 2.14, $f$ admits Hermite expansion

$$
f(x)=\sum_{n=1}^{\infty} a_{n} H_{n}(x)
$$

The Hermite rank of the function $f$ is then defined as

$$
\inf \left\{n \geq 1: a_{1}=a_{2}=\cdots=a_{n-1}=0, a_{n} \neq 0\right\}=: d
$$

### 2.2 Malliavin derivative

Let $C_{p}^{\infty}\left(\mathbb{R}^{m}\right)$ denote the set of all infinitely continuously differentiable functions $f: \mathbb{R}^{m} \rightarrow \mathbb{R}$ such that $f$ and all of its partial derivatives have polynomial growth. Let $S=\cup_{m \in \mathbb{N}} C_{p}^{\infty}\left(\mathbb{R}^{m}\right)$. Let $\mathscr{S}$ denote the set of all random variables of the form $f\left(W\left(h_{1}\right), \cdots, W\left(h_{m}\right)\right)$, where $m \geq 1, f \in C_{p}\left(\mathbb{R}^{m}\right)$ and $h_{i} \in \mathfrak{H}$, for $i=1, \cdots, m$. Elements of $\mathscr{S}$ will be called smooth functionals of $W$. Also for any separable Hilbert space $\mathfrak{K}$, set

$$
\mathscr{S}(\mathfrak{K}):=\left\{\sum_{j=1}^{n} F_{j} k_{j}: F_{j} \in \mathscr{S}, k_{j} \in \mathscr{K}, j=1, \cdots n, n \in \mathbb{Z}_{+}\right\} .
$$

Lemma 2.16. The spaces $\mathscr{S}$ and $\mathscr{S}(\mathfrak{K})$ are dense in $L^{p}(\Omega, \mathfrak{F}, \mathrm{P}), L^{p}(\Omega, \mathfrak{F}, \mathrm{P} ; \mathfrak{K})$ respectively for every $p \in[1, \infty)$.

For $p>1$, this claim can be proved by showing for all $X \in L^{\frac{p}{p-1}}, \mathrm{E}[X F]=0$ for all $F \in \mathscr{S}$ implies $X=0$ a.e.

Definition 2.17. Let $F \in \mathcal{S}$ be of the form $f\left(W\left(h_{1}\right), \cdots, W\left(h_{m}\right)\right)$ for some $h_{1} \cdots h_{m} \in \mathfrak{H}$ and $m \in \mathbb{N}_{0}$. The Malliavin Derivative $D F$ of $F$ (with respect to the underlying isonormal Gaussian family $W$ ) is the element of $L^{2}(\Omega, \mathfrak{F}, \mathrm{P} ; \mathfrak{H})$ defined by

$$
\begin{equation*}
D F:=\sum_{i=1}^{m} \frac{\partial f}{\partial x_{i}}\left(W\left(h_{1}\right), \cdots, W\left(h_{m}\right)\right) h_{i} . \tag{2.2}
\end{equation*}
$$

Remark 2.18. This definition is well-defined in the sense that it doesn't depend on the representation of the given random variable. To see this let $\left\{e_{i}\right\}_{i \in \mathbb{N}} \subset \mathfrak{H}$ be an orthonormal basis and $h_{1}, \cdots h_{m} \in \mathfrak{H}$. Assume $F \in \mathscr{S}$ has representations

$$
F=f\left(W\left(h_{1}\right), \cdots, W\left(h_{m}\right)\right)=g\left(W\left(e_{1}\right), \cdots, W\left(e_{n}\right)\right)
$$

for some $f, g$. Without loss of generality we may assume that

$$
\operatorname{span}\left\{e_{1}, \cdots, e_{n}\right\}=\operatorname{span}\left\{h_{1}, \cdots, h_{m}\right\}
$$

and $m=n$. Otherwise, we can let $h_{m+1}=e_{1}, \cdots, h_{n+m}=e_{n}$ and $e_{m+1}=h_{1}, \cdots, e_{m+n}=h_{m}$ and replacing $f, g$ with $\tilde{f}, \tilde{g}$, where $\tilde{f}\left(x_{1}, \cdots, x_{m+n}\right)=f\left(x_{1}, \cdots, x_{n}\right)$ and $\tilde{g}\left(x_{1}, \cdots, x_{m+n}\right)=g\left(x_{1}, \cdots, x_{m}\right)$. This doesn't effect the derivative because $\partial_{j} \tilde{f}=0$ for $j>n$ and $\partial_{j} \tilde{g}=0$ for $j>n$. Let $T: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ be the linear transformation such that $T_{i j}=\left\langle h_{i}, e_{j}\right\rangle$ for all $i, j \in\{1, \cdots, n\}$. Then by linearity of $W$, $T\left(W\left(e_{1}\right), \cdots W\left(e_{n}\right)\right)=\left(W\left(h_{1}\right), \cdots, W\left(h_{n}\right)\right)$, so that

$$
\begin{equation*}
(f \circ T)\left(W\left(e_{1}\right), \cdots W\left(e_{n}\right)\right)=g\left(W\left(h_{1}\right), \cdots, W\left(h_{n}\right)\right)=X \tag{2.3}
\end{equation*}
$$

This implies that $f \circ T=g$. Indeed, if $f \circ T\left(x_{0}\right) \neq g\left(x_{0}\right)$ for some for some $x_{0} \in \mathbb{R}^{n}$, then by continuity $|f \circ T-g|>\varepsilon$ in a neighborhood of $x_{0}$. Since the standard Gaussian vector $W\left(e_{1}\right), \cdots W\left(e_{n}\right)$ has strictly positive probability of being in that neighbourhood, this contradicts the equality (2.3). This using the chain rule from elementary calculus,

$$
\begin{aligned}
\sum_{i=1}^{n} \partial_{i} g\left(W\left(e_{1}\right), \cdots W\left(e_{n}\right)\right) e_{i} & =\sum_{i=1}^{n} \partial_{i} f \circ T\left(W\left(e_{1}\right), \cdots W\left(e_{n}\right)\right) e_{i} \\
& =\sum_{i, j=1}^{n} \partial_{j}(f \circ T)\left(W\left(e_{1}\right), \cdots W\left(e_{n}\right)\right)\left\langle h_{j}, e_{i}\right\rangle e_{i} \\
& =\sum_{j=1}^{n} \partial_{j} f\left(W\left(h_{1}\right), \cdots W\left(h_{n}\right)\right) h_{j} .
\end{aligned}
$$

Before we get into some properties of the Malliavin operator, let us consider some examples.

Example 2.19. If $f(x)=x$, we see $D(W(h))=h$.

Example 2.20. Let $W$ be as in Example 2.5 and $F=f\left(W\left(1_{[0, t]}\right)\right) \in \mathscr{S}$. Then for each $h \in \mathfrak{H}=$ $L^{2}([0,1], \mathscr{B}([0,1]), m)$, using the definition of Malliavin derivative, we have

$$
\langle D F, h\rangle_{\mathfrak{H}}=f^{\prime}\left(W\left(1_{[0, t]}\right)\right)\left\langle 1_{[0, t]}, h\right\rangle_{\mathfrak{H}}=f^{\prime}\left(W\left(1_{[0, t]}\right)\right) \int_{0}^{t} h(s) d s
$$

Note that the left hand side of this equation in the path space is also equal to

$$
\left.\frac{d}{d \varepsilon} F\left(\omega+\varepsilon \int_{0} h(s) d s\right)\right|_{\varepsilon=0}
$$

Define the the Cameron-Martin space $\mathfrak{H}^{1}$ of $\Omega$ as

$$
\mathfrak{H}^{1}:=\left\{\tilde{h} \in C([0,1]): \tilde{h}(t)=\int_{0}^{t} h(s) d s, \text { for some } h \in \mathfrak{H}\right\} .
$$

$\mathfrak{H}^{1}$ is an Hilbert space with the inner product

$$
\langle\tilde{h}, \tilde{g}\rangle_{\mathfrak{H}^{1}}=\int_{0}^{1} h(s) g(s) d s,
$$

and it is isomorphic to $\mathfrak{H}$. Then, for any $h \in \mathfrak{H},\langle D F, h\rangle_{\mathfrak{H}}$ is the directional derivative of $F$ in the direction $\tilde{h} \in \mathfrak{H}^{1}$ where $\tilde{h}(t)=\int_{0}^{t} h(s) d s$.

Remark 2.21. In general, the derivative $D F$ can be interpreted as the directional derivative as follows: For $F=f(W(h)) \in \mathscr{S}$ and $g \in \mathfrak{H}$, on one had, we have

$$
\langle D F, g\rangle_{\mathfrak{H}}=f^{\prime}(W(h))\langle h, g\rangle_{\mathfrak{H}},
$$

and on the other hand

$$
\lim _{\varepsilon \rightarrow 0} \frac{f\left(W(h)+\varepsilon\langle h, g\rangle_{\mathfrak{H}}\right)-f(W(h))}{\varepsilon}=\lim _{\varepsilon \rightarrow 0} \frac{f^{\prime}(W(h)) \varepsilon\langle h, g\rangle_{\mathfrak{H}}}{\varepsilon}=f^{\prime}(W(h))\langle h, g\rangle_{\mathfrak{H}} .
$$

Hence, one has

$$
\langle D F, g\rangle_{\mathfrak{H}}=\lim _{\varepsilon \rightarrow 0} \frac{f\left(W(h)+\varepsilon\langle h, g\rangle_{\mathfrak{H}}\right)-f(W(h))}{\varepsilon} .
$$

Now we will prove some preliminary integration by parts formula which will then allow us to extend the derivative operator to a larger class of random variables.

Lemma 2.22. Let $F, \tilde{F} \in \mathscr{S}$ and $h \in \mathfrak{H}$. Then

$$
\begin{gather*}
\mathrm{E}\left[\langle D F, h\rangle_{\mathfrak{H}}\right]=\mathrm{E}[F W(h)]  \tag{2.4}\\
\mathrm{E}\left[\tilde{F}\langle D F, h\rangle_{\mathfrak{H}}\right]=\mathrm{E}[F \tilde{F} W(h)]-\mathrm{E}\left[F\langle D \tilde{F}, h\rangle_{\mathfrak{H}}\right] . \tag{2.5}
\end{gather*}
$$

Proof. Note that Leibniz formula

$$
\begin{equation*}
D(F \tilde{F})=\tilde{F} D F+F D \tilde{F} \tag{2.6}
\end{equation*}
$$

follows from the Leibniz formula for the usual derivative. For (2.4) we may assume $\|h\|_{\mathfrak{H}}=1$ by linearity and $F=f\left(W\left(e_{1}\right), W\left(e_{2}\right), \cdots, W\left(e_{n}\right)\right)$ where $f \in S$ and $\left\{e_{1}, e_{2}, \cdots, e_{n}\right\} \subset \mathfrak{H}$ are orthonor-
mal and $e_{1}=h$. Then using the usual integration by parts, we get

$$
\mathrm{E}\left[\langle D F, h\rangle_{\mathfrak{H}}\right]=\int_{\mathbb{R}^{n}} \partial_{1} f(x) \phi(x) d x=\int_{\mathbb{R}^{n}} f(x) \phi(x) x_{1} d x=\mathrm{E}\left[F W\left(e_{1}\right)\right]=\mathrm{E}[F W(h)] .
$$

Notice if $F, \tilde{F} \in \mathscr{S}$ so is $F \tilde{F}$. Applying (2.4) to $F \tilde{F}$ and using (2.6), we finally obtain (2.5).

Proposition 2.23. Let $p \in[1, \infty)$. Then the operator $D: \mathscr{S} \subset L^{p}(\Omega, \mathfrak{F}, \mathrm{P}) \rightarrow L^{p}(\Omega, \mathfrak{F}, \mathrm{P} ; \mathfrak{H})$ is closable. In other words for every sequence $\left\{F_{n}\right\}_{n \in \mathbb{N}_{0}} \subset \mathscr{S}$ such that $F_{n} \rightarrow 0$ in $L^{p}(\Omega, \mathfrak{F}, \mathrm{P})$ as $n \rightarrow \infty$, and $D F_{n} \rightarrow Y$ in $L^{p}(\Omega, \mathfrak{F}, \mathrm{P} ; \mathfrak{H})$ as $n \rightarrow \infty$, it holds that $Y=0$ P-a.e.

Proof. We will give a proof for the case $p>1$. Let $\left\{F_{n}\right\}_{n \in \mathbb{N}_{0}}$ be a sequence in $\subset \mathscr{S}$ such that $F_{n} \rightarrow$ 0 in $L^{p}(\Omega, \mathfrak{F}, \mathrm{P})$ as $n \rightarrow \infty$, and $D F_{n} \rightarrow Y$ in $L^{p}(\Omega, \mathfrak{F}, \mathrm{P} ; \mathfrak{H})$ as $n \rightarrow \infty$. Then $\left\langle D F_{n}, h\right\rangle_{\mathfrak{H}} \rightarrow\langle Y, h\rangle_{\mathfrak{H}}$ in $L^{p}(\Omega, \mathfrak{F}, \mathrm{P})$ for any $h \in \mathfrak{H}$. Let $G \in \mathscr{S}$. By (2.5), we have

$$
\mathrm{E}\left[G\langle Y, h\rangle_{\mathfrak{H}}\right]=\lim _{n \rightarrow \infty} \mathrm{E}\left[G\left\langle D F_{n}, h\right\rangle_{\mathfrak{H}}\right]=\lim _{n \rightarrow \infty} \mathrm{E}\left[F_{n}\left(W(h) G-\langle D G, h\rangle_{\mathfrak{H}}\right)\right]=0
$$

where the last equality follows from Hölder's inequality since $F_{n} \rightarrow 0$ in $L^{p}(\Omega, \mathfrak{F}, \mathrm{P})$ and $W(h) G$, $\langle D G, h\rangle_{\mathfrak{H}} \in L^{\frac{p}{p-1}}$. Now since $\mathrm{E}\left[G\langle Y, h\rangle_{\mathfrak{H}}\right]=0$ for all $G \in \mathscr{S}$, by Lemma 2.16, we have, for all $h \in \mathfrak{H},\langle Y, h\rangle_{\mathfrak{H}}=0$ P-a.e. which then implies $Y=0$, P-a.e.

We will use the same notation for the closed extension of the derivative. Fix $p \in[1, \infty)$, the domain of the operator $D$ is the space $\mathbb{D}^{1, p}$, defined as the closure of $\mathcal{S}$ with respect to the norm:

$$
\left.\|F\|_{\mathbb{D}^{1, p}}=\left(\mathrm{E}\left[|F|^{p}\right]+\mathrm{E}\left[\|D F\|_{\mathfrak{H}}^{p}\right]\right)\right)^{1 / p} .
$$

Observe that $\mathbb{D}^{1,2}$ is a Hilbert space with the inner product

$$
\langle F, G\rangle_{\mathbb{D}^{1,2}}=\mathrm{E}[F G]+\mathrm{E}\left[\langle D F, D G\rangle_{\mathfrak{H}}\right] .
$$

More generally, we can also define the Malliavin derivative as an unbounded operator from $\mathscr{S}(\mathfrak{K}) \subset$
$L^{p}(\Omega, \mathfrak{F}, \mathrm{P} ; \mathfrak{K})$ to $L^{p}(\Omega, \mathfrak{F}, \mathrm{P} ; \mathfrak{H} \otimes \mathfrak{K})$ as

$$
D F:=\sum_{j=1}^{n} D F_{j} \otimes k_{j} .
$$

Consequently, we can define the $k$-th Malliavin derivative of $F$, denoted $D^{k} F$, for any $k \in \mathbb{N}$, as the $\mathfrak{H}^{\otimes k}$-valued random variable obtained by iterating $k$-times the operator $D$. That is to say,

$$
D^{k} F=\sum_{i_{1}, \cdots, i_{k}=1}^{m} \partial_{i_{1}, \cdots, i_{k}}^{k} f\left(W\left(h_{1}\right), \cdots W\left(h_{m}\right)\right)\left(h_{i_{1}} \otimes \cdots \otimes h_{i_{k}}\right) .
$$

Similar to Proposition 2.23, $D^{k}: \mathscr{S} \subset L^{p}(\Omega, \mathfrak{F}, \mathrm{P}) \rightarrow L^{p}\left(\Omega, \mathfrak{F}, \mathrm{P} ; \mathfrak{H}^{\otimes k}\right)$ can be shown to be closable. The domain of the operator $D^{k}$ is the space $\mathbb{D}^{k, p}$ defined as the completion of $\mathscr{S}$ with respect to the norm

$$
\|F\|_{\mathbb{D}^{k, p}}=\left(\sum_{i=0}^{k} E\left(\left\|D^{i} F\right\|_{\mathfrak{H}^{\otimes i}}^{p}\right)\right)^{1 / p}
$$

where we used the convention $\mathfrak{H}^{0}=\mathbb{R}, D^{0} F=F$ and $\|\cdot\|_{0, p}=\|\cdot\|_{p}$. We will call $\mathbb{D}^{k, p}$ the domain of $D^{k}$ in $L^{p}(\Omega, \mathfrak{F}, \mathrm{P})$. Finally, we set $\mathbb{D}^{\infty, p}:=\cap_{k \geq 1} \mathbb{D}^{k, p}$, and $\mathbb{D}^{\infty}:=\cap_{p \geq 1} \mathbb{D}^{\infty, p}$. Furthermore, for any other separable Hilbert space $\mathfrak{K}$, let $\mathbb{D}^{k, p}(\mathfrak{K})$ denote the domain of $D^{k}$ viewed as an unbounded operator from $L^{p}(\Omega, \mathfrak{F}, \mathrm{P} ; \mathfrak{K})$ to $L^{p}\left(\Omega, \mathfrak{F}, \mathrm{P} ; \mathfrak{H}^{\otimes k} \otimes \mathfrak{K}\right)$.

Proposition 2.24. Let $\varphi: \mathbb{R} \rightarrow \mathbb{R}$ be a Lipschitz function. Suppose $F \in \mathbb{D}^{1, p}$ for some $p \geq 1$. Then $\varphi(F) \in \mathbb{D}^{1, p}$ and

$$
D(\varphi(F))=\varphi^{\prime}(F) D F
$$

Proof. If $F \in \mathscr{S}$, this result easily follows from classical chain rule. In general, let $\left\{F_{n}\right\}_{n \in \mathbb{N}} \subset \mathscr{S}$ be a sequence converging to $F$ in $\mathbb{D}^{1, p}$. In other words, $F_{n}=f_{n}\left(W\left(h_{1}\right), \cdots, W\left(h_{m_{n}}\right)\right) \rightarrow F$ in $L^{p}(\Omega, \mathfrak{F}, \mathrm{P})$ and $D F_{n} \rightarrow D F$ in $L^{p}(\Omega, \mathfrak{F}, \mathrm{P} ; \mathfrak{H})$. Further assume $\left\{\varphi_{n}\right\}_{n \in \mathbb{N}} \subset C_{b}^{\infty}$ be a sequence of bounded functions such that $\varphi_{n}(x) \rightarrow \varphi(x)$ pointwise. (Existence of such sequence can be verified
using mollifiers.) Then, $\varphi_{n}\left(F_{n}\right) \in \mathscr{S}$ and

$$
\begin{aligned}
D\left(\varphi_{n}\left(F_{n}\right)\right) & =\sum_{i=1}^{m_{n}}\left(\varphi_{n} \circ f_{n}\right)^{\prime}\left(W\left(h_{1}\right), \cdots, W\left(h_{m_{n}}\right) h_{i}\right. \\
& =\sum_{i=1}^{m_{n}} \varphi_{n}^{\prime}\left(f_{n}\left(W\left(h_{1}, \cdots, h_{m n}\right)\right)\right) f_{n}^{\prime}\left(W\left(h_{1}\right), \cdots, W\left(h_{m_{n}}\right) h_{i}=\varphi_{n}^{\prime}\left(F_{n}\right) D F_{n}\right.
\end{aligned}
$$

Moreover, by triangle inequality, we have

$$
\begin{aligned}
\| \varphi_{n}^{\prime}\left(F_{n}\right) D F_{n}- & \varphi^{\prime}(F) D F\left\|_{L^{p}(\Omega, \mathfrak{F}, \mathrm{P} ; \mathfrak{H})} \leq\right\| \varphi_{n}^{\prime}\left(F_{n}\right)\left(D F_{n}-D F\right) \|_{L^{p}(\Omega, \mathfrak{F}, \mathrm{P} ; \mathfrak{H})} \\
& +\left\|\left(\varphi_{n}^{\prime}\left(F_{n}\right)-\varphi^{\prime}\left(F_{n}\right)\right) D F\right\|_{L^{p}(\Omega, \mathfrak{F}, \mathrm{P} ; \mathfrak{H})}+\left\|\left(\varphi^{\prime}\left(F_{n}\right)-\varphi^{\prime}(F)\right) D F\right\|_{L^{p}(\Omega, \mathfrak{F}, \mathrm{P} ; \mathfrak{H})} .
\end{aligned}
$$

Observe that $\sup _{n \in \mathbb{N}}\left|\varphi_{n}^{\prime}\left(F_{n}\right)\right| \leq C<\infty$ a.s. and hence the first term in the right hand side of the above inequality converges to zero as $n \rightarrow \infty$. Moreover, dominated convergence theorem implies that the other two terms converge to zero as $n \rightarrow \infty$. Thus we obtain, $D\left(\varphi_{n}\left(F_{n}\right)\right)$ converges to $\varphi^{\prime}(F) D F$ in $L^{p}(\Omega, \mathfrak{F}, \mathrm{P} ; \mathfrak{H})$ as $n \rightarrow \infty$. But on the other hand, $\varphi_{n}^{\prime}\left(F_{n}\right)$ converges to $\varphi(F)$ in $L^{p}(\Omega, \mathfrak{F}, \mathrm{P})$ as $n \rightarrow \infty$. Finally, applying the closability of the operator D in Proposition 2.23, we get $\varphi(F) \in \mathbb{D}^{1, p}$ and $D(\varphi(F))=\varphi^{\prime}(F) D F$. For the argument where $\varphi$ is Lipschitz see [42, Proposition 1.23].

Lemma 2.25. Let $\left\{F_{n}\right\}_{n \in \mathbb{N}}$ be a sequence of random variables in $\mathbb{D}^{1,2}$ which converges to $F$ in $L^{2}(\Omega, \mathfrak{F}, \mathrm{P})$ and such that

$$
\sup _{n \in \mathbb{N}}\left[\left[\left\|D F_{n}\right\|_{\mathfrak{H}}^{2}\right]<\infty .\right.
$$

Then $F \in \mathbb{D}^{1,2}$, and the sequence of derivatives $\left\{D F_{n}\right\}_{n \in \mathbb{N}}$ converges to $D F$ in the weak topology of $L^{2}(\Omega, \mathfrak{F}, \mathrm{P} ; \mathfrak{H})$.

Lemma 2.26. Let $\left\{F_{n}\right\}_{n \in \mathbb{N}}$ be a sequence of random variables converging to $F$ in $L^{p}(\Omega, \mathfrak{F}, \mathrm{P})$ for
some $p>1$. Suppose that

$$
\sup _{n \in \mathbb{N}}\left\|F_{n}\right\|_{\mathbb{D}^{k, p}}<\infty .
$$

for some $k \geq 1$. Then $F \in \mathbb{D}^{k, p}$.

### 2.3 Divergence operator

In this section we will introduce the adjoint of the derivative operator which is called divergence operator. (In the white noise case it is also called Skorohod integral)

Definition 2.27. We call the adjoint of the derivative operator divergence operator and denote it by $\delta$. That is, $\delta$ is an unbounded operator from $\operatorname{Dom}(\boldsymbol{\delta}) \subset L^{2}(\Omega, \mathfrak{F}, \mathrm{P} ; \mathfrak{H})$ to $L^{2}(\Omega, \mathfrak{F}, \mathrm{P})$ such that:

- The domain of $\boldsymbol{\delta}$, denoted by $\operatorname{Dom}(\boldsymbol{\delta})$, is the subset of $L^{2}(\Omega, \mathfrak{F}, \mathrm{P} ; \mathfrak{H})$ composed of those elements $V$ such that there exists a $c_{V}>0$ satisfying

$$
\begin{aligned}
\left|\mathrm{E}\left[\langle D F, V\rangle_{\mathfrak{H}}\right]\right| & \leq c_{V} \sqrt{\mathrm{E}\left[F^{2}\right]} \text { for all } F \in \mathcal{S} \\
& \text { or, equivalently, for all } F \in \mathbb{D}^{1,2}
\end{aligned}
$$

- If $V \in \operatorname{Dom}(\boldsymbol{\delta})$, then $\boldsymbol{\delta}(V)$ is the unique element of $L^{2}(\Omega, \mathfrak{F}, \mathrm{P})$ characterized by the following duality formula:

$$
\begin{align*}
\mathrm{E}[F \boldsymbol{\delta}(V)] & =\mathrm{E}\left[\langle D F, V\rangle_{\mathfrak{H}}\right] \text { for all } F \in \mathcal{S}  \tag{2.7}\\
& \text { or, equivalently, for all } F \in \mathbb{D}^{1,2} .
\end{align*}
$$

Such operator exists: fix $V \in \operatorname{Dom}(\delta)$, then the linear operator $F \rightarrow \mathrm{E}\left[\langle D F, V\rangle_{\mathfrak{H}}\right]$ is continuous from $\mathscr{S}$, equipped with the $L^{2}(\Omega, \mathfrak{F}, \mathrm{P})$-norm, into $\mathbb{R}$. By Riesz representation theorem, there exists a unique element in $L^{2}(\Omega, \mathfrak{F}, \mathrm{P})$, which we denoted by $\delta(V)$, satisfying (2.7). Some properties of this operator is listed in the following proposition.

Proposition 2.28. (i) $\delta$ is a linear and closed operator in $\operatorname{Dom}(\delta)$.
(ii) $\mathrm{E}[\boldsymbol{\delta}(V)]=0$ for all $V \in \operatorname{Dom}(\boldsymbol{\delta})$.
(iii) If $V \in \mathscr{S}(\mathfrak{H})$, then $V \in \operatorname{Dom}(\boldsymbol{\delta})$ and

$$
\delta(V)=\sum_{i=1}^{m} F_{i} W\left(h_{i}\right)-\sum_{i=1}^{m}\left\langle D F_{i}, h_{i}\right\rangle_{\mathfrak{H}} .
$$

(iv) Let $V \in \mathscr{S}(\mathfrak{H}), F \in \mathscr{S}$ and $h \in \mathfrak{H}$. Then

$$
\langle D(\delta(V)), h\rangle_{\mathfrak{H}}=\langle V, h\rangle_{\mathfrak{H}}+\delta\left(\sum_{i=1}^{m}\left\langle D F_{i}, h\right\rangle_{\mathfrak{H}} h_{i}\right) .
$$

Proof. (i) $\delta$ is closed by being the adjoint of an unbounded densely defined operator.
(ii) This follows from applying (2.7) with $F=1$.
(iii) Let us first show that $\mathscr{S}(\mathfrak{H}) \subset \operatorname{Dom}(\boldsymbol{\delta})$. Let $V \in \mathscr{S}(\mathfrak{H})$, then $V=\sum_{i=1}^{n} F_{i} h_{i}$ for some $F_{i} \in \mathscr{S}$ and $h_{i} \in \mathfrak{H}$ for $i=1, \cdots n, n \in \mathbb{Z}_{+}$. Using (2.5), we have, for all $F \in \mathscr{S}$,

$$
\begin{aligned}
\left|\mathrm{E}\left[\langle D F, V\rangle_{\mathfrak{H}}\right]\right| & =\left|\sum_{i=1}^{n} \mathrm{E}\left[F_{i}\left\langle D F, h_{i}\right\rangle_{\mathfrak{H}}\right]\right| \\
& \leq \sum_{i=1}^{n}\left(\left|\mathrm{E}\left[F\left\langle D F_{i}, h_{i}\right\rangle_{\mathfrak{H}}\right]\right|+\left|\mathrm{E}\left[F F_{i} W\left(h_{i}\right)\right]\right|\right) \\
& \leq c_{V}\|F\|_{L^{2}(\Omega, \mathfrak{F}, \mathrm{P})}
\end{aligned}
$$

where the last line follows from Cauchy-Schwarz inequality and $c_{V}<\infty$ follows from $F_{i}=$ $f\left(W\left(h_{i_{1}}\right), \cdots, W\left(h_{i_{j}}\right)\right)$ where $f_{i}$ and and its derivatives has at most polynomial growth. This proves $V \in \operatorname{Dom}(\boldsymbol{\delta})$. Moreover, using (2.5), we get for all $F \in \mathscr{S}$,

$$
\mathrm{E}[F \boldsymbol{\delta}(V)]=\mathrm{E}\left[\langle D F, V\rangle_{\mathfrak{H}}\right]=\mathrm{E}\left[\sum_{i=1}^{n}\left(F_{i} W\left(h_{i}\right)-\left\langle D F_{i}, h_{i}\right\rangle_{\mathfrak{H}}\right)\right]
$$

which verifies (iii).
(iv) Using (iii) for $\delta(V)$, we get

$$
\langle D(\delta(V)), h\rangle_{\mathfrak{H}}=\sum_{i=1}^{n}\left(W\left(h_{i}\right)\left\langle D F_{i}, h\right\rangle_{\mathfrak{H}}+F_{i}\left\langle h_{i}, h\right\rangle+W\left(h_{i}\right)\left\langle D\left(\left\langle D F_{i}, h_{i}\right\rangle_{\mathfrak{H}}, h\right\rangle_{\mathfrak{H}}\right)\right) .
$$

On the other hand, again using (2.5), we have

$$
\delta\left(\sum_{i=1}^{m}\left\langle D F_{i}, h\right\rangle_{\mathfrak{H}} h_{i}\right)=\sum_{i=1}^{n}\left(W\left(h_{j}\right)\left\langle D F_{i}, h\right\rangle-\left\langle D\left\langle D F_{i}, h\right\rangle, h_{i}\right\rangle_{\mathfrak{H}}\right) .
$$

Then the claim follows putting these two equations together.

Proposition 2.29. If $V \in \mathbb{D}^{1,2}(\mathfrak{H})$, then

$$
\|\delta(V)\|_{L^{2}(\Omega, \mathfrak{Y}, \mathrm{P})}^{2}=\mathrm{E}\left[\delta(V)^{2}\right] \leq\|V\|_{\mathbb{D}^{1,2}(\mathfrak{H})}
$$

In particular, $\mathbb{D}^{1,2}(\mathfrak{H}) \subset \operatorname{Dom} \delta$ and $\delta: \mathbb{D}^{1,2}(\mathfrak{H}) \rightarrow L^{2}(\Omega, \mathfrak{F}, \mathrm{P})$ is continuous.

The following lemma is a factorization property of the divergence operator, obtained in this generality in [9, Lemma 1].

Lemma 2.30. Fix $p, p^{\prime}>1$ with $1 / p+1 / p^{\prime}=1$. Let $F \in \mathbb{D}^{1, p^{\prime}}, V \in \operatorname{Dom} \delta$, be such that $V \in$ $L^{p}(\Omega, \mathfrak{F}, \mathrm{P} ; \mathfrak{H})$ and $\delta(V) \in L^{p}(\Omega, \mathfrak{F}, \mathrm{P})$. Then $F V \in \operatorname{Dom} \delta$, and

$$
\delta(F V)=F \delta(V)-\langle D F, V\rangle_{\mathfrak{H}} .
$$

Because $\delta$ is a continuous linear operator from $\mathbb{D}^{1, p}(\mathfrak{H})$ to $L^{p}(\Omega, \mathfrak{F}, \mathrm{P})$, Lemma 2.30 holds true provided $F \in \mathbb{D}^{1, p^{\prime}}$ and $V \in \mathbb{D}^{1, p}(\mathfrak{H})$.

### 2.4 Wiener chaos

In this section, we will consider the case where $\mathfrak{H}=L^{2}(T, \mathscr{B}(T), \mu)$ for a $\sigma$-finite measure space $(T, \mathscr{B}(T), \mu)$ without atoms.

Remark 2.31. Given a random variable $F \in \mathbb{D}^{1,2}$, the Malliavin derivative $D F$ is an element of $L^{2}\left(\Omega, \mathfrak{F}, \mathrm{P} ; L^{2}(T, \mathscr{B}(T), \mu)\right)$ which can be identified with $L^{2}(T \times \Omega, \mathscr{B}(T) \otimes \mathfrak{F}, \mu \otimes \mathrm{P})$. Thus the Malliavin derivative can be viewed as a stochastic process $\left\{D_{t} F: t \in T\right\}$ where $D_{t} F$ is defined a.e with respect to to the measure $\mu \otimes \mathrm{P}$. Similar remarks also apply to divergence operator.

Definition 2.32. Let $\{W(h)\}_{h \in \mathfrak{H}}$ be an isonormal Gaussian processes over $\mathfrak{H}$ where $\mathfrak{H}=L^{2}(T, \mathscr{B}, \mu)$ for a $\sigma$-finite measure space $(T, \mathscr{B}, \mu)$ without atoms. Then $W(A):=W\left(1_{A}\right)$ for $A \in \mathscr{B}$ is called the white noise on $T$. It has the covariance structure

$$
\mathrm{E}[W(A) W(B)]=\int_{T} 1_{A}(x) 1_{B}(x) \mu(d x)=\mu(A \cap B)
$$

Remark 2.33. Notice that in this case, we can recover the isonormal Gaussion process from the white noise.

Example 2.34. Let $(T, \mathscr{B}, \mu)=\left(\mathbb{R}_{+}, \mathscr{B}\left(\mathbb{R}_{+}\right), m\right)$ where $m$ is the Lebesgue measure. Then $W$ is the white noise in $\mathbb{R}_{+}$and $B_{t}:=W([0, t])$ is the one dimensional Brownian motion. The details are similar to Example 2.5.

Fix $n \in \mathbb{N}$ and let $\mathscr{B}_{b}(T):=\{A \in \mathscr{B}(T): \mu(A)<\infty\}$. Further let $E_{n}$ be the set of elementary functions of the form

$$
\begin{equation*}
f\left(t_{1}, \cdots, t_{n}\right)=\sum_{i_{1}, \cdots, i_{n}=1}^{n} a_{i_{1}, \cdots, i_{n}} 1_{A_{i_{1}} \times \cdots \times A_{i_{n}}}\left(t_{1}, \cdots, t_{n}\right) \tag{2.8}
\end{equation*}
$$

where $A_{1}, \cdots, A_{n} \in \mathscr{B}_{b}(T)$ are pairwise disjoint and the coefficients $a_{i_{1}, \cdots, i_{n}}=0$ if $i_{j}=i_{k}$ for any $j \neq k$.

Proposition 2.35. The set of elementary functions $E_{n}$ is dense in $L^{2}\left(T^{n}, \mathscr{B}\left(T^{n}\right), \mu^{\otimes n}\right)$.

Definition 2.36. For an elementary function of the form (2.8), the multiple stochastic integral is defined as follows:

$$
\begin{equation*}
I_{n}(f)=\sum_{i_{1}, \cdots, i_{n}}^{m} a_{i_{1}, \cdots, i_{n}} W\left(A_{i_{1}}\right) \cdots \times W\left(A_{i_{n}}\right) \tag{2.9}
\end{equation*}
$$

Let $L_{s}^{2}\left(T^{n}, \mathscr{B}\left(T^{n}\right), \mu^{\otimes n}\right)$ denote the space of symmetric square integrable functions. If $f: T^{n} \rightarrow$ $\mathbb{R}$, define its symmetrization by

$$
\begin{equation*}
\tilde{f}\left(t_{1}, \cdots, t_{n}\right)=\frac{1}{n!} \sum_{\sigma} f\left(t_{\sigma(1)}, \cdots, t_{\sigma(n)}\right) \tag{2.10}
\end{equation*}
$$

where sum runs over all permutations $\sigma$ of $\{1, \cdots, n\}$. Observe $\|\tilde{f}\|_{L^{2}\left(T^{n}, \mathscr{B}\left(T^{n}\right), \mu^{\otimes n}\right)} \leq\|f\|_{\left.L^{2}\left(T^{n}, \mathscr{B}\left(T^{n}\right), \mu^{\otimes n}\right)\right)}$.
Proposition 2.37. (i) The definition (2.9) doesn't depend on the particular representation of the function $f$.
(ii) Let $\tilde{f}$ denote the symmetrization of $f \in E_{n}$ as defined in (2.10). Then

$$
I_{n}(f)=I_{n}(\tilde{f})
$$

Lemma 2.38. For all $n, m \in \mathbb{N}$ and $f \in E_{n}$ and $g \in E_{m}$, we have

$$
\mathrm{E}\left[I_{n}(f) I_{m}(g)\right]= \begin{cases}0 & \text { if } n \neq m \\ n!\langle\tilde{f}, \tilde{g}\rangle_{L^{2}\left(T^{n}, \mathscr{B}\left(T^{n}\right), \mu^{\otimes n}\right)} & \text { if } n=m\end{cases}
$$

Proposition 2.39. The linear operator $I_{n}: E_{n} \rightarrow L^{2}(\Omega, \mathfrak{F}, \mathrm{P})$ can be extended to a continuous linear operator from $L^{2}\left(T^{n}, \mathscr{B}\left(T^{n}\right), \mu^{\otimes n}\right)$ to $L^{2}(\Omega, \mathfrak{F}, \mathrm{P})$. Moreover, for all $f, g \in L^{2}\left(T^{n}, \mathscr{B}\left(T^{n}\right), \mu^{\otimes n}\right)$,
$I_{n}(f)=I_{n}(\tilde{f})$ and

$$
\mathrm{E}\left[I_{n}(f) I_{m}(g)\right]= \begin{cases}0 & \text { if } n \neq m \\ n!\langle\tilde{f}, \tilde{g}\rangle_{L^{2}\left(T^{n}, \mathscr{B}\left(T^{n}\right), \mu^{\otimes n}\right)} & \text { if } n=m .\end{cases}
$$

still holds.

Definition 2.40. Let $f \in L^{2}\left(T^{n}, \mathscr{B}\left(T^{n}\right), \mu^{\otimes n}\right)$ and $\left.g \in L^{2}\left(T^{m}, \mathscr{B}\left(T^{m}\right), \mu^{\otimes m}\right)\right)$. For any $r=0, \cdots, m \wedge$ $n$, define the contraction of $f$ and $g$ of order $r$ to be the element of $L^{2}\left(T^{n+m-2 r}, \mathscr{B}\left(T^{n+m-2 r}\right), \mu^{\otimes n+m-2 r}\right)$ as

$$
\begin{aligned}
& \left(f \otimes_{r} g\right)\left(t_{1}, \cdots, t_{n-r}, s_{1}, \cdots s_{m-r}\right) \\
& =\int_{T^{r}} f\left(t_{1}, \cdots, t_{n-r}, x\right) g\left(s_{1}, \cdots s_{m-r}, x\right) \mu^{r}(d x)
\end{aligned}
$$

Denote the symmetrization of $f \otimes_{r} g$ by $f \tilde{\otimes}_{r} g$.

Proposition 2.41. Let $f \in L_{s}^{2}\left(T^{n}, \mathscr{B}\left(T^{n}\right), \mu^{\otimes n}\right)$ and $g \in L_{s}^{2}\left(T^{m}, \mathscr{B}\left(T^{m}\right), \mu^{\otimes m}\right)$ for some $m, n \in \mathbb{N}_{0}$.
Then,

$$
I_{n}(f) I_{m}(g)=\sum_{r=0}^{n \wedge m} r!\binom{m}{r}\binom{n}{r} I_{n+m-2 r}\left(f \otimes_{r} g\right) .
$$

Proposition 2.42. For any $g \in L^{2}(T, \mathscr{B}(T), \mu)$, we have

$$
I_{n}\left(g^{\otimes n}\right)=n!\|g\|_{L^{2}(T, \mathscr{B}(T), \mu)}^{n} H_{n}\left(\frac{W(g)}{\|g\|_{L^{2}(T, \mathscr{B}(T), \mu)}}\right),
$$

where $g^{\otimes n}\left(t_{1}, \cdots, t_{n}\right)=g\left(t_{1}\right) \cdots g\left(t_{n}\right)$. In particular, if $\|g\|_{L^{2}(T, \mathscr{B}(T), \mu)}=1$, then

$$
I_{n}\left(g^{\otimes n}\right)=n!H_{n}(W(g)) .
$$

As a consequence of Proposition 2.42 and Theorem 2.13, we deduce following version of the

Wiener chaos expansion.

Theorem 2.43. Every $F \in L^{2}(\Omega, \mathfrak{F}, \mathrm{P})$ can be uniquely expanded into a sum of stochastic integrals as follows:

$$
F=\sum_{n=0}^{\infty} I_{n}\left(f_{n}\right),
$$

where $f_{0}=\mathrm{E}[F]$, and $I_{0}$ denotes the identity map on constants and $f_{n} \in L^{2}\left(T^{n}, \mathscr{B}\left(T^{n}\right), \mu^{\otimes n}\right)$. Further we can assume that the functions $f_{n} \in L_{s}^{2}\left(T^{n}, \mathscr{B}\left(T^{n}\right), \mu^{\otimes n}\right)$ and in this case are uniquely determined by $F$.

Using chaos expansion we can easily compute the derivative as follows:

Proposition 2.44. Let $F \in \mathbb{D}^{1,2}$ be a random variable with chaos expansion given in Theorem 2.43 where $f_{n}$ 's are symmetric. Then,

$$
D_{t} F=\sum_{n=1}^{\infty} n I_{n-1}\left(f_{n}(\cdot, t)\right)
$$

Proof. Let $F=I_{n}\left(f_{n}\right)$ for a particular $n \in \mathbb{N}_{0}$ where $f_{n}$ is symmetric and of the form (2.8) and assume $t \in A_{i_{j}}$ for some $i_{j} \in\{1, \cdots, n\}$. Then

$$
\begin{aligned}
D_{t} F & =D_{t}\left(\sum_{i_{1}, \cdots, i_{n}=1}^{n} a_{i_{1}, \cdots, i_{n}} W\left(A_{i_{1}}\right) \cdots W\left(A_{i_{n}}\right)\right) \\
& =\sum_{j=1}^{n} \sum_{i_{1}, \cdots, i_{n}=1}^{n} a_{i_{1}, \cdots, i_{n}} W\left(A_{i_{1}}\right) \cdots \mathbf{1}_{A_{i_{j}}}(t) \cdots W\left(A_{i_{n}}\right) \\
& =n I_{n-1}\left(f_{n}(\cdot, t)\right) .
\end{aligned}
$$

The general case then follows.

Proposition 2.45. Let $F \in L^{2}(\Omega, \mathfrak{F}, \mathrm{P})$ be a random variable with chaos expansion given in Theorem 2.43 and $A \in \mathscr{B}(T)$. Then,

$$
\mathrm{E}\left[F \mid \mathfrak{F}_{t}\right]=\sum_{n=0}^{\infty} I_{n}\left(f_{n}(\cdot) \mathbf{1}_{[0, t]}^{\otimes n}\right) .
$$

Proof. Let $F=I_{n}\left(f_{n}\right)$ for a particular $n \in \mathbb{N}_{0}$ where $f_{n}$ of the form $1_{A_{1} \times \cdots \times A_{n}}$ where $A_{1}, \cdots A_{n} \in$ $\mathscr{B}_{b}(T)$ mutually disjoint. Then

$$
\begin{aligned}
\mathrm{E}\left[F \mid \mathfrak{F}_{t}\right] & =\mathrm{E}\left[W\left(A_{1}\right) \cdots W\left(A_{n}\right) \mid \mathfrak{F}_{t}\right]=\mathrm{E}\left[\prod_{i=1}^{n} W\left(A_{i} \cap[0, t]\right)+W\left(A_{i} \cap[0, t]^{c}\right) \mid \mathfrak{F}_{t}\right] \\
& =I_{n}\left(1_{\left(A_{1} \cap[0, t] \times \cdots \times\left(A_{n} \cap[0, t]\right)\right.}\right) .
\end{aligned}
$$

The general case then follows.

An element $V(t) \in L^{2}(T \times \Omega, \mathscr{B}(T) \otimes \mathfrak{F}, m \otimes \mathrm{P})$ has a Wiener chaos decomposition of the form

$$
\begin{equation*}
V(t)=\sum_{n=0}^{\infty} I_{n}\left(f_{n}(\cdot, t)\right) \tag{2.11}
\end{equation*}
$$

where for each $n \in \mathbb{N}, f_{n} \in L^{2}\left(T^{n+1}\right)$ which is symmetric in the first $n$-components. The next result shows how divergence operator applies to Wiener chaos decomposition.

Proposition 2.46. Let $V(t) \in L^{2}(T \times \Omega, \mathscr{B}(T) \otimes \mathfrak{F}, m \otimes \mathrm{P})$ be given as in (2.11). Then $V \in \operatorname{Dom} \delta$ if and only if the series

$$
\sum_{n=0}^{\infty} I_{n+1}\left(\tilde{f}_{n}\right)
$$

where

$$
\tilde{f}_{n}\left(t_{1}, t_{2}, \cdots, t_{n}, t\right):=\frac{1}{n+1}\left(f_{n}\left(t_{1}, \cdots, t_{n}, t\right)+\sum_{i=1}^{n} f_{n}\left(t_{1}, \cdots, t_{i-1}, t, t_{i+1} \cdots, t_{n}, t_{i}\right)\right)
$$

converges in $L^{2}(\Omega, \mathfrak{F}, \mathrm{P})$. Moreover,

$$
\delta(V)=\sum_{n=0}^{\infty} I_{n+1}\left(\tilde{f}_{n}\right) .
$$

### 2.5 Itô integral and Malliavin calculus

We will focus on Example 2.34 where $\mathfrak{H}=L^{2}\left(\mathbb{R}_{+}, \mathscr{B}\left(\mathbb{R}_{+}\right), m\right)$ throughout this section. Following Remark 2.31 we will use the identification $L^{2}\left(\Omega, \mathfrak{F}, \mathrm{P} ; L^{2}\left(\mathbb{R}_{+}, \mathscr{B}\left(\mathbb{R}_{+}\right), m\right)\right) \cong L^{2}\left(\mathbb{R}_{+} \times \Omega, \mathscr{B}\left(\mathbb{R}_{+}\right) \otimes\right.$ $\mathfrak{F}, m \otimes \mathrm{P})$. Thus the Malliavin derivative is a stochastic process $\left(D_{t} F\right)_{t \in \mathbb{R}_{+}}$. Let $\left(\mathfrak{F}_{t}\right)_{t \in \mathbb{R}_{+}}$be the filtration such that

$$
\begin{equation*}
\mathfrak{F}_{t}=\mathfrak{F}_{t}^{0} \vee \mathscr{N}, \mathfrak{F}_{t}^{0}:=\sigma\left(B_{s}, 0 \leq s \leq t\right) \tag{2.12}
\end{equation*}
$$

where $\mathscr{N}$ is the $\sigma$-field generated by P-null sets. We say a process $\left\{V_{t}\right\}_{t \in \mathbb{R}_{+}}$is adapted if $V_{t}$ is $\mathfrak{F}_{t^{-}}$ measurable for all $t \in \mathbb{R}_{+}$. Let $L_{a}^{2}\left(\mathbb{R}_{+} \times \Omega, \mathscr{B}\left(\mathbb{R}_{+}\right) \otimes \mathfrak{F}, m \otimes \mathrm{P}\right)$ be the set of square integrable and adapted processes. Further, let $\mathscr{E}\left(\mathbb{R}_{+}\right)$denote the set of all finite linear combinations of elementary adapted processes of the form

$$
\begin{equation*}
V(s)=F \mathbf{1}_{[a, b)}(s) \tag{2.13}
\end{equation*}
$$

where $0<a<b<\infty, F \in L^{2}(\Omega, \mathfrak{F}, \mathrm{P}), \mathfrak{F}_{a}$-measurable. Recall that for an elementary adapted process of the type (2.13), the Itô integral is given by

$$
\int_{\mathbb{R}_{+}} V(s) d B_{s}=F\left(B_{b}-B_{a}\right)=F W\left(\mathbf{1}_{[a, b)}\right) .
$$

Theorem 2.47. The space $L_{a}^{2}\left(\Omega, \mathfrak{F}, \mathrm{P} ; L^{2}\left(\mathbb{R}_{+}, \mathscr{B}\left(\mathbb{R}_{+}\right), m\right)\right)$ is included in the domain of $\delta$, moreover

$$
\delta(V)=\int_{\mathbb{R}_{+}} V(s) d B_{s}
$$

for any $V \in L_{a}^{2}\left(\Omega, \mathfrak{F}, \mathrm{P} ; L^{2}\left(\mathbb{R}_{+}, \mathscr{B}\left(\mathbb{R}_{+}\right), m\right)\right)$.

Proof. Let $V(s)=F \mathbf{1}_{[a, b)}(s)$ where $F \in \mathscr{S}$. Then for any $G \in \mathscr{S}$, we have

$$
\begin{equation*}
\mathrm{E}\left[\langle V, D G\rangle_{\mathfrak{H}}\right]=\mathrm{E}\left[F\left\langle\mathbf{1}_{[a, b)}, D G\right\rangle_{\mathfrak{H}}\right]=\mathrm{E}\left[F G W\left(\mathbf{1}_{[a, b)}\right)-G\left\langle 1_{[a, b)}, D F\right\rangle_{\mathfrak{H}}\right] \tag{2.14}
\end{equation*}
$$

where we used (2.5) in the last equality. Note that since $F \in \mathscr{S}$ is $\mathscr{F}_{a}$-measurable, and $F=$ $f\left(W\left(h_{1}\right), \cdots, W\left(h_{n}\right)\right)$ for some smooth $f$ and $h_{i} \in L^{2}\left(\mathbb{R}_{+}, \mathscr{B}\left(\mathbb{R}_{+}\right), m\right)$ such that supp $h_{i} \subset[0, a]$. This implies, in particular, $\left\langle\mathbf{1}_{[a, b)}, h_{i}\right\rangle=0$ for all $i=1, \cdots m$ and $\left\langle\mathbf{1}_{[a, b)}, D F\right\rangle=0$. So, the above identity becomes

$$
\mathrm{E}\left[\langle V, D G\rangle_{\mathfrak{H}}\right]=\mathrm{E}\left[F G W\left(1_{[a, b)}\right]\right.
$$

which can be rewritten using (2.14) as

$$
\mathrm{E}\left[\langle V, D G\rangle_{\mathfrak{H}}\right]=\mathrm{E}\left[F \int_{\mathbb{R}_{+}} V(s) d B_{s}\right]
$$

The proof can then be completed by an approximation argument.

The following theorem includes Clark-Ocone Formula and Poincare inequality.

Theorem 2.48. For every $F \in \mathbb{D}^{1,2}$,

$$
F=\mathrm{E}[F]+\int_{\mathbb{R}_{+}} \mathrm{E}\left[D_{s} F \mid \mathfrak{F}_{s}\right] d B_{s}, \text { a.s. }
$$

Consequently, we have the Poincare inequality:

$$
\operatorname{Var}[F] \leq \mathrm{E}\left[\|D F\|_{L^{2}\left(\mathbb{R}_{+}, \mathscr{B}\left(\mathbb{R}_{+}\right), m\right)}^{2}\right]
$$

Proof. By martingale representation theorem, there is a unique process $V \in L_{a}^{2}\left(\mathbb{R}_{+} \times \Omega, \mathscr{B}\left(\mathbb{R}_{+}\right) \otimes\right.$ $\mathfrak{F}, m \otimes \mathrm{P})$ such that

$$
\begin{equation*}
F=\mathrm{E}[F]+\int_{\mathbb{R}_{+}} U(s) d B_{s} . \tag{2.15}
\end{equation*}
$$

Let $U \in L_{a}^{2}\left(\mathbb{R}_{+} \times \Omega, \mathscr{B}\left(\mathbb{R}_{+}\right) \otimes \mathfrak{F}, m \otimes \mathrm{P}\right)$. On one hand, using the isometry property of Itô integral, we see

$$
\mathrm{E}[\delta(U) F]=\int_{\mathbb{R}_{+}} \mathrm{E}[U(s) V(s)] d s
$$

On the other hand, using integration by parts (2.7), we get

$$
\mathrm{E}[\boldsymbol{\delta}(U) F]=\mathrm{E}\left[\int_{0}^{\infty} U(t) D_{t} F d t\right]=\int_{0}^{\infty} \mathrm{E}\left[U(s) \mathrm{E}\left[D_{s} F \mid \mathfrak{F}_{s}\right]\right] d s
$$

where we used the fact that $U$ is adapted to the filtration $\left\{\mathfrak{F}_{s}\right\}_{s \in \mathbb{R}_{+}}$. The above findings together implies $V(s)=\mathrm{E}\left[D_{s} F \mid \mathfrak{F}_{s}\right]$.

Remark 2.49. Another way to prove Clark-Ocone formula is using chaos expansion in Theorem 2.43 together with Proposition 2.44, Proposition 2.45 and Proposition 2.46. See [42, Proposition 1.3.14] for details.

### 2.6 Existence of density

The following density formula under general assumptions on the random variable has been proved in [9, Proposition 1].

Proposition 2.50. Let $F \in \mathbb{D}^{1,1}$ and $V \in L^{1}(\Omega, \mathfrak{F}, \mathrm{P} ; \mathfrak{H})$ be such that $D_{V} F \neq 0$ a.s. Assume that $V / D_{V} F \in \operatorname{Dom} \delta$. Then the law of $F$ has a continuous and bounded density given by

$$
f_{F}(x)=\mathrm{E}\left[\mathbf{1}_{[F>x]} \delta\left(\frac{V}{D_{V} F}\right)\right] .
$$

Remark 2.51. Using Lemma 2.30, in the context of Proposition 2.50, the following constitute sufficient conditions for $V / D_{V} F \in \operatorname{Dom} \delta$, for some $p, p^{\prime}$ with $1 / p+1 / p^{\prime}=1$ (see [9, Lemma 3]):
(i) $\left(D_{V} F\right)^{-1} \in \mathbb{D}^{1, p^{\prime}}$.
(ii) $V \in \mathbb{D}^{1, p}(\mathfrak{H})$.

In view of [9, Lemma 4], a sufficient condition for (i) is $\left(D_{V} F\right)^{-1} \in L^{p^{\prime}}(\Omega, \mathfrak{F}, \mathrm{P})$ and

$$
\left(D_{V} F\right)^{-2}\left[\left\|D^{2} F\right\|_{\mathfrak{H} \otimes \mathfrak{H}}\|V\|_{\mathfrak{H}}+\|D V\|_{\mathfrak{H} \otimes \mathfrak{H}}\|D F\|_{\mathfrak{H}}\right] \in L^{p^{\prime}}(\Omega, \mathfrak{F}, \mathrm{P}) .
$$

Therefore, assuming that $F \in \mathbb{D}^{2, p}$ and $\left(D_{V} F\right)^{-1} \in L^{q}(\Omega, \mathfrak{F}, \mathrm{P})$, then condition (i) holds if $2 / q+$ $3 / p=1$ for some $p>3$ and $q>2$. In particular, we can take $q=4$ and $p=6$.

Proof of Proposition 2.50. Let $\psi \in C_{c}^{\infty}\left(\mathbb{R} ; \mathbb{R}_{+}\right)$and define $\varphi(y)=\int_{-\infty}^{y} \psi(z) d z$ for $y \in \mathbb{R}$. Then by Proposition 2.24, we have $\varphi(F) \in \mathbb{D}^{1,1}$ and

$$
\langle D(\varphi(F)), V\rangle_{\mathfrak{H}}=\psi(F)\langle D F, V\rangle_{\mathfrak{H}} .
$$

Using $D_{V} F \neq 0$ a.s., we obtain

$$
\mathrm{E}[\psi(F)]=\mathrm{E}\left[\left\langle D(\varphi(F)), \frac{V}{\langle D F, V\rangle}\right\rangle_{\mathfrak{H}}\right] .
$$

Let $\left\{F_{n}\right\}_{n \in \mathbb{N}} \subset \mathscr{S}$ be a sequence of random variables converging to $F$ in $\mathbb{D}^{1,1}$. Then, using the
definition of the divergence operator $\delta$, we get

$$
\begin{aligned}
\mathrm{E}\left[\left\langle D(\varphi(F)), \frac{V}{\langle D F, V\rangle_{\mathfrak{H}}}\right\rangle_{\mathfrak{H}}\right] & =\lim _{n \rightarrow \infty} \mathrm{E}\left[\left\langle D\left(\varphi\left(F_{n}\right)\right), \frac{V}{\langle D F, V\rangle_{\mathfrak{H}}}\right\rangle_{\mathfrak{H}}\right] \\
& \left.=\lim _{n \rightarrow \infty} \mathrm{E}\left[\varphi\left(F_{n}\right)\right), \delta\left(\frac{V}{\langle D F, V\rangle_{\mathfrak{H}}}\right)\right] \\
& \left.=\mathrm{E}[\varphi(F)) \delta\left(\frac{V}{\langle D F, V\rangle_{\mathfrak{H}}}\right)\right] .
\end{aligned}
$$

Hence, we get

$$
\begin{equation*}
\mathrm{E}[\psi(F)]=\mathrm{E}\left[\varphi(F) \delta\left(\frac{V}{\langle D F, V\rangle_{\mathfrak{H}}}\right)\right] \tag{2.16}
\end{equation*}
$$

By an approximation argument, (2.16) holds for the function $\psi(y)=\mathbf{1}_{[a, b]}(y)$ and as a consequence, applying Fubini's theorem, we obtain

$$
\begin{aligned}
\mathrm{P}(a \leq F \leq b) & =\mathrm{E}\left[\left(\int_{-\infty}^{F} \mathbf{1}_{[a, b]}(x) d x\right) \delta\left(\frac{V}{\langle D F, V\rangle_{\mathfrak{H}}}\right)\right] \\
& =\int_{a}^{b} \mathrm{E}\left[\mathbf{1}_{[F>x]} \delta\left(\frac{V}{\langle D F, V\rangle_{\mathfrak{H}}}\right)\right] d x
\end{aligned}
$$

which concludes the proof of the claim.

## Chapter 3

## Malliavin-Stein method

Stein's method [54] was established in 1970s to provide quantitative results to estimate how far a random variable is from being normal. Before Stein [54] first used the method, a Fourier transform approach was used (characteristic functions) to show the convergence to a normal random variable in distribution. Although this method is a strong tool to establish convergence in distribution, it lacks to provide the estimates on the error term in general. In 2005, Nualart and Peccati [44] formulated a new central limit theorem on a fixed Wiener chaos, which is called the fourth moment theorem. Later in 2009, Nourdin and Peccati [37], when considering the rate of convergence for the fourth moment theorem, explored an interplay between Malliavin calculus and Stein's method leading to quantitative estimates. This chapter is based on the books Chen, Goldstein, and Shao [17], Nourdin and Peccati [38], Nualart [42], as well as the surveys Nourdin [36], Nourdin and Peccati [37], Ross [51]. At the end of this chapter we will recall with its proofs particular MalliavinStein bounds one for Wasserstein distane and other for the uniform distance between densities. These estimates are based on the results in Kuzgun and Nualart [30] and Hu, Lu, and Nualart [24], Kuzgun and Nualart [31].

### 3.1 Stein's method

The following is an important characterization of the normal distribution.

Lemma 3.1 (Stein's Lemma). If $Z$ has the standard normal distribution, then

$$
\mathrm{E}\left[\varphi^{\prime}(Z)-Z \varphi(Z)\right]=0
$$

for all absolutely continuous function $\varphi$ with $\varphi^{\prime} \in L^{1}(\mathbb{R}, \mathscr{B}(\mathbb{R}), \phi(x) d x)$. On the other hand, if $F$ is a random variable such that

$$
\left.\mathrm{E}\left[\varphi^{\prime}(F)-F \varphi(F)\right)\right]=0
$$

for all absolutely continuous function $\varphi$ with $\varphi^{\prime} \in L^{1}(\mathbb{R}, \mathscr{B}(\mathbb{R}), \phi(x) d x)$ with $\mathrm{E}[F \varphi(F)]<\infty$, then $F$ has the standard normal distribution.

This characterization of the normal distribution motivates the Stein equation (3.2).

Proposition 3.2. For $\varphi \in L^{1}(\mathbb{R}, \mathscr{B}(\mathbb{R}), \phi(x) d x)$, the function

$$
\begin{equation*}
f_{\varphi}(x):=e^{x^{2} / 2} \int_{x}^{\infty}(\varphi(y)-\mathrm{E}[\varphi(Z)]) e^{-y^{2} / 2} d y \tag{3.1}
\end{equation*}
$$

is the unique solution to the Stein's equation

$$
\begin{equation*}
f(x)-x f^{\prime}(x)=\varphi(x)-\mathrm{E}[\varphi(Z)] \tag{3.2}
\end{equation*}
$$

satisfying the growth condition

$$
\lim _{x \rightarrow \pm \infty} e^{-x^{2} / 2} f(x)=0
$$

The following lemma presents some properties of the solution $f_{\varphi}$ to Stein's equation for particular choices of $\varphi$.

## Lemma 3.3.

(i) Let $\varphi(y)=\mathbf{1}_{(-\infty, x)}(y)$ for some $x \in \mathbb{R}$. Then,

$$
\left\|f_{\varphi}\right\|_{L^{\infty}} \leq \frac{\sqrt{2 \pi}}{4}, \quad\left\|f_{\varphi}^{\prime}\right\|_{L^{\infty}} \leq 1
$$

(ii) Let $\varphi: \mathbb{R} \rightarrow[0,1]$ be Borel measurable. Then,

$$
\left\|f_{\varphi}\right\|_{L^{\infty}} \leq \sqrt{\frac{\pi}{2}}, \quad\left\|f_{\varphi}^{\prime}\right\|_{L^{\infty}} \leq 2
$$

(iii) Let $\varphi: \mathbb{R} \rightarrow \mathbb{R}$ be absolutely continuous, then

$$
\left\|f_{\varphi}\right\|_{L^{\infty}} \leq 2\left\|\varphi^{\prime}\right\|_{L^{\infty}}, \quad\left\|f_{\varphi}^{\prime}\right\|_{L^{\infty}} \leq 4\left\|\varphi^{\prime}\right\|_{L^{\infty}}, \quad\left\|f_{\varphi}^{\prime \prime}\right\|_{L^{\infty}} \leq 2\left\|\varphi^{\prime}\right\|_{L^{\infty}}
$$

Heuristically, Stein's method aims to use the characterization in Lemma 3.1 to estimate how far a random variable is from being normally distributed. Before we state the results in this respect, let us first introduce how we measure the distance between two random variables.

Definition 3.4. For two real random variables $F, G$ on a probability space $(\Omega, \mathfrak{F}, \mathrm{P})$, define

$$
d_{\mathscr{C}}(F, G):=\sup _{\varphi \in \mathscr{C}}|\mathrm{E}[\varphi(F)]-\mathrm{E}[\varphi(G)]|
$$

where $\mathscr{C}$ is an appropriate class of test functions.

We will mainly be interested in the following cases:

## Definition 3.5.

(i) If we take $\mathscr{C}:=\left\{\mathbf{1}_{(-\infty, x]} ; x \in \mathbb{R}\right\}$, then we obtain the Kolmogorov's distance:

$$
\mathrm{d}_{\mathrm{Kol}}(F, G):=\sup _{x \in \mathbb{R}}|\mathrm{P}(F \leq x)-\mathrm{P}(G \leq x)|
$$

(ii) If we take $\mathscr{C}:=\left\{\mathbf{1}_{B}(\cdot): B \in \mathscr{B}(\mathbb{R})\right\}$, we get the total variation distance:

$$
\mathrm{d}_{\mathrm{TV}}(F, G):=\sup _{B \in \mathbb{B}(\mathbb{R})}|\mathrm{P}(F \in B)-\mathrm{P}(G \in B)|
$$

(iii) If we take $\mathscr{C}:=\{\varphi: \mathbb{R} \rightarrow \mathbb{R}:|\varphi(x)-\varphi(y)| \leq|x-y|$ for all $x, y \in \mathbb{R}\}=: \operatorname{Lip}(1)$, we get the Wasserstein's distance:

$$
\mathrm{d}_{\mathrm{W}}(F, G):=\sup _{\varphi \in \operatorname{Lip}(1)}|\mathrm{E}[\varphi(F)]-\mathrm{E}[\varphi(G)]| .
$$

The following proposition is the central result in Stein's method which characterizes the distances in term of the solution to the Stein's equation (3.2).

Proposition 3.6. Let $F$ be an integrable random variable and $Z$ has a normal distribution, then

$$
\mathrm{d}_{\mathscr{C}}(F, Z)=\sup _{\varphi \in \mathscr{C}} \mathrm{E}\left[f_{\varphi}^{\prime}(F)-F f_{\varphi}(F)\right]
$$

for any class of functions $\mathscr{C}$ introduced in Definition 3.5 where $f_{\varphi}$ given in (3.1) is the solution to the Stein equation (3.2).

Using Lemma 3.3 and Proposition 3.6 we obtain following corollaries which will be used when we introduce the Malliavin-Stein method in the next section.

Corollary 3.7. Let $F$ be an integrable random variable and $Z$ has a normal distribution, then

$$
\mathrm{d}_{\mathrm{Kol}}(F, Z) \leq \sup _{f \in \mathscr{\mathscr { F }}_{\mathrm{Kol}}}\left|\mathrm{E}\left[f^{\prime}(F)\right]-\mathrm{E}[F f(F)]\right|
$$

where $\mathscr{F}_{\text {Kol }}$ is the class of piecewise continuously differentiable functions where $\|f\|_{L^{\infty}} \leq \sqrt{2 \pi} / 4$ and $\left\|f^{\prime}\right\|_{L^{\infty}} \leq 1$.

Corollary 3.8. Let $F$ be an integrable random variable and $Z$ has a normal distribution, then

$$
\mathrm{d}_{\mathrm{TV}}(F, Z) \leq \sup _{f \in \mathscr{F}_{\mathrm{TV}}}\left|\mathrm{E}\left[f^{\prime}(F)\right]-\mathrm{E}[F f(F)]\right|
$$

where $\mathscr{F}_{\text {TV }}$ is the class of absolutely continuous functions $\|f\|_{L^{\infty}} \leq \sqrt{\pi / 2}$ whose derivative has a version such that $\left.\left\|f^{\prime}\right\|_{L^{\infty}} \leq 2\right\}$.

Corollary 3.9. Let $F$ be an integrable random variable and $Z$ has a normal distribution, then

$$
\mathrm{d}_{\mathrm{W}}(F, Z) \leq \sup _{f \in \mathscr{\mathscr { F }}_{\mathrm{W}}}\left|\mathrm{E}\left[f^{\prime}(F)\right]-\mathrm{E}[F f(F)]\right|
$$

where $\mathscr{F}_{\mathrm{W}}$ is the class of twice differentiable functions such that $\|f\|_{L^{\infty}} \leq 2,\left\|f^{\prime}\right\|_{L^{\infty}} \leq \sqrt{\pi / 2}$, $\left.\left\|f^{\prime \prime}\right\|_{L^{\infty}} \leq 2\right\}$.

### 3.2 Stein's method combined with Malliavin calculus

Now, we are ready to combine Malliavin calculus with Stein's method to give estimates for the distances introduced in the previous section. The theorems below are stated for the random variables of the form $F=\boldsymbol{\delta}(V)$ for some $V \in \operatorname{Dom}(\boldsymbol{\delta})$ which suits for our purposes in the later chapters. For a broader treatment and the proofs, see [38]. These estimates are first obtained in [37]. Throughout this section, we fix an isonormal Gaussian process $W$ over $\mathfrak{H}$ on a probability space $(\Omega, \mathfrak{F}, \mathrm{P})$.

Theorem 3.10. Suppose that $F \in \mathbb{D}^{1,2}$ satisfies $F=\boldsymbol{\delta}(V)$ where $V$ belongs to the $\operatorname{Dom}(\boldsymbol{\delta})$ and $\mathrm{E}\left[F^{2}\right]=1$. Let $\mathscr{C}$ be the one of the classes of functions defined in Definition 3.5. Then,

$$
\mathrm{d}_{\mathscr{C}}(F, Z) \leq\left(\sup _{\varphi \in \mathscr{C}}\left\|f_{\varphi}^{\prime}\right\|_{L^{\infty}}\right) \sqrt{\operatorname{Var}\left[\langle D F, V\rangle_{\mathfrak{H}}\right]}
$$

where $Z$ is a standard normal random variable. In particular,

$$
\begin{align*}
\mathrm{d}_{\mathrm{Kol}}(F, Z) & \leq \sqrt{\operatorname{Var}\left[\langle D F, V\rangle_{\mathfrak{H}}\right]},  \tag{3.3}\\
\mathrm{d}_{\mathrm{TV}}(F, Z) & \leq 2 \sqrt{\operatorname{Var}\left[\langle D F, V\rangle_{\mathfrak{H}}\right]}  \tag{3.4}\\
\mathrm{d}_{\mathrm{W}}(F, Z) & \leq \sqrt{\pi / 2} \sqrt{\operatorname{Var}\left[\langle D F, V\rangle_{\mathfrak{H}}\right]} \tag{3.5}
\end{align*}
$$

Proof. Let us prove this for the total variation distance. The others follow the same steps. By (2.4),
we see $\mathrm{E}[\boldsymbol{\delta}(V) f(F)]=\mathrm{E}\left[\langle D(f(F)), V\rangle_{\mathfrak{H}}\right]$. As a consequence, using Corollary 3.8, we can write

$$
\begin{aligned}
\mathrm{d}_{\mathrm{T} V}(F, Z) & \leq \sup _{f \in \mathscr{F}_{T V}}\left|\mathrm{E}\left[f^{\prime}(F)\right]-\mathrm{E}[F f(F)]\right| \\
& =\sup _{f \in \mathscr{F}_{T V}}\left|\mathrm{E}\left[f^{\prime}(F)\right]-\mathrm{E}[\delta(V) f(F)]\right| \\
& =\sup _{f \in \mathscr{F}_{T V}}\left|\mathrm{E}\left[f^{\prime}(F)\right]-\mathrm{E}\left[\langle D(f(F)), V\rangle_{\mathfrak{H}}\right]\right| \\
& =\sup _{f \in \mathscr{F}_{T V}}\left|\mathrm{E}\left[f^{\prime}(F)\right]-\mathrm{E}\left[f^{\prime}(F)\langle D F, V\rangle_{\mathfrak{H}}\right]\right| \\
& \leq 2 \mathrm{E}\left[\left|1-\langle D F, V\rangle_{\mathfrak{H}}\right|\right],
\end{aligned}
$$

where we used Proposition 2.24 and $f \in \mathscr{F}_{\mathrm{TV}}$ satisfies $\left\|f^{\prime}\right\|_{L^{\infty}} \leq 2$. Since $1=\mathrm{E}\left[F^{2}\right]=\mathrm{E}[F \boldsymbol{\delta}(V)]=$ $\mathrm{E}\left[\langle D F, V\rangle_{\mathfrak{H}}\right]$, using Cauchy-Schwarz inequality, we get

$$
\mathrm{E}\left[\left|1-\langle D F, V\rangle_{\mathfrak{H}}\right|\right] \leq \sqrt{\mathrm{E}\left[\left|\mathrm{E}\left[\langle D F, V\rangle_{\mathfrak{H}}\right]-\langle D F, V\rangle_{\mathfrak{H}}\right|^{2}\right]}=\sqrt{\operatorname{Var}\left[\langle D F, V\rangle_{\mathfrak{H}}\right]}
$$

which concludes our proof.

An iterative application of the Malliavin-Stein approach leads to the following result, which requires the random variable $F=\delta(V)$ to be three times differentiable (see [46, Proposition 3.2.]).

Proposition 3.11. Assume that $V \in \operatorname{Dom} \delta, F=\delta(V) \in \mathbb{D}^{3,2}$ and $\mathrm{E}\left[F^{2}\right]=1$. Then,

$$
\mathrm{d}_{\mathrm{T} V}(F, Z) \leq(8+\sqrt{32 \pi}) \operatorname{Var}\left[\langle D F, V\rangle_{\mathfrak{H}}\right]+\sqrt{2 \pi}\left|\mathrm{E}\left[F^{3}\right]\right|+\sqrt{32 \pi} \mathrm{E}\left[\left|D_{V}^{2} F\right|^{2}\right]+4 \pi \mathrm{E}\left[\left|D_{V}^{3} F\right|\right],
$$

where we have used the notation $D_{V} F=\langle V, D F\rangle_{\mathfrak{H}}$ and $D_{V}^{i+1} F=\left\langle V, D\left(D_{V}^{i} F\right)\right\rangle_{\mathfrak{H}}$ for $i \geq 1$.

In the next proposition we present another estimate for the Wasserstein's distance between a random variable $F$ where $F=\delta^{2}(V)$ and a normal random variable obtained using iterative application of Malliavin-Stein method. This is proved in [30].

Proposition 3.12. Assume that $V \in \operatorname{Dom}\left(\delta^{2}\right), F=\delta^{2}(V) \in \mathbb{D}^{2,2}$ and $\mathrm{E}\left[F^{2}\right]=1$. Then,

$$
\mathrm{d}_{\mathrm{W}}(F, Z) \leq \sqrt{\pi / 2} \sqrt{\operatorname{Var}\left[\left\langle D^{2} F, V\right\rangle_{\mathfrak{H}^{\otimes 2}}\right]}+2 \mathrm{E}\left[\left|\langle D F \otimes D F, V\rangle_{\mathfrak{H}^{\otimes 2}}\right|\right] .
$$

Proof. By iterating (2.4), we see $\mathrm{E}\left[\delta^{2}(V) f(F)\right]=\mathrm{E}\left[\left\langle D^{2}(f(F)), V\right\rangle_{\mathfrak{H}^{\otimes 2}}\right]$. As a consequence, using Corollary 3.9 , we can write

$$
\begin{aligned}
\mathrm{d}_{\mathrm{W}}(F, Z) & \leq \sup _{f \in \mathscr{F}_{\mathrm{W}}}\left|\mathrm{E}\left[f^{\prime}(F)\right]-\mathrm{E}[F f(F)]\right| \\
& =\sup _{f \in \mathscr{\mathscr { F }}_{\mathrm{W}}}\left|\mathrm{E}\left[f^{\prime}(F)\right]-\mathrm{E}\left[\delta^{2}(V) f(F)\right]\right| \\
& =\sup _{f \in \mathscr{F}_{\mathrm{W}}}\left|\mathrm{E}\left[f^{\prime}(F)\right]-\mathrm{E}\left[\left\langle D^{2}(f(F)), V\right\rangle_{\mathfrak{H}^{\otimes 2}}\right]\right| \\
& =\sup _{f \in \mathscr{\mathscr { F }}_{\mathrm{W}}}\left|\mathrm{E}\left[f^{\prime}(F)\right]-\mathrm{E}\left[f^{\prime}(F)\left\langle D^{2} F, V\right\rangle_{\mathfrak{H}^{\otimes 2}}\right]-\mathrm{E}\left[f^{\prime \prime}(F)\langle D F \otimes D F, V\rangle_{\mathfrak{H}^{\otimes 22}}\right]\right| \\
& \leq \sqrt{\pi / 2} \mathrm{E}\left[\left|1-\left\langle D^{2} F, V\right\rangle_{\mathfrak{H}^{\otimes 2}}\right|\right]+2 \mathrm{E}\left[\left|\langle D F \otimes D F, V\rangle_{\mathfrak{H}^{\otimes 2}}\right|\right],
\end{aligned}
$$

where we used Proposition 2.24 and $f \in \mathscr{F}_{\mathrm{W}}$ satisfies $\left.\left\|f^{\prime}\right\|_{L^{\infty}} \leq \sqrt{\pi / 2},\left\|f^{\prime \prime}\right\|_{L^{\infty}} \leq 2\right\}$. Since $1=$ $\mathrm{E}\left[F^{2}\right]=\mathrm{E}\left[F \delta^{2}(V)\right]=\mathrm{E}\left[\left\langle D^{2} F, V\right\rangle_{\mathfrak{H}^{\otimes 2}}\right]$, using Cauchy-Schwarz inequality, we get

$$
\mathrm{E}\left[\left|1-\left\langle D^{2} F, V\right\rangle_{\mathfrak{H}^{\otimes 2}}\right|\right] \leq \sqrt{\mathrm{E}\left[\left|\mathrm{E}\left[\left\langle D^{2} F, V\right\rangle_{\mathfrak{H}^{\otimes 2}}\right]-\left\langle D^{2} F, V\right\rangle_{\mathfrak{H}^{\otimes 2}}\right|^{2}\right]}=\sqrt{\operatorname{Var}\left[\left\langle D^{2} F, V\right\rangle_{\mathfrak{H}^{\otimes 2}}\right]}
$$

which concludes our proof.

Now, we will use Malliavin-Stein method to obtain a bound for the uniform distance between the density of of a random variable and the density of the normal distribution. In order to obtain such estimate, we will use Proposition 2.50. Variations of this result are obtained in [24]. The proof here is given in [31].

Theorem 3.13. Assume that $V \in \mathbb{D}^{1,6}(\mathfrak{H})$ and $F=\delta(V) \in \mathbb{D}^{2,6}$ with $\mathrm{E}[F]=0, \mathrm{E}\left[F^{2}\right]=1$ and $\left(D_{V} F\right)^{-1} \in L^{4}(\Omega, \mathfrak{F}, \mathrm{P})$. Then, $V / D_{V} F \in \operatorname{Dom} \delta, F$ admits a density $f_{F}(x)$ and the following
inequality holds true

$$
\begin{align*}
\sup _{x \in \mathbb{R}}\left|f_{F}(x)-\phi(x)\right| \leq & \left(\|F\|_{4}\left\|\left(D_{V} F\right)^{-1}\right\|_{4}+2\right)\left\|1-D_{V} F\right\|_{2} \\
& +\left\|\left(D_{V} F\right)^{-1}\right\|_{4}^{2}\left\|D_{V}\left(D_{V} F\right)\right\|_{2}, \tag{3.6}
\end{align*}
$$

where $\phi(x)$ is the density of the normal distribution.

Proof. First, note that, by Proposition 2.50, the Remark $2.51 F$ admits a density $f_{F}(x)=\mathrm{E}\left[\mathbf{1}_{[F>x]} \boldsymbol{\delta}(\bar{V})\right]$, where $\bar{V}=V / D_{V} F$. As a consequence, we can write

$$
\begin{equation*}
\sup _{x \in \mathbb{R}}\left|f_{F}(x)-\phi(x)\right|=\sup _{x \in \mathbb{R}}\left|\mathrm{E}\left[\mathbf{1}_{[F>x]} \boldsymbol{\delta}(\bar{V})\right]-\mathrm{E}\left[\mathbf{1}_{[Z>x]} Z\right]\right|, \tag{3.7}
\end{equation*}
$$

where $Z$ denotes a standard random variable. We have

$$
\begin{equation*}
\delta(\bar{v})=\delta\left(\frac{V}{D_{V} F}\right)=\frac{F}{D_{V} F}-D_{V}\left(\frac{1}{D_{V} F}\right)=\frac{F}{D_{V} F}+\frac{D_{V}\left(D_{V} F\right)}{\left(D_{V} F\right)^{2}} . \tag{3.8}
\end{equation*}
$$

Indeed, the second equality follows from Lemma 2.30 together with $F=\boldsymbol{\delta}(V)$, and the third one follows from the chain rule. Then, substituting (3.8) into (3.7), yields

$$
\begin{align*}
\Phi_{x} & :=\left|\mathrm{E}\left[\mathbf{1}_{[F>x]} \delta(\bar{V})\right]-\mathrm{E}\left[\mathbf{1}_{[Z>x]} Z\right]\right| \\
& =\left|\mathrm{E}\left[\frac{\mathbf{1}_{[F>x]} F}{D_{V} F}\right]-\mathrm{E}\left[\frac{\mathbf{1}_{[F>x]} D_{V}\left(D_{V} F\right)}{\left(D_{V} F\right)^{2}}\right]-E\left[\mathbf{1}_{\{Z>x\}} Z\right]\right| \tag{3.9}
\end{align*}
$$

Adding and subtracting $\mathrm{E}\left[\mathbf{1}_{[F>x]} F\right]$ in (3.9), we get

$$
\begin{equation*}
\Phi_{x} \leq \mathrm{E}\left[\left|\frac{\left(1-D_{V} F\right) F}{D_{V} F}\right|\right]+\mathrm{E}\left[\frac{\left|D_{V}\left(D_{V} F\right)\right|}{\left(D_{V} F\right)^{2}}\right]+\left|\mathrm{E}\left[F \mathbf{1}_{[F>x]}-Z \mathbf{1}_{[Z>x]}\right]\right| \tag{3.10}
\end{equation*}
$$

Applying Hölder's inequlity to the first term, we obtain

$$
\begin{equation*}
\mathrm{E}\left[\left|\frac{\left(1-D_{V} F\right) F}{D_{V} F}\right|\right] \leq\|F\|_{4}\left\|\left(D_{V} F\right)^{-1}\right\|_{4}\left\|1-D_{V} F\right\|_{2} . \tag{3.11}
\end{equation*}
$$

Meanwhile, applying Hölder's inequality to the second term, we get

$$
\begin{equation*}
\mathrm{E}\left[\frac{\left|D_{V}\left(D_{V} F\right)\right|}{\left(D_{V} F\right)^{2}}\right] \leq\left\|\left(D_{V} F\right)^{-1}\right\|_{4}^{2}\left\|D_{V}\left(D_{V} F\right)\right\|_{2} \tag{3.12}
\end{equation*}
$$

Finally, applying Stein's method Theorem 3.10 with $\varphi(y)=y \mathbf{1}_{[y>x]}$ which is a $\operatorname{Lip}(1)$ function, we obtain

$$
\begin{equation*}
\left|\mathrm{E}\left[F \mathbf{1}_{[F>x]}-Z \mathbf{1}_{[Z>x]}\right]\right| \leq \sqrt{\pi / 2} \sqrt{\operatorname{Var}\left[\langle D F, V\rangle_{\mathfrak{H}}\right]} . \tag{3.13}
\end{equation*}
$$

Then, substituting (3.11), (3.12) into (3.10) yields the desired estimate.

## Chapter 4

## Walsh stochastic integral

Walsh introduced multi-parameter stochastic integration which is an extension of Itô's calculus in the seminal paper [56]. In this chapter, we will first give a brief sketch of this integration theory in the context of a spatially homogeneous noise and recall the facts that the main results of Itô's theory extends to Walsh integration. Afterwards, we present how this theory connects with Malliavin calculus. The first two section of this chapter is mainly based on lecture notes Perkowski [50]. We also utilized the lecture notes Balan [2], the papers Dalang [20], Walsh [56], the books Khoshnevisan [28], Dalang, Khoshnevisan, Mueller, Nualart, and Xiao [21], and the theses Chen [10], Conus [18]. The last section is based on a recent paper Chen, Khoshnevisan, Nualart, and Pu [16].

### 4.1 Introduction

Definition 4.1. An isonormal Gaussian process $W=(W(h))_{h \in \mathfrak{H}}$ over $\mathfrak{H}$ defined on a complete probability space $(\Omega, \mathfrak{F}, \mathrm{P})$ is called spatially homogeneous noise on $\mathbb{R}_{+} \times \mathbb{R}^{d}$ if there is a nonnegative definite tempered Borel measure $\Lambda$ on $\mathbb{R}^{d}$ such that

$$
\mathrm{E}[W(h) W(g)]=\langle h, g\rangle_{\mathfrak{H}}
$$

for all $h, g \in \mathfrak{H}$ where $\mathfrak{H}$ is the the completion of the set of Schwartz functions $\mathcal{S}\left(\mathbb{R}_{+} \times \mathbb{R}^{d}\right)$ with respect to the inner product

$$
\langle h, g\rangle_{\mathfrak{H}}:=\int_{0}^{\infty} \int_{\mathbb{R}^{d}}(h(s, \cdot) \bar{*} g(s, \cdot))(y) \Lambda(d y) d s
$$

where

$$
(h(s, \cdot) \bar{*} g(s, \cdot))(y)=\int_{\mathbb{R}^{d}} h(s, x) g(s, x-y) d x .
$$

We will call this measure $\Lambda$ the spectral measure of the noise. If $\Lambda$ is the Dirac mass at 0 , then we call $W$ white noise on $\mathbb{R}_{+} \times \mathbb{R}^{d}$. If $\Lambda$ is absolutely continuous with respect to Lebesgue measure, we will write $\Lambda(d x)=\lambda(x) d x$. Let, also, $\mathfrak{H}_{0}$ be the completion of $\mathcal{S}\left(\mathbb{R}^{d}\right)$ with respect to the inner product

$$
\langle h, g\rangle_{\mathfrak{H}_{0}}:=\int_{\mathbb{R}^{d}}(h \bar{\mp} g)(y) \Lambda(d y)
$$

and $\mathscr{B}_{b}\left(\mathbb{R}^{d}\right):=\left\{A \in \mathscr{B}\left(\mathbb{R}^{d}\right):\left\|\mathbf{1}_{A}\right\|_{\mathfrak{H}_{0}}<\infty\right\}$.
Now, let $W$ be a spatially homogeneous noise on $\mathbb{R}_{+} \times \mathbb{R}^{d}$ with a spectral measure $\Lambda$ and consider the random field $\left(W_{t}(A)\right)_{(t, A) \in \mathbb{R}_{+} \times \mathscr{B}_{b}\left(\mathbb{R}^{d}\right)}$ defined as follows:

$$
\begin{equation*}
W_{t}(A):=W\left(1_{[0, t] \times A}\right), \text { for }(t, A) \in \mathbb{R}_{+} \times \mathscr{B}_{b}\left(\mathbb{R}^{d}\right) \tag{4.1}
\end{equation*}
$$

Let further $\left(\mathfrak{F}_{t}\right)_{t \in \mathbb{R}_{+}}$be the filtration such that

$$
\begin{equation*}
\mathfrak{F}_{t}=\mathfrak{F}_{t}^{0} \vee \mathscr{N}, \mathfrak{F}_{t}^{0}:=\sigma\left(W_{s}(A), s \leq t, A \in \mathscr{B}_{b}\left(\mathbb{R}^{d}\right)\right) \tag{4.2}
\end{equation*}
$$

where $\mathscr{N}$ is the $\sigma$-field generated by P-null sets. By construction $\left(W_{t}(A)\right)_{(t, A) \in \mathbb{R}_{+} \times \mathscr{B}_{b}\left(\mathbb{R}^{d}\right)}$ is a centred Gaussian random field.

Lemma 4.2. Let $W$ be a spatially homogeneous noise on $\mathbb{R}_{+} \times \mathbb{R}^{d}$ with spectral measure $\Lambda$. Then
the centered Gaussian random field $\left(W_{t}(A)\right)_{(t, A) \in \mathbb{R}_{+} \times \mathscr{B}_{b}}$ defined in (4.1) is a Gaussian martingale measure. That is to say for all $A, B \in \mathscr{B}_{b}$, we have
(i) $W_{0}(A)=0$;
(ii) $\left(W_{t}(A)\right)_{t \in \mathbb{R}_{+}}$is a continuous martingale with respect to the filtration $\left(\mathfrak{F}_{t}\right)_{t \in \mathbb{R}_{+}}$defined in (4.2);
(iii) $\mathrm{E}\left[W_{s}(A) W_{t}(B)\right]=(s \wedge t) \int_{\mathbb{R}^{d}}\left(\mathbf{1}_{A} \bar{*} \mathbf{1}_{B}\right)(y) \Lambda(d y)=(s \wedge t)\left\langle\mathbf{1}_{A}, \mathbf{1}_{B}\right\rangle_{\mathfrak{H}_{0}}$.

Proof. (i) Since $\mathrm{E}\left[\left(W_{0}(A)\right)^{2}\right]=\mathrm{E}\left[\left(W\left(\mathbf{1}_{\{0\} \times A}\right)\right)^{2}\right]=0$, it follows that $W_{0}(A)=0$ P-a.s. (ii) This follows from the definition of the filtration. (iii) This also follows quickly from the definition of $W$ since

$$
\mathrm{E}\left[W_{s}(A) W_{t}(B)\right]=\int_{\mathbb{R}_{+}} \int_{\mathbb{R}^{2 d}} \mathbf{1}_{[0, t]}(r) \mathbf{1}_{[0, s]}(r) \mathbf{1}_{A}(x) \mathbf{1}_{B}(x-y) d x \Lambda(d y) d r .
$$

Lemma 4.3. Let $W$ be a spatially homogeneous noise on $\mathbb{R}_{+} \times \mathbb{R}^{d}$ with spectral measure $\Lambda$ and $\left(W_{t}(A)\right)_{(t, A) \in \mathbb{R}_{+} \times \mathscr{B}_{b}\left(\mathbb{R}^{d}\right)}$ be the corresponding Gaussian martingale measure. Let $\left(A_{n}\right)_{n \in \mathbb{N}} \subset \mathscr{B}_{b}\left(\mathbb{R}^{d}\right)$ be pairwise disjoint sets with $\cup_{n \in \mathbb{N}} A_{n} \in \mathscr{B}_{b}\left(\mathbb{R}^{d}\right)$. Then for all $t \in \mathbb{R}_{+}$:

$$
W_{t}\left(\cup_{n \in \mathbb{N}} A_{n}\right)=\sum_{n \in \mathbb{N}} W_{t}\left(A_{n}\right),
$$

where the series on the left converges in $L^{2}(\Omega, \mathfrak{F}, \mathrm{P})$.

Proof. Let $A:=\cup_{n \in \mathbb{N}} A_{n}$ and $B_{N}:=\cup_{n=1}^{N} A_{n}$. For $N \in \mathbb{N}$, we have

$$
\begin{aligned}
\mathrm{E}\left[\left(\sum_{n=1}^{N} W_{t}\left(A_{n}\right)-W_{t}(A)\right)^{2}\right] & =\mathrm{E}\left[\sum_{n, m=1}^{N} W_{t}\left(A_{n}\right) W_{t}\left(A_{m}\right)-2 W_{t}(A) \sum_{n=1}^{N} W_{t}\left(A_{n}\right)+W_{t}(A)^{2}\right] \\
& =\sum_{n, m=1}^{N} t\left\langle\mathbf{1}_{A_{n}}, \mathbf{1}_{A_{m}}\right\rangle_{\mathfrak{H}_{0}}-2 t \sum_{n=1}^{N}\left\langle\mathbf{1}_{A}, \mathbf{1}_{A_{n}}\right\rangle_{\mathfrak{H}_{0}}+t\left\langle\mathbf{1}_{A}, \mathbf{1}_{A}\right\rangle_{\mathfrak{H}_{0}} \\
& =t\left\langle\mathbf{1}_{B_{N}}, \mathbf{1}_{B_{N}}\right\rangle_{\mathfrak{H}_{0}}-2 t\left\langle\mathbf{1}_{A}, \mathbf{1}_{B_{N}}\right\rangle_{\mathfrak{H}_{0}}+t\left\langle\mathbf{1}_{A}, \mathbf{1}_{A}\right\rangle_{\mathfrak{H}_{0}} .
\end{aligned}
$$

Since $\mathbf{1}_{B_{N}} \nearrow \mathbf{1}_{A}$, by monotone convergence theorem, we have

$$
\lim _{N \rightarrow \infty} \mathrm{E}\left[\left(\sum_{n=1}^{N} W_{t}\left(A_{n}\right)-W_{t}(A)\right)^{2}\right]=0
$$

Examples 4.4. (i) An important example of a spatially homogeneous noise on $\mathbb{R}_{+} \times \mathbb{R}^{d}$ is the space-time white noise where $\Lambda(d x)=\delta_{0}(d x)$ with the corresponding Hilbert space $\mathfrak{H}=$ $L^{2}\left(\mathbb{R}_{+} \times \mathbb{R}^{d}, \mathscr{B}\left(\mathbb{R}_{+} \times \mathbb{R}^{d}\right), m\right)$.
(ii) Another important example is where $\Lambda(d x)=\lambda(x) d x, \lambda(x)=|x|^{-\beta}$ for $\beta \in[0, d)$ called Riesz kernel.
(iii) For a given spatially homogeneous noise, we can construct other spatially homogeneous noises as follows: For $\varphi \in C_{c}^{\infty}\left(\mathbb{R}^{d}\right)$, let

$$
W^{\varphi}(h):=W\left(h *_{x} \varphi\right),
$$

where $*_{x}$ corresponds to convolution in space variable.

Definition 4.5. A random field $X=\{X(s, y)\}$ on a complete probability space $(\Omega, \mathfrak{F}, \mathrm{P})$ is elementary if

$$
\begin{equation*}
X(s, y)=F \mathbf{1}_{(a, b]}(s) \mathbf{1}_{A}(y), \tag{4.3}
\end{equation*}
$$

where $0 \leq a<b, A \in \mathscr{B}_{b}\left(\mathbb{R}^{d}\right)$ and $F$ is a bounded, $\mathfrak{F}_{a}$-measurable random variable. Let $\mathscr{E}\left(\mathbb{R}_{+} \times\right.$ $\mathbb{R}^{d} \times \Omega$ ) denote the set of all finite linear combinations of elementary random fields.

Let $\mathscr{P}$ be the smallest $\sigma$-algebra on $\mathbb{R}_{+} \times \mathbb{R}^{d} \times \Omega$ such that all $X \in \mathscr{E}$ is measurable. A function $X: \mathbb{R}_{+} \times \mathbb{R}^{d} \times \Omega \rightarrow \mathbb{R}$ is called predictable if it is measurable with respect to $\mathscr{P}$. For a predictable
process $X$, define the norm

$$
\|X\|_{L^{2}(W)}^{2}:=\mathrm{E}\left[\int_{0}^{\infty} \int_{\mathbb{R}^{d}}|(X(s, \cdot) \bar{*} X(s, \cdot))(y)| \Lambda(d y) d s\right]
$$

and the space

$$
L^{2}(W):=\left\{X: \mathbb{R}_{+} \times \mathbb{R}^{d} \times \Omega \rightarrow \mathbb{R} ; X \text { is predictable and }\|X\|_{W}<\infty\right\}
$$

where we identify $X, X^{\prime} \in L^{2}(W)$ such that $\left\|X-X^{\prime}\right\|_{W}=0$.
Proposition 4.6. (i) $L^{2}(W)$ is a Banach space .
(ii) $\mathscr{E} \cap L^{2}(W)$ is dense in $L^{2}(W)$.

Proof. See Walsh [56, Proposition 2.6] and Conus [18, Theorem 2.6].

Definition 4.7. For an elementary random field $X$ of the form (4.3), define

$$
\begin{equation*}
\int_{[0, t] \times \mathbb{R}^{d}} X(s, y) W(d s, d y)=F\left(W_{b \wedge t}(A)-W_{a \wedge t}(A)\right) . \tag{4.4}
\end{equation*}
$$

Proposition 4.8. Let $X \in \mathscr{E} \cap L^{2}(W)$. Then for $t \geq 0$

$$
M_{t}:=\int_{[0, t] \times \mathbb{R}^{d}} X(s, y) W(d s, d y)
$$

is a continuous martingale with quadratic variation

$$
\langle M\rangle_{t}=\int_{0}^{t} \int_{\mathbb{R}^{d}}(X(s, \cdot) \bar{*} X(s, \cdot))(y) \Lambda(d y) d s
$$

In particular, Itô isometry holds:

$$
\mathrm{E}\left[\left(\int_{\mathbb{R}_{+} \times \mathbb{R}^{d}} X(s, y) W(d s, d y)\right)^{2}\right]=\mathrm{E}\left[\int_{0}^{\infty} \int_{\mathbb{R}^{d}}(X(s, \cdot) \bar{*} X(s, \cdot))(y) \Lambda(d y) d s\right] \leq\|X\|_{W}^{2}
$$

Proof. We will only consider the case where $X$ is elementary. The case for $X \in \mathscr{E} \cap L^{2}(W)$ follows by linearity. Let $X(t, x)$ be given as in (4.3). Then $M_{t}=F\left(W_{b \wedge t}(A)-W_{a \wedge t}(A)\right)$ being continuous martingale and the formula

$$
\begin{aligned}
\langle M\rangle_{t} & =\int_{0}^{t} \int_{\mathbb{R}^{d}} F^{2} \mathbf{1}_{[a, b)}(s)\left(\mathbf{1}_{A} \bar{*} \mathbf{1}_{A}\right)(y) \Lambda(d y) d s \\
& =\int_{0}^{t} \int_{\mathbb{R}^{d}}(X(s, \cdot) \bar{*} X(s, \cdot))(y) \Lambda(d y) d s
\end{aligned}
$$

follows from Lemma 4.2 together the fact that $F$ is $\mathfrak{F}_{a}$-measurable.

Let $\mathscr{M}_{c}^{2}$ be the family of uniformly integrable continuous martingales $M$ such that $M_{0}=0$ and $\mathrm{E}\left[M_{\infty}^{2}\right]<\infty$. After identifying two martingales if they are indistinguishable, $\mathscr{M}_{c}^{2}$ is a Hilbert space with the inner product

$$
(M, N)_{\mathscr{M}_{c}^{2}}:=\mathrm{E}\left[M_{\infty} N_{\infty}\right]=\mathrm{E}\left[\langle M, N\rangle_{\infty}\right] .
$$

Define the map

$$
\begin{align*}
I_{W}: \mathscr{E} \cap L^{2}(W) & \rightarrow \mathscr{M}_{c}^{2}, \\
X & \mapsto \int_{[0,] \times \mathbb{R}^{d}} X(s, y) W(d s, d y) \tag{4.5}
\end{align*}
$$

which is linear by construction. Moreover, from previous proposition we have that for $X \in \mathscr{E} \cap$ $L^{2}(W)$,

$$
\left\|I_{W}(X)\right\|_{\mathscr{M}_{c}^{2}} \leq\|X\|_{L^{2}(W)}
$$

which implies $I_{W}$ is Lipschitz.
Theorem 4.9. The map $J_{W}$ uniquely extends to a linear map from $L^{2}(W)$ to $\mathscr{M}_{c}^{2}$ which we still
denote by $J_{W}$. Moreover, Itô's isometry holds: For all $t \in[0, \infty]$ and $X \in L^{2}(W)$, we have

$$
\begin{equation*}
\mathrm{E}\left[\left(\int_{[0, t] \times \mathbb{R}^{d}} X(s, y) W(d s, d y)\right)^{2}\right]=\mathrm{E}\left[\int_{0}^{t} \int_{\mathbb{R}^{d}}(X(s, \cdot) \bar{\approx} X(s, \cdot))(y) \Lambda(d y) d s\right] \leq\left\|\mathbf{1}_{[0, t]} X\right\|_{W}^{2} \tag{4.6}
\end{equation*}
$$

We will call $J_{W}(X)=\int_{[0,] \times \mathbb{R}^{d}} X(s, y) W(d s, d y)$ the stochastic integral of $X$ with respect to $W$. Proof. By Proposition 4.6 (ii), we know $\mathscr{E} \cap L^{2}(W)$ is dense in $L^{2}(W)$. For given $X \in L^{2}(W)$, let $\left(X_{n}\right)_{n \in \mathbb{N}} \subset \mathscr{E} \cap L^{2}(W)$ be a sequence converging to $X$ in $L^{2}(W)$. Then $\left(J_{W}\left(X_{n}\right)\right)_{n \in \mathbb{N}}$ is a Cauchy sequence in $\mathscr{M}_{c}^{2}$ by Itô-Walsh isometry in Proposition 4.8 and therefore has a limit, denoted $J_{W}(X)=\int_{[0, \cdot] \times \mathbb{R}^{d}} X(s, y) W(d s, d y)$. This definition is independent of the approximating sequence. Indeed, using Itô isometry and Lipschitz property of $J_{W}$, this can easily be verified. Linearity, Itô's isometry, and Lipschitz continuity follows similarly.

The following result follows applying the usual Burkholder-Davis-Gundy inequality for the continuous martingales to the martingale $M_{t}=\int_{[0, t] \times \mathbb{R}^{d}} X(s, y) W(d s, d y)$ with quadratic variation $\langle M\rangle_{t}=\int_{0}^{t} \int_{\mathbb{R}^{d}}(X(s, \cdot) \bar{\mp} X(s, \cdot))(y) \Lambda(d y) d s$.

Theorem 4.10. For all $p>0$ there extists a constant $C_{p}>0$ such that for all $X \in L^{2}(W)$ and for all $t \in[0, \infty]$ :

$$
\begin{array}{r}
\frac{1}{C_{p}} \mathrm{E}\left[\left(\int_{0}^{t} \int_{\mathbb{R}^{2 d}} X(s, x) X(s, x-y) d x \Lambda(d y) d s\right)^{p / 2}\right] \leq \mathrm{E}\left[\sup _{s \in[0, t]}\left|\int_{[0, s] \times \mathbb{R}^{d}} X(r, x) W(d r, d x)\right|^{p}\right] \\
\leq C_{p} \mathrm{E}\left[\left(\int_{0}^{t} \int_{\mathbb{R}^{2 d}} X(s, x) X(s, x-y) d x \Lambda(d y) d s\right)^{p / 2}\right]
\end{array}
$$

### 4.2 Walsh integral and Malliavin calculus

The results in this section are extensions of Theorem 2.47 and Theorem 2.48, for spatially homogeneous noise first obtained in [16].

Let $W$ be the spatially homogeneous noise with spectral measure $\Lambda$ and $D, \delta$ be the Malliavin derivative and divergence operators introduced in first chapter corresponding to $W$. From this
construction, we see that $\mathfrak{H}=L^{2}\left(\mathbb{R}_{+}, \mathscr{B}\left(\mathbb{R}_{+}\right), m ; \mathfrak{H}_{0}\right)$. We will use the identification

$$
L^{2}\left(\Omega, \mathfrak{F}, \mathrm{P} ; L^{2}\left(\mathbb{R}_{+}, \mathscr{B}\left(\mathbb{R}_{+}\right), m ; \mathfrak{H}_{0}\right)\right) \cong L^{2}\left(\mathbb{R}_{+} \times \Omega, \mathscr{B}\left(\mathbb{R}_{+}\right) \otimes \mathfrak{F}, m \otimes \mathrm{P} ; \mathfrak{H}_{0}\right)
$$

Thus the Malliavin derivative can be viewed as a stochastic process $\left\{D_{t} X: t \in \mathbb{R}_{+}\right\}$taking values in $\mathfrak{H}_{0}$. For an elementary process $V$ of the form (4.3), recall that the Walsh integral is given by

$$
\int_{\mathbb{R}_{+} \times \mathbb{R}^{d}} V(s, y) W(d s, d y)=F\left(W_{b}(A)-W_{a}(A)\right)=F W\left(\mathbf{1}_{[a, b) \times A}\right) .
$$

$V$ can be seen as a process taking values in $\mathfrak{H}_{0}$ as follows:

$$
V(t)=F \mathbf{1}_{[a, b)}^{A}(t)
$$

where

$$
\mathbf{1}_{[a, b)}^{A}: \mathbb{R}_{+} \rightarrow \mathfrak{H}_{0}, \quad \mathbf{1}_{[a, b)}^{A}(t) \mapsto \mathbf{1}_{[a, b)}(t) \mathbf{1}_{A} .
$$

Theorem 4.11. Let $V \in L^{2}(W)$, then $V \in \operatorname{Dom}(\boldsymbol{\delta})$ as an $\mathfrak{H}_{0}$-valued process, moreover

$$
\delta(V)=\int_{\mathbb{R}_{+} \times \mathbb{R}^{d}} V(s, y) W(d s, d y)
$$

for any $V \in L^{2}(W)$.

Proof. Let $V$ be an elementary random field of the form (2.8) where $F \in \mathscr{S}$. Using integration by parts (2.5), we see

$$
\begin{equation*}
\mathrm{E}\left[\langle V, D G\rangle_{\mathfrak{H}}\right]=\mathrm{E}\left[F\left\langle\mathbf{1}_{[a, b)}^{A}, D G\right\rangle_{\mathfrak{H}}\right]=\mathrm{E}\left[F G W\left(\mathbf{1}_{[a, b)}^{A}\right)-G\left\langle\mathbf{1}_{[a, b)}^{A}, D F\right\rangle_{\mathfrak{H}}\right] . \tag{4.7}
\end{equation*}
$$

Note that since $F \in \mathscr{S}$ is $\mathfrak{F}_{a}$-measurable, $F=f\left(W\left(h_{1}\right), \cdots, W\left(h_{n}\right)\right)$ for some smooth $f$ and $h_{i} \in$ $L^{2}\left(\mathbb{R}_{+}, \mathscr{B}\left(\mathbb{R}_{+}\right), m ; \mathfrak{H}_{0}\right)$ such that supp $h_{i} \subset[0, a]$. This implies, in particular, $\left\langle\mathbf{1}_{[a, b)}^{A}, h_{i}\right\rangle=0$ for all
$i=1, \cdots m$ and $\left\langle\mathbf{1}_{[a, b)}^{A}, D F\right\rangle_{\mathfrak{H}}=0$. So, the above identity becomes

$$
\mathrm{E}\left[\langle V, D G\rangle_{\mathfrak{H}}\right]=\mathrm{E}\left[F G W\left(\mathbf{1}_{[s, t)}^{A}\right]\right.
$$

which can be rewritten using (4.7) as

$$
\mathrm{E}\left[\langle V, D G\rangle_{\mathfrak{H}}\right]=\mathrm{E}\left[G \int_{\mathbb{R}_{+} \times \mathbb{R}^{d}} V(s, y) W(d s, d y)\right]
$$

Then the proof can be completed by an approximation argument.

The following is the extension of Clark-Ocone formula 2.48 for spatially homogeneous noise.

Theorem 4.12. For every $F \in \mathbb{D}^{1,2}$,

$$
F=\mathrm{E}[F]+\int_{\mathbb{R}_{+} \times \mathbb{R}^{d}} \mathrm{E}\left[D_{s, y} F \mid \mathfrak{F}_{s}\right] W(d s, d y), \text { a.s. }
$$

Consequently, Poincare inequality holds:

$$
\operatorname{Var}[F] \leq \mathrm{E}\left[\|D F\|_{\mathfrak{H}}^{2}\right]
$$

Proof. Let $F \in \mathbb{D}^{1,2}$ be given. Since one can extend the martingale representation theorem to martingales taking values in a Hilbert space, it follows that there is an adapted random field $U(s, y)$ such that

$$
\begin{equation*}
F=\mathrm{E}[F]+\int_{\mathbb{R}_{+} \times \mathbb{R}^{d}} U(s, y) W(d s, d y) \tag{4.8}
\end{equation*}
$$

We want to show that $U(s, y)=\mathrm{E}\left[D_{s, y} F \mid \mathfrak{F}_{s}\right]$ as elements in $L_{a}^{2}\left(\mathbb{R}_{+} \times \Omega, \mathscr{B}\left(\mathbb{R}^{d}\right) \otimes \mathfrak{F}, m \otimes \mathrm{P} ; \mathfrak{H}_{0}\right)$. Let $V \in L_{a}^{2}\left(\mathbb{R}_{+} \times \Omega, \mathscr{B}\left(\mathbb{R}^{d}\right) \otimes \mathfrak{F}, m \otimes \mathrm{P} ; \mathfrak{H}_{0}\right)$. On one hand, using the isometry property of Walsh
integral (4.6), we see

$$
\mathrm{E}[\boldsymbol{\delta}(V) F]=\mathrm{E}\left[\langle U, V\rangle_{\mathfrak{H}}\right] .
$$

On the other hand, using integration by parts (2.7), we get

$$
\begin{array}{r}
\mathrm{E}[\boldsymbol{\delta}(V) F]=\mathrm{E}\left[\langle V, D F\rangle_{\mathfrak{H}}\right]=\mathrm{E}\left[\int_{\mathbb{R}_{+}} \int_{\mathbb{R}^{d}}\left(V(s, \cdot) \bar{*} D_{s,}, F\right)(y) \Lambda(d y) d s\right] \\
=\int_{\mathbb{R}_{+}} \int_{\mathbb{R}^{d}} \mathrm{E}\left[\left(V(s, \cdot) \bar{*}\left[D_{s,} \cdot F \mid \mathfrak{F}_{s}\right]\right)\right](y) \Lambda(d y) d s
\end{array}
$$

where we used the fact that $V$ is adapted to the filtration $\left\{\mathfrak{F}_{t}\right\}_{t \in \mathbb{R}_{+}}$. The above findings together verifies the claim.

Remark 4.13. In dimension 1 and the case where $\Lambda=\delta_{0}$, the operators $D$ and $\delta$ satisfy the following commutation relation

$$
\begin{equation*}
D_{s, y}(\boldsymbol{\delta}(V))=V(s, y)+\boldsymbol{\delta}\left(D_{s, y} V\right), \tag{4.9}
\end{equation*}
$$

for almost all $(s, y) \in \mathbb{R}_{+} \times \mathbb{R}$, provided $V \in \mathbb{D}^{1,2}(\mathfrak{H})$ is such that for almost all $(s, y) \in \mathbb{R}_{+} \times \mathbb{R}$, $D_{s, y} V$ belongs to the domain of the divergence in $L^{2}$ and $\mathrm{E}\left[\int_{\mathbb{R}_{+} \times \mathbb{R}}\left|\delta\left(D_{s, y} V\right)\right|^{2} d s d y\right]<\infty$ (see [42, Proposition 1.3.2]).

## Chapter 5

## Stochastic heat equation

Stochastic partial differential equations (SPDEs) are mathematical objects that model physical phenomena under influence of random noise and stochastic heat equation (SHE) is one important example. Among different approaches to solving such equations we concentrate on the random field approach, in which the multi-parameter stochastic integral that we have introduced in the previous chapter can be viewed as a continuation of Itô's stochastic calculus is used. This approach is pioneered in Walsh's lecture notes [56]. In particular, we focus on the stochastic heat equation governed by a spatially homogeneous noise. In the first half of this chapter, we establish the existence and regularity of the solution using the references Chen [10], Dalang [20], Dalang, Khoshnevisan, Mueller, Nualart, and Xiao [21], Hairer [22], Khoshnevisan [28], Perkowski [50], Walsh [56]. We then establish Malliavin differentiability of the solution in the second part for which we refer to the papers Chen and Huang [12], Chen and Kim [13], Chen, Hu, and Nualart [14], Kuzgun and Nualart [32].

### 5.1 Existence and regularity

Let $W$ be a spatially homogeneous noise in $\mathbb{R}_{+} \times \mathbb{R}^{d}$ with spectral measure $\Lambda$. Consider

$$
\left\{\begin{array}{l}
\frac{\partial u}{\partial t}=\frac{1}{2} \Delta u+g(u) \dot{W},(t, x) \in \mathbb{R}_{+} \times \mathbb{R}^{d}  \tag{5.1}\\
u(0, x)=u_{0}
\end{array}\right.
$$

where $d \in \mathbb{N}$, and $\Delta=\sum_{i=1}^{d} \frac{\partial^{2}}{\partial x_{i}^{2}}$ is the Laplacian operator. The initial condition $u_{0}$ is in general assumed to be a signed Borel measure on $\mathbb{R}^{d}$ such that for all $c>0$,

$$
\begin{equation*}
\int_{\mathbb{R}^{d}} e^{-c|x|^{2}}\left|u_{0}\right|(d x)<\infty \tag{5.2}
\end{equation*}
$$

and $g$ is a nonrandom Lipschitz function with Lipschitz constant $\operatorname{Lip}_{g}$.
Definition 5.1. We say that a nonnegative, nonnegative definite, tempered, Borel measure $\Lambda$ on $\mathbb{R}^{d}$ satisfy Dalang's condition with $r \in(0,1]$ if

$$
\begin{equation*}
\int_{\mathbb{R}^{d}} \frac{\mu(d \xi)}{\left(1+|\xi|^{2}\right)^{r}}<\infty \tag{5.3}
\end{equation*}
$$

where $\Lambda$ is the Fourier transform of a tempered Borel measure $\mu$. In other words: for $h, g \in \mathcal{S}\left(\mathbb{R}^{d}\right)$,

$$
\langle h, g\rangle_{\mathfrak{H}_{0}}:=\int_{\mathbb{R}^{d}}(h \bar{*} g)(y) \Lambda(d y)=\int_{\mathbb{R}^{d}} h(\xi) \overline{g(\xi)} \mu(d \xi)
$$

Examples 5.2. (i) Recall space-time white noise in Examples 4.4. $\Lambda(d x)=\delta_{0}(d x)$ satisfies Dalang's condition for all $r \in(0,1]$ if $d=1$. Otherwise, it doesn't satisfy the Dalang's condition. This can be seen by noting that $\mu(d \xi)=d \xi$.
(ii) Recall the noise $W$ with the spectral measure $\lambda(x)=|x|^{-\beta}$ Examples 4.4. Then, $W$ satisfies the Dalang's condition with any $r<\beta / 2 \in(0,1)$ if $\beta<\min (2, d)$. Note that in this case $\mu(d \xi)=|\xi|^{d-\beta} d \xi$.

Remark 5.3. $\Lambda$ is the Fourier transform of a tempered measure $\mu$ on $\mathbb{R}^{d}$ follows from BochnerSchwartz theorem. See [53].

Now, we define the notion of the mild and weak solutions to the SHE (5.1) using the stochastic integral we introduced in previous section. Under some conditions it turns out that these two definitions are equivalent, see for example [48, Proposition 3.2], [22, Proposition 5.7]. For the
sake of completeness, we will give both definitions but will only use the mild solution in the rest of this thesis.

Definition 5.4. A predictable random field $u=\{u(t, x)\}_{(t, x) \in \mathbb{R}_{+} \times \mathbb{R}^{d}}$ is called weak solution to the stochastic heat equation in (5.1) if for all $\varphi \in C_{c}\left(\mathbb{R}^{d}\right)$ the following integrals are well-defined

$$
\begin{equation*}
\int_{\mathbb{R}^{d}} u(t, x) \varphi(x) d x=\int_{\mathbb{R}^{d}} \varphi(x) u_{0}(d x)+\int_{0}^{t} \int_{\mathbb{R}^{d}} u(s, x) \Delta \varphi(x) d x d s+\int_{[0, t] \times \mathbb{R}^{d}} g(u(s, x)) \varphi(x) W(d s, d x) . \tag{5.4}
\end{equation*}
$$

Notation 5.5. For $(t, x) \in \mathbb{R}_{+} \times \mathbb{R}^{d}$, set

$$
\begin{equation*}
\boldsymbol{p}_{t}(x):=\frac{1}{(2 \pi t)^{d / 2}} e^{-\frac{|x|^{2}}{2 t}} \tag{5.5}
\end{equation*}
$$

which we call heat kernel.

Definition 5.6. A predictable random field $u=\{u(t, x)\}_{(t, x) \in \mathbb{R}_{+} \times \mathbb{R}^{d}}$ is called mild solution to the stochastic heat equation in (5.1) if all of the following integrals are well-defined and for all $(t, x) \in$ $\mathbb{R}_{+} \times \mathbb{R}^{d}$,

$$
\begin{equation*}
u(t, x)=\int_{\mathbb{R}^{d}} \boldsymbol{p}_{t}(x-y) u_{0}(d y)+\int_{[0, t] \times \mathbb{R}^{d}} \boldsymbol{p}_{t-s}(x-y) g(u(s, x)) W(d s, d x) \tag{5.6}
\end{equation*}
$$

Let $\tau_{z}$ denote the translation operator for $z \in \mathbb{R}^{d}$ and let $h_{z} \in \mathfrak{H}$ be such that $h_{z}:=\tau_{z}(h)$.

Lemma 5.7. Let $W$ be a spatially homogeneous noise on $\mathbb{R}_{+} \times \mathbb{R}^{d}$ with spectral measure $\Lambda$. Let $z \in \mathbb{R}^{d}$. Then for any $h \in \mathfrak{H}, W(h)$ and $W_{z}(h):=W\left(h_{z}\right)$ has the same law.

Proof. It enough to show that for all $z \in \mathbb{R}^{d}$, the covariances agree, that is $\langle h, g\rangle_{\mathfrak{H}}=\left\langle h_{z}, g_{z}\right\rangle_{\mathfrak{H}}$. Indeed if $h, g \in \mathcal{S}\left(\mathbb{R}_{+} \times \mathbb{R}^{d}\right)$, this claim follows from the fact that $(h(t, \cdot) \bar{*} g(t, \cdot))(y)=\left(h_{z}(t, \cdot) \bar{*} g_{z}(t, \cdot)\right)(y)$ for all $y \in \mathbb{R}^{d}$.

Lemma 5.8. Let $X(s, y)$ be a random field such that for all $y, z \in \mathbb{R}^{d}$

$$
g_{s}(z):=\mathrm{E}[X(s, y) X(s, y+z)]
$$

is independent of $y$ and $p_{t-\cdot}(x-\cdot) u(\cdot, \cdot) \in L^{2}(W)$, then so

$$
\mathrm{E}\left[\left(\int_{[0, t] \times \mathbb{R}^{d}} p_{t-s}(x-y) X(s, y) W(d s, d y)\right)\left(\int_{[0, t] \times \mathbb{R}^{d}} p_{t-s}(x+z-y) X(s, y) W(d s, d y)\right)\right]
$$

is independent of $x$.

Proof. Following the ideas in [16] and Lemma 5.7, we see that

$$
\int_{[0, t] \times \mathbb{R}^{d}} p_{t-s}(x+z-y) X(s, y) W(d s, d y)=\int_{[0, t] \times \mathbb{R}^{d}} p_{t-s}(x-y) X(s, y+z) W_{z}(d s, d y)
$$

has the same distribution as

$$
\int_{[0, t] \times \mathbb{R}^{d}} p_{t-s}(x-y) X(s, y+z) W(d s, d y)
$$

Then result follows by the assumption, together with Itô-Walsh isometry.

Lemma 5.9. Let $\Lambda$ be a measure satisfying Dalang's condition (5.3) with some $r \in(0,1]$. Then, for all $T>0$ there exists $0<C_{T, r}<\infty$ such that

$$
\begin{equation*}
\int_{0}^{T} \int_{\mathbb{R}^{d}}\left(\boldsymbol{p}_{t} * \boldsymbol{p}_{t}\right)(z) \Lambda(d z) d t \leq C_{T, r} \tag{5.7}
\end{equation*}
$$

Proof. Note that the spatial Fourier transform of the heat kernel is

$$
\hat{\boldsymbol{p}}_{t}(\xi)=e^{-t|\xi|^{2}}
$$

Then, using the properties of Fourier transform, we have

$$
\int_{\mathbb{R}^{d}}\left(\boldsymbol{p}_{t} * \boldsymbol{p}_{t}\right)(z) \Lambda(d z)=\int_{\mathbb{R}^{d}} e^{-i \xi \cdot x} e^{-t|\xi|^{2}} \mu(d \xi)
$$

and

$$
\int_{0}^{T} \int_{\mathbb{R}^{d}}\left(\boldsymbol{p}_{t} * \boldsymbol{p}_{t}\right)(z) \Lambda(d z) d t=\int_{\mathbb{R}^{d}} \int_{0}^{T} e^{-i \xi \cdot x} e^{-t|\xi|^{2}} \mu(d \xi) d t=\int_{\mathbb{R}^{d}} \frac{1-e^{-T|\xi|^{2}}}{|\xi|^{2}} \mu(d \xi)
$$

Now, multiplying and dividing by $\left(1+|\xi|^{2}\right)^{r}$ using Dalang's condition (5.3) on $\mu$, we see

$$
\begin{aligned}
\int_{0}^{T} \int_{\mathbb{R}^{d}}\left(\boldsymbol{p}_{t} * \boldsymbol{p}_{t}\right)(x-z) \Lambda(d z) & \leq C_{T, r}\left(\int_{|\xi| \leq 1} \mu(d \xi)+\int_{|\xi|>1} \frac{\mu(d \xi)}{\left(1+|\xi|^{2}\right)^{r}}\right) \\
& \leq C_{T, r}<\infty
\end{aligned}
$$

which completes the proof.

Theorem 5.10. Let $W$ be a spatially homogeneous noise on $\mathbb{R}_{+} \times \mathbb{R}^{d}$ with a spectral measure $\Lambda$ which satisfies Dalang's condition with $r \in(0,1]$. Let $u_{0}$ be a bounded function on $\left(\mathbb{R}^{d}, \mathscr{B}\left(\mathbb{R}^{d}\right)\right)$. Assume $g$ is a Lipschitz function. Then there exists a unique predictable process $u$ satisfying

$$
\sup _{(t, x) \in[0, T] \times \mathbb{R}^{d}}\|u(t, x)\|_{L^{p}(\Omega, \mathfrak{F}, \mathbb{P})} \leq C_{T, p} .
$$

which is a mild solution to (5.1).

Proof. We will only consider the case $u_{0} \equiv 0$. We will follow the Picard iteration: Let $u_{0}(t, x)=$ 0 and assuming that $u_{n}$ has been defined as a $L^{2}$-bounded random field such that $u_{n}(t, x)$ is $\mathfrak{F}_{t}$ measurable and $L^{2}(\Omega, \mathfrak{F}, \mathrm{P})$-continuous, set

$$
\begin{equation*}
u_{n+1}(t, x)=\int_{[0, t] \times \mathbb{R}^{d}} \boldsymbol{p}_{t-s}(x-y) g\left(u_{n}(s, y)\right) W(d s, d y) \tag{5.8}
\end{equation*}
$$

Then, $u_{n+1}$ as defined in (5.8) is well-defined, $L^{2}$-bounded, $L^{2}(\Omega, \mathfrak{F}, \mathrm{P})$ continuous, $\mathfrak{F}_{t}$-measurable.

See [20, Theorem 13] or [10, Proposition 3.3.4].
Now, we claim that $\left(u_{n}(t, x)\right)_{n}$ converges in $L^{P}(\Omega, \mathfrak{F}, \mathrm{P})$, uniformly in $(t, x) \in[0, T] \times \mathbb{R}^{d}$. To prove this, let

$$
f_{n}(t)=\sup _{x \in \mathbb{R}^{d}} \mathrm{E}\left[\left|u_{n+1}(t, x)-u_{n}(t, x)\right|^{p}\right] .
$$

By the isometry property of the Walsh integral (4.6) and using $g$ being Lipschitz together with Lemma 5.8, we obtain

$$
f_{n}(t) \leq C_{g} \int_{0}^{t} f_{n}(s) G(t-s) d s
$$

where

$$
\begin{aligned}
G(s): & =\int_{\mathbb{R}^{2 d}} \boldsymbol{p}_{s}\left(x-y+y^{\prime}\right) \boldsymbol{p}_{s}(x-y) d y \Lambda\left(d y^{\prime}\right) \\
& =\int_{\mathbb{R}^{d}} \boldsymbol{p}_{2 s}\left(y^{\prime}\right) \Lambda\left(d y^{\prime}\right),
\end{aligned}
$$

where we used semigroup property. Since $G$ is a nonnegative, integrable function on $[0, T]$, we can apply Gronwall's Lemma A.2, we obtain

$$
\sup _{(t, x) \in[0, T] \times \mathbb{R}^{d}} \mathrm{E}\left[\left|u_{m}(t, x)-u_{n}(t, x)\right|^{p}\right] \leq \sum_{k=n+1}^{m} a_{k}^{1 / p} \rightarrow 0
$$

as $m, n \rightarrow \infty$. Uniqueness also follows similarly.

The following version covers the delta initial condition, see [11] for a proof.

Theorem 5.11. Let $W$ be a spatially homogeneous noise on $\mathbb{R}_{+} \times \mathbb{R}^{d}$ with a spectral measure $\Lambda$ which satisfies Dalang's condition with $r \in(0,1]$. Let $u_{0}=\delta_{0}$ be the Dirac mass at 0 . Assume $g$ is a Lipschitz function. Then there exists a unique predictable process $u$ which satisfies

$$
\|u(t, x)\|_{L^{p}(\Omega, \mathfrak{F}, P)} \leq C_{T, p} \boldsymbol{p}_{t}(x)
$$

and a mild solution to (5.1).

See [10] and [11] for the following result.

Theorem 5.12. Let $W$ be a spatially homogeneous noise on $\mathbb{R}_{+} \times \mathbb{R}^{d}$ with a spectral measure $\Lambda$ which satisfies Dalang's condition with $r \in(0,1)$. Let $u$ be the mild solution to (5.1). Then for all $p \geq 2, \gamma_{1} \in\left(0, \frac{1-r}{2}\right), \gamma_{2} \in(0,1-r)$, there exists a constant $C$ such that for all $s, t \in[0, T]$

$$
\|u(t, x)-u(s, y)\|_{L^{p}(\Omega, \mathfrak{\xi}, P)} \leq C\left(|t-s|^{\gamma_{1}}+|x-y|^{\gamma_{2}}\right)+\left|I_{0}(t, x)-I_{0}(s, y)\right|
$$

where we used the notation

$$
I_{0}(t, x):=\int_{\mathbb{R}^{d}} p_{t}(x-\xi) u_{0}(d \xi)
$$

Corollary 5.13. Let $W$ be a white noise on $\mathbb{R}_{+} \times \mathbb{R}$ and $u$ be the mild solution to (5.1) with initial condition $u_{0} \equiv 1$ or $u_{0} \equiv \delta_{0}$. Then for all $p \geq 2$, there exists a constant $C$ such that for all $s, t \in[0, T]$

$$
\|u(t, x)-u(s, y)\|_{L^{p}(\Omega, \mathfrak{F}, P)} \leq C\left(|t-s|^{1 / 4}+|x-y|^{1 / 2}\right) .
$$

See [12] and [14] for the following result.

Theorem 5.14. Let $W$ be a spatially homogeneous noise on $\mathbb{R}_{+} \times \mathbb{R}^{d}$ with a spectral measure $\Lambda$ which satisfies Dalang's condition with $r \in(0,1]$, and $u$ be the mild solution to (5.1) with nonnegative initial condition $u_{0}>0$ satisfying (5.2). Further assume $g$ is a Lipschitz function such that $g(0)=0$. Then for all $p>0, K \subset \mathbb{R}^{d}$ compact, and $t>0$ :

$$
\mathrm{E}\left[\left(\inf _{x \in K} u(t, x)\right)^{-p}\right]<\infty
$$

Furthermore,
(a) If $W$ is space-time white noise in dimension $d=1, g(x)=x$ and $u_{0}(x)=1$, then

$$
\mathrm{E}\left[\left(\inf _{(t, x) \in K} u(t, x)\right)^{-p}\right]<\infty
$$

for any $K \subset \mathbb{R}_{+} \times \mathbb{R}$ compact.
(b) If $W$ is space-time white noise in dimension $d=1, g(x)=x$ and $u_{0}(x)=\delta_{0}(x)$, then

$$
\mathrm{E}\left[\left(\inf _{t \in K} u(t, 0)\right)^{-p}\right]<\infty
$$

for any $K \subset \mathbb{R}_{+}$compact.

### 5.2 Malliavin differentiblity

### 5.2.1 Parabolic Anderson model

In this subsection, we will consider the case where $g(u)=u$. Namely, the equation

$$
\left\{\begin{array}{l}
\frac{\partial u}{\partial t}=\frac{1}{2} \Delta u+u \dot{W}, x \in \mathbb{R}^{d}, t \in \mathbb{R}_{>0}  \tag{5.9}\\
u(0, x)=u_{0}
\end{array}\right.
$$

with initial condition $u_{0}$ is assumed to be a signed Borel measure on $\mathbb{R}^{d}$ satisfying (5.2).

Proposition 5.15. For any $(t, x) \in(0, \infty) \times \mathbb{R}^{d}, u(t, x) \in \mathbb{D}^{\infty}$.

Proof. From Part (2) of [12, Proposion 3.2] it follows that $u(t, x) \in \mathbb{D}^{1, p}$ for all $(t, x) \in(0, \infty) \times \mathbb{R}^{d}$ and for all $p \geq 1$. Because we are dealing with the parabolic Anderson model, the proof of Part (3) of [12, Proposion 3.2] implies that $u(t, x) \in \mathbb{D}^{\infty}$ for all $(t, x) \in(0, \infty) \times \mathbb{R}^{d}$.

When we are in this specific case, there are more tools to work with to obtain some properties of the solution. One of these is Feynman-Kac formulas. The purpose of this section is to obtain
such formulas for the moments of the solution and its derivatives. These formulas will then be used to get estimates for the $p$-th norm of the first and higher order derivatives which are important in the application of Malliavin-Stein method.

Keeping this motivation in mind, we will now introduce an approximation scheme for the homogeneous noise that we will then use to approximate the solution to the parabolic Anderson model (5.9).

For each $\varepsilon>0$ and any $\varphi \in \mathcal{S}\left(\mathbb{R}_{+} \times \mathbb{R}^{d}\right)$, we define (recall from Examples 4.4)

$$
W^{\varepsilon}(\boldsymbol{\varphi})=W\left(\boldsymbol{\varphi}(t, \cdot) * \boldsymbol{p}_{\varepsilon}(\cdot)\right),
$$

where $*$ denotes the convolution in the space variable and $\boldsymbol{p}_{\varepsilon}(x)$ is the $d$-dimensional heat kernel defined in (5.5). Then, the Gaussian family $W^{\varepsilon}=\left\{W^{\varepsilon}(\varphi) ; \varphi \in \mathcal{S}\left(\mathbb{R}_{+} \times \mathbb{R}^{d}\right)\right\}$ has the covariance structure

$$
\begin{aligned}
& \mathrm{E}\left[W^{\varepsilon}(\varphi) W^{\varepsilon}(\psi)\right] \\
& =\int_{0}^{\infty} \int_{\mathbb{R}^{2} d}\left(\varphi(s, \cdot) * \boldsymbol{p}_{\varepsilon}(\cdot)\right)(y)\left(\psi(s, \cdot) * \boldsymbol{p}_{\varepsilon}(\cdot)\right)\left(y-y^{\prime}\right) \Lambda\left(d y^{\prime}\right) d y d s \\
& =\int_{0}^{\infty} \int_{\mathbb{R}^{d}} \mathcal{F}(\varphi)(s, \xi) \overline{\mathcal{F}(\psi)(s, \xi)} e^{-\varepsilon|\xi|^{2}} \mu(d \xi) d s,
\end{aligned}
$$

that is, the noise $W^{\varepsilon}$ is white in time and it has a spatial covariance given by

$$
\begin{equation*}
\lambda_{\varepsilon}(x)=\frac{1}{(2 \pi)^{d}} \int_{\mathbb{R}^{d}} e^{i x \cdot \xi-\varepsilon|\xi|^{2}} \mu(d \xi) \tag{5.10}
\end{equation*}
$$

whose Fourier transform is $\mu_{\varepsilon}(d \xi)=e^{-\varepsilon|\xi|^{2}} \mu(d \xi)$. Notice that $\mu_{\varepsilon}$ is a finite measure and $\lambda_{\varepsilon}$ is a bounded smooth function. In this way, we can write

$$
\begin{aligned}
\mathrm{E}\left[W^{\varepsilon}(\varphi) W^{\varepsilon}(\psi)\right] & =\int_{0}^{\infty} \int_{\mathbb{R}^{2 d}} \varphi(s, y) \psi\left(s, y^{\prime}\right) \lambda_{\varepsilon}\left(y-y^{\prime}\right) d y d y^{\prime} d s \\
& =\int_{0}^{\infty} \int_{\mathbb{R}^{d}} \mathcal{F}(\varphi)(s, \xi) \overline{\mathcal{F}(\psi)(s, \xi)} \mu_{\varepsilon}(d \xi) d s
\end{aligned}
$$

As before, we denote by $\mathfrak{H}^{\varepsilon}$ the completion of $\mathcal{S}\left(\mathbb{R}_{+} \times \mathbb{R}^{d}\right)$ under the inner product

$$
\langle\varphi, \psi\rangle_{\mathfrak{H}^{\varepsilon}}=\mathrm{E}\left[W^{\varepsilon}(\varphi) W^{\varepsilon}(\psi)\right] .
$$

Let $\phi^{t}:[0, t] \rightarrow \mathbb{R}^{d}$ be a continuous function for each $t \in \mathbb{R}_{+}$. Then, the map $(s, y) \mapsto \mathbf{1}_{[0, t]}(s) \boldsymbol{p}_{\varepsilon}\left(\phi^{t}(s)-y\right)$ belongs to the space $\mathfrak{H}$ since

$$
\begin{align*}
&\left\|\mathbf{1}_{[0, t]}(\bullet) \boldsymbol{p}_{\varepsilon}\left(\phi^{t}(\bullet)-\star\right)\right\|_{\mathfrak{H}}^{2} \\
&=\int_{0}^{t} \int_{\mathbb{R}^{2 d}} \boldsymbol{p}_{\varepsilon}\left(\phi^{t}(s)-y\right) \boldsymbol{p}_{\varepsilon}\left(\phi^{t}(s)-y^{\prime}+y\right) \Lambda\left(d y^{\prime}\right) d y d s \\
&=\int_{0}^{t} \int_{\mathbb{R}^{d}} e^{-\varepsilon|\xi|^{2}} \mu(d \xi) d s=t \int_{\mathbb{R}^{d}} e^{-\varepsilon|\xi|^{2}} \mu(d \xi) \\
&=t(2 \pi)^{d} \lambda_{\varepsilon}(0)<\infty \tag{5.11}
\end{align*}
$$

and we can define the stochastic integral

$$
W\left(\mathbf{1}_{[0, t]}(\bullet) \boldsymbol{p}_{\varepsilon}\left(\phi^{t}(\bullet)-\star\right)\right)=\int_{[0, t] \times \mathbb{R}^{d}} \boldsymbol{p}_{\varepsilon}\left(\phi^{t}(s)-y\right) W(d s, d y) .
$$

Throughout, we will use the following notation:

$$
\int_{0}^{t} W^{\varepsilon}\left(d s, \phi^{t}(s)\right):=\int_{[0, t] \times \mathbb{R}^{d}} \boldsymbol{p}_{\varepsilon}\left(\phi^{t}(s)-y\right) W(d s, d y)
$$

From (5.11) it follows that $\int_{0}^{t} W^{\varepsilon}\left(d s, \phi^{t}(s)\right)$ is a centered Gaussian random variable with variance $t(2 \pi)^{d} \lambda_{\varepsilon}(0)$.

Now, we consider the heat equation driven by $W^{\varepsilon}$,

$$
\begin{equation*}
\frac{\partial u}{\partial t}=\frac{1}{2} \Delta u+u \dot{W}^{\varepsilon}, \quad(t, x) \in \mathbb{R}_{+} \times \mathbb{R}^{d} \tag{5.12}
\end{equation*}
$$

with the same initial condition $u(0, x)=u_{0}$. An adapted and jointly measurable random field $u^{\varepsilon}=\left\{u^{\varepsilon}(t, x) ;(t, x) \in \mathbb{R}_{+} \times \mathbb{R}^{d}\right\}$ such that $\mathrm{E}\left[u^{\varepsilon}(t, x)\right]^{2}<\infty$ for all $(t, x) \in \mathbb{R}_{+} \times \mathbb{R}^{d}$ is a mild solution
to equation (5.12), if for any $(t, x) \in \mathbb{R}_{+} \times \mathbb{R}^{d}$, the process $\left\{\boldsymbol{p}_{t-s}(x-y) u^{\varepsilon}(s, y) \mathbf{1}_{[0, t]}(s) ;(s, y) \in\right.$ $\left.\mathbb{R}_{+} \times \mathbb{R}^{d}\right\}$ is integrable with respect to $W^{\varepsilon}$, and the following holds:

$$
\begin{equation*}
u^{\varepsilon}(t, x)=\left(\boldsymbol{p}_{t} * u_{0}\right)(x)+\int_{[0, t] \times \mathbb{R}^{d}} \boldsymbol{p}_{t-s}(x-y) u^{\varepsilon}(s, y) W^{\varepsilon}(d s, d y) . \tag{5.13}
\end{equation*}
$$

It follows from the general theory that this mild solution exists and it is unique. Furthermore, because the spectral measure is finite, there is a Feynman-Kac representation of the solution, given in the following lemma.

Lemma 5.16. For each $\varepsilon>0$, the following random field $u^{\varepsilon}(t, x)$ is the solution to the heat equation given in (5.12):

$$
\begin{equation*}
u^{\varepsilon}(t, x)=\mathrm{E}^{B}\left[u_{0}\left(B_{t}^{x}\right) \exp \left(\int_{0}^{t} W^{\varepsilon}\left(d s, B_{t-s}^{x}\right)-\frac{1}{2} t(2 \pi)^{d} \lambda_{\varepsilon}(0)\right)\right], \tag{5.14}
\end{equation*}
$$

where $B^{x}$ is a $d$-dimensional standard Brownian motion independent of $W$ that starts at $x$ and $\mathrm{E}^{B}$ denotes the mathematical expectation with respect to $B^{x}$.

Remark 1. Notice that, because $u_{0}$ is a signed measure, the composition $u_{0}\left(B_{t}^{x}\right)$ is not immediately well defined. The right-hand side of equation (5.14), will be interpreted as follows:

$$
\begin{aligned}
u^{\varepsilon}(t, x)= & \int_{\mathbb{R}^{d}} u_{0}(d \theta) \boldsymbol{p}_{t}(x-\theta) \\
& \times \mathrm{E}^{\widehat{B}}\left[\exp \left(\int_{[0, t] \times \mathbb{R}^{d}} \boldsymbol{p}_{\varepsilon}\left(\widehat{B}_{0, t}^{\theta, x}(s)-y\right) W(d s, d y)-\frac{1}{2} t(2 \pi)^{d} \Lambda_{\varepsilon}(0)\right)\right],
\end{aligned}
$$

where $\left\{\widehat{B}_{0, t}^{\theta, x}(s), s \in[0, t]\right\}$ denotes a $d$-dimensional Brownian bridge in the interval $[0, t]$ from $\theta$ to $x$. The above integral is well defined almost surely because on one hand $\int_{\mathbb{R}^{d}}\left|u_{0}\right|(d \theta) p_{t}(x-\theta)<\infty$ and moreover, we have

$$
\mathrm{E}^{W} \mathrm{E}^{\widehat{B}}\left[\exp \left(\int_{[0, t] \times \mathbb{R}^{d}} \boldsymbol{p}_{\varepsilon}\left(\widehat{B}_{0, t}^{\theta, x}(s)-y\right) W(d s, d y)\right)\right]=e^{\frac{1}{2} t(2 \pi)^{d} \lambda_{\varepsilon}(0)} .
$$

Proof of Lemma 5.16. Let $G \in L^{2}(\Omega, \mathfrak{F}, \mathrm{P})$ be such that $G=e^{W(h)-\frac{1}{2}\|h\|_{\mathfrak{H}}^{2}}$ for some $h \in \mathfrak{H}$. From
(5.14), we obtain

$$
\begin{aligned}
& \mathrm{E}\left[G u^{\varepsilon}(t, x)\right] \\
& =\mathrm{E}^{W}\left[G \mathrm{E}^{B}\left[u_{0}\left(B_{t}^{x}\right) \exp \left(\int_{0}^{t} W^{\varepsilon}\left(d s, B_{t-s}^{x}\right)-\frac{1}{2} t(2 \pi)^{d} \lambda_{\varepsilon}(0)\right)\right]\right] \\
& =\mathrm{E}^{B}\left[u_{0}\left(B_{t}^{x}\right) \mathrm{E}^{W}\left[\exp \left(W\left(h+\boldsymbol{p}_{\varepsilon}\left(B_{t-\bullet}^{x}-\star\right)\right)-\frac{1}{2}\|h\|_{\mathfrak{H}}^{2}-\frac{1}{2} t(2 \pi)^{d} \lambda_{\varepsilon}(0)\right)\right]\right] \\
& =\mathrm{E}^{B}\left[u_{0}\left(B_{t}^{x}\right) \exp \left(\frac{1}{2}\left\|h+\boldsymbol{p}_{\varepsilon}\left(B_{t-\bullet}^{x}-\star\right)\right\|_{\mathfrak{H}}^{2}-\frac{1}{2}\|h\|_{\mathfrak{H}}^{2}-\frac{1}{2} t(2 \pi)^{d} \lambda_{\varepsilon}(0)\right)\right] \\
& =\mathrm{E}^{B}\left[u_{0}\left(B_{t}^{x}\right) \exp \left(\left\langle\boldsymbol{p}_{\varepsilon}\left(B_{t-\bullet}^{x}-\star\right), h\right\rangle_{\mathfrak{H}}\right)\right] \\
& =\mathrm{E}^{B}\left[u_{0}\left(B_{t}^{x}\right) \exp \left(\int_{0}^{t}\left\langle\boldsymbol{p}_{\varepsilon}\left(B_{t-s}^{x}-\star\right), h(s, \star)\right\rangle_{\mathfrak{H}_{0}} d s\right)\right]
\end{aligned}
$$

Letting $S_{t, x}(h)=\mathrm{E}^{W}\left[G u^{\varepsilon}(t, x)\right]$, by the classical Feynmann-Kac's formula, the above calculation shows that $S_{t, x}(h)$ satisfies the classical heat equation with potential $\left\langle\boldsymbol{p}_{\varepsilon}(x-\star), h(s, \star)\right\rangle_{\mathfrak{H}_{0}}$, and initial condition $u_{0}$, i.e.

$$
\frac{\partial S_{t, x}(h)}{\partial t}=\frac{1}{2} \Delta S_{t, x}(h)+S_{t, x}(h)\left\langle\boldsymbol{p}_{\varepsilon}(x-\star), h(t, \star)\right\rangle_{\mathfrak{H}_{0}}
$$

As a consequence, we have

$$
\begin{aligned}
S_{t, x}(h) & =\left(\boldsymbol{p}_{t} * u_{0}\right)(x)+\int_{0}^{t} \int_{\mathbb{R}^{d}} \boldsymbol{p}_{t-s}(x-y) S_{s, y}(h)\left\langle\boldsymbol{p}_{\varepsilon}(y-\star), h(s, \star)\right\rangle_{\mathfrak{H}_{0}} d s d y \\
& =\left(\boldsymbol{p}_{t} * u_{0}\right)(x)+\int_{0}^{t} \int_{\mathbb{R}^{d}} \boldsymbol{p}_{t-s}(x-y) \mathrm{E}\left[u_{s, y}^{\varepsilon}\left\langle\boldsymbol{p}_{\varepsilon}(y-\star), D_{s, \star} G\right\rangle_{\mathfrak{H}_{0}}\right] d s d y
\end{aligned}
$$

where we used $D G=h G$. In conclusion, we have proved that

$$
\begin{aligned}
\mathrm{E}\left[G u^{\varepsilon}(t, x)\right] & =\left(\boldsymbol{p}_{t} * u_{0}\right)(x) \\
& +\mathrm{E}\left[\left\langle\mathbf{1}_{[0, t]}(\bullet) \int_{\mathbb{R}^{d}} \boldsymbol{p}_{t-\bullet}(x-y) \boldsymbol{p}_{\varepsilon}(y-\star) u^{\varepsilon}(\bullet, y) d y, D G\right\rangle_{\mathfrak{H}}\right] .
\end{aligned}
$$

By the fact that the Dalang-Walsh stochastic integral concides with the divergence operator for
adapted integrands see Theorem 4.11, we deduce that

$$
\begin{aligned}
u^{\varepsilon}(t, x) & =\left(\boldsymbol{p}_{t} * u_{0}\right)(x) \\
& +\int_{[0, t] \times \mathbb{R}^{d}}\left(\int_{\mathbb{R}^{d}} \boldsymbol{p}_{t-s}(x-y) \boldsymbol{p}_{\varepsilon}(y-z) u^{\varepsilon}(s, y) d y\right) W(d s, d z),
\end{aligned}
$$

which implies equation (3.7).

Next, we will establish the fact that $u^{\varepsilon}(t, x)$ converges to the solution $u(t, x)$ of the stochastic heat equation (5.9) in $L^{p}(\Omega, \mathfrak{F}, \mathrm{P})$ for all $p \geq 1$, and, as a consequence, we derive a FeynmanKac formula for the moments of the solution $u$. This type of Feynman-Kac formula has been verifed in the literature under different conditions (see, for instance, [25, Theorem 3.6] for the case where $\Lambda(d x)=\lambda(x) d x$ for a function $\lambda$ and there is also a correlation in time, or [23] when the noise is white in space and a fractional Brownian motion with Hurst parameter $H>1 / 2$ in time) assuming that $u_{0}$ is a bounded function. We will give here a detailed proof of this convergence based on the approximation $u^{\varepsilon}(t, x)$. This result and ideas in its proof will be useful in the proof of Theorem 5.18.

Proposition 5.17. Let $u^{\varepsilon}$ be the solution to equation (3.7) with an initial condition $u_{0}$ satisfying (5.2). Then, for any $k \geq 1$, we have

$$
\begin{equation*}
\sup _{\varepsilon>0} \mathrm{E}\left[\left|u^{\varepsilon}(t, x)\right|^{k}\right]<\infty \tag{5.15}
\end{equation*}
$$

and the following convergence holds in $L^{p}(\Omega, \mathfrak{F}, \mathrm{P})$ for any $p \geq 1$,

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} u^{\varepsilon}(t, x)=u(t, x) \tag{5.16}
\end{equation*}
$$

where $u$ is the solution to the stochastic heat equation (5.9) with initial condition $u_{0}$. Furthermore,
for any integer $k \geq 2$, the following Feynmann-Kac formula holds,

$$
\begin{equation*}
\mathrm{E}\left[u^{k}(t, x)\right]=\mathrm{E}\left[\prod_{j=1}^{k} u_{0}\left(B_{t}^{j, x}\right) \exp \left(\sum_{1 \leq j<l \leq k} \int_{0}^{t} \Lambda\left(B_{s}^{j}-B_{s}^{l}\right) d s\right)\right] \tag{5.17}
\end{equation*}
$$

where $B=\left\{B^{j}\right\}_{j=1, \ldots, k}$ is an independent family of $d$-dimensional standard Brownian motions and the integrals $\int_{0}^{t} \Lambda\left(B_{s}^{j}-B_{s}^{l}\right) d s$ are defined according to Proposition A. 4 (ii).

Proof. Set $\Psi_{t, x}^{k}=: \prod_{j=1}^{k} u_{0}\left(B_{t}^{j, x}\right)$. Using Lemma A.11, we have

$$
\begin{align*}
& \mathrm{E}\left[\left(u^{\varepsilon}(t, x)\right)^{k}\right] \\
& =\mathrm{E}^{W} \mathrm{E}^{B}\left[\Psi_{t, x}^{k} \exp \left(\sum_{j=1}^{k} \int_{0}^{t} W^{\varepsilon}\left(d s, B_{t-s}^{j, x}\right)-\frac{1}{2} t(2 \pi)^{d} \lambda_{\varepsilon}(0)\right)\right] \tag{5.18}
\end{align*}
$$

where $B=\left\{B^{j}\right\}_{j=1, \ldots, k}$ is a family of $d$-dimensional independent standard Brownian motions independent of $W$ and $B^{j, x}=B^{j}+x$. Here again the expectation in (5.18) has to be understood as in Remark 1. Changing the order of the expectations, yields

$$
\begin{align*}
& \mathrm{E}\left[\left(u^{\varepsilon}(t, x)\right)^{k}\right] \\
& =\mathrm{E}^{B}\left[\Psi_{t, x}^{k} \mathrm{E}^{W}\left[\exp \left(\sum_{j=1}^{k} \int_{0}^{t} \int_{\mathbb{R}^{d}} \boldsymbol{p}_{\varepsilon}\left(B_{t-s}^{j, x}-y\right) W(d s, d y)-\frac{t(2 \pi)^{d}}{2} \lambda_{\varepsilon}(0)\right)\right]\right] \\
& =\mathrm{E}\left[\Psi_{t, x}^{k} \exp \left(\sum_{j, l=1}^{k} \int_{0}^{t} \int_{\mathbb{R}^{2 d}} \boldsymbol{p}_{\varepsilon}\left(B_{t-s}^{j, x}-y\right) \boldsymbol{p}_{\varepsilon}\left(B_{t-s}^{l, x}-y+y^{\prime}\right) \Lambda\left(d y^{\prime}\right) d y d s\right)\right] \\
& =\mathrm{E}\left[\Psi_{t, x}^{k} \exp \left(\sum_{1 \leq j<l \leq k} \int_{0}^{t} \lambda_{2 \varepsilon}\left(B_{s}^{j, x}-B_{s}^{l, x}\right) d s\right)\right] . \tag{5.19}
\end{align*}
$$

Integrating with respect to the law of the random vector $\left(B_{t}^{1, x}, \ldots, B_{t}^{k, x}\right)$ whose density is $\theta \mapsto$
$\prod_{j=1}^{k} \boldsymbol{p}_{t}\left(x-\theta_{j}\right)$, the above expectation can be written as follows.

$$
\begin{aligned}
\mathrm{E}\left[\left(u^{\varepsilon}(t, x)\right)^{k}\right]= & \int_{\mathbb{R}^{k} d} \prod_{j=1}^{k} u_{0}\left(d \theta_{j}\right) \boldsymbol{p}_{t}\left(x-\theta_{j}\right) \\
& \times \mathrm{E}\left[\exp \left(\sum_{1 \leq j<l \leq k} \int_{0}^{t} \lambda_{2 \varepsilon}\left(\widehat{B}_{0, t}^{j, x, \theta_{j}}(s)-\widehat{B}_{0, t}^{l, x, \theta_{l}}(s)\right) d s\right)\right]
\end{aligned}
$$

where $\left\{\widehat{B}_{0, t}^{j, \theta_{j}, x}, j=1, \ldots k\right\}$ denotes a family of $d$-dimensional Brownian bridges in the interval $[0, t]$ from $x$ to $\theta_{j}$. Now, using the expression (A.4) for Brownian bridges, we can write

$$
\begin{align*}
& \mathrm{E}\left[\left(u^{\varepsilon}(t, x)\right)^{k}\right]=\int_{\mathbb{R}^{k d}} \prod_{j=1}^{k} u_{0}\left(d \theta_{j}\right) \boldsymbol{p}_{t}\left(x-\theta_{j}\right) \\
& \quad \times \mathrm{E}\left[\exp \left(\sum_{1 \leq j<l \leq k} \int_{0}^{t} \lambda_{2 \varepsilon}\left(\widehat{B}_{0, t}^{j}(s)-\widehat{B}_{0, t}^{l}(s)+\frac{s\left(\theta_{j}-\theta_{l}\right)}{t}\right) d s\right)\right] . \tag{5.20}
\end{align*}
$$

Now we can proceed with the proof of the proposition. First, we only need to show (5.15) when $k$ is even. In this case, (5.15) follows from formula (5.20), condition (5.2) and (A.5). Indeed, we have

$$
\mathrm{E}\left[\left(u^{\varepsilon}(t, x)\right)^{k}\right] \leq c_{t}\left(\int_{\mathbb{R}^{d}}\left|u_{0}\right|(d \boldsymbol{\theta}) \boldsymbol{p}_{t}(x-\theta)\right)^{k}<\infty
$$

where $c_{t}$ is a finite constant only depending on $t$. We claim that $u^{\varepsilon}(t, x)$ converges in $L^{p}(\Omega, \mathfrak{F}, \mathrm{P})$ as $\varepsilon \rightarrow 0$, for all $p \geq 2$. Indeed,

$$
\begin{aligned}
& \mathrm{E}\left[u^{\varepsilon_{1}}(t, x) u^{\varepsilon_{2}}(t, x)\right]=\int_{\mathbb{R}^{2} d} \prod_{j=1}^{2} u_{0}\left(d \theta_{j}\right) \boldsymbol{p}_{t}\left(x-\theta_{j}\right) \\
& \quad \times \mathrm{E}\left[\exp \left(\int_{0}^{t} \lambda_{\varepsilon_{1}+\varepsilon_{2}}\left(\widehat{B}_{0, t}^{1}(s)-\widehat{B}_{0, t}^{2}(s)+\frac{s\left(\theta_{1}-\theta_{2}\right)}{t}\right) d s\right)\right]
\end{aligned}
$$

converges, as $\varepsilon_{1}, \varepsilon_{2}$ tend to 0 , to

$$
\int_{\mathbb{R}^{2} d} \prod_{j=1}^{2} u_{0}\left(d \theta_{j}\right) \boldsymbol{p}_{t}\left(x-\theta_{j}\right) \mathrm{E}\left[\exp \left(\int_{0}^{t} \Lambda\left(\widehat{B}_{0, t}^{1}(s)-\widehat{B}_{0, t}^{2}(s)+\frac{s\left(\theta_{1}-\theta_{2}\right)}{t}\right) d s\right)\right]
$$

thanks to Proposition A.4. This implies that for any $\varepsilon_{k} \downarrow 0$, the sequence $u^{\varepsilon_{k}}(t, x)$ is Cauchy and
hence convergent in $L^{2}(\Omega, \mathfrak{F}, \mathrm{P})$ as $k \rightarrow \infty$ to some limit $v(t, x)$. The fact that the convergence is in $L^{p}(\Omega, \mathfrak{F}, \mathrm{P})$ follows from (5.19) and Proposition A. 4 (i). Taking the limit in (5.19) as $\varepsilon$ tends to zero, and using Proposition A. 4 (iii), we obtain the Feynman-Kac formula (5.17) for the moments of $v(t, x)$.

It remains to show that $v(t, x)$ coincides with the solution to equation (5.9). By the proof of the Lemma A.11, we know that for any random variable of the form $G=e^{W(h)-\frac{1}{2}\|h\|_{\mathfrak{H}}^{2}}$ with $h \in \mathfrak{H}, u^{\varepsilon}$ satisfies

$$
\begin{aligned}
\mathrm{E}\left[G u^{\varepsilon}(t, x)\right] & =\left(\boldsymbol{p}_{t} * u_{0}\right)(x) \\
& +\mathrm{E}\left[\left\langle\int_{[0, t] \times \mathbb{R}^{d}} \boldsymbol{p}_{t-s}(x-y) u^{\varepsilon}(s, y) \boldsymbol{p}_{\varepsilon}(x-\star) W(d s, d y), D_{s, \star} G\right\rangle_{\mathfrak{H}_{0}}\right] .
\end{aligned}
$$

Now letting $\varepsilon \rightarrow 0$, we see that

$$
\mathrm{E}[G v(t, x)]=\left(\boldsymbol{p}_{t} * u_{0}\right)(x)+\mathrm{E}\left[\left\langle v \boldsymbol{p}_{t-\bullet}(x-\star), D G\right\rangle_{\mathfrak{H}}\right],
$$

which implies that the process $v$ is also a solution to the equation (5.9), and by uniqueness $v=$ $u$.

Theorem 5.18. Let $u$ be the unique solution of (5.9) with initial condition $u_{0}$ which is a signed Borel measure satisfying (5.2) and $N \geq 1$ an integer. Then for integer $k \geq 2$, we have

$$
\begin{aligned}
& \mathrm{E}\left[\left(D_{\boldsymbol{r}_{N}, z_{N}}^{N} u(t, x)\right)^{k}\right]=\left[\prod_{m=1}^{N-1} \boldsymbol{p}_{r_{m+1}-r_{m}}\left(z_{m+1}-z_{m}\right)\right]^{k} \boldsymbol{p}_{t-r_{N}}^{k}\left(x-z_{N}\right) \\
& \quad \times \int_{\mathbb{R}^{k d}} \prod_{j=1}^{k} u_{0}\left(d \theta^{j}\right) \prod_{j=1}^{k} \boldsymbol{p}_{r_{1}}\left(z_{1}-\theta^{j}\right) \\
& \quad \times \mathrm{E}\left[\exp \left(\sum_{1 \leq j<l \leq k} \int_{0}^{t} \Lambda\left(\widehat{B}_{0, t-\boldsymbol{r}_{N}, t}^{j, x, z_{N}, \theta^{j}}(s)-\widehat{\boldsymbol{B}}_{0, t-\boldsymbol{r}_{N}, t}^{l, x, z_{N}, \theta^{l}}(s)\right) d s\right)\right],
\end{aligned}
$$

for almost all $z_{1}, \ldots, z_{N} \in \mathbb{R}^{d}$ and $0<r_{1}<\cdots<r_{N}<t$, where $\boldsymbol{t}-\boldsymbol{r}_{N}=\left(t-r_{1}, \ldots, t-r_{N}\right)$ and $\widehat{B}_{0, t-r_{N}, t}^{j, x, z_{N}, \theta^{j}}, j=1, \ldots, k$ are independent $d$-dimensional pinned Brownian motions starting from $x$
with each component pinned at times $t-r_{m}$ to the points $z_{m}$ for $1 \leq m \leq N$, and pinned at $\theta^{j}$ at time $t$.

Moreover,

$$
\mathrm{E}\left[\exp \left(\sum_{1 \leq j<l \leq k} \int_{0}^{t} \Lambda\left(\widehat{B}_{0, t-\boldsymbol{r}_{N}, t}^{j, x, z_{N}, \theta^{j}}(s)-\widehat{B}_{0, t-\boldsymbol{r}_{N}, t}^{l, x, z_{N}, \theta^{l}}(s)\right) d s\right)\right] \leq C_{t, k},
$$

where $C_{t, k}$ is a constant depending only on $t$ and $k$.
In the above theorem, taking into account that $\Lambda$ might be a measure, the composition $\Lambda\left(\widehat{B}_{0, t-r_{N}, t}^{j, x, z_{N}, \theta^{j}}(s)-\right.$ $\left.\widehat{B}_{0, t-r_{N}, t}^{l, x, z_{N}, \theta^{l}}(s)\right)$ needs to be properly defined as a limit in $L^{2}(\Omega)$, using an approximation argument, see Proposition A.4, part (ii). When $\Lambda(d x)=\lambda(x) d x$, then this is just an ordinary composition of the density $\lambda$ with the random variable $\widehat{B}_{0, t-r_{N}, t}^{j, x, z_{N}, \theta^{j}}(s)-\widehat{B}_{0, t-r_{N}, t}^{l, x, z_{N}, \theta^{l}}(s)$.

As a consequence of Theorem 5.18, we deduce the following result.

Corollary 5.19. Under the assumptions and notation of Theorem 5.18, we have

$$
\begin{equation*}
\left\|D_{r_{N}, z_{N}}^{N} u(t, x)\right\|_{L^{p}(\Omega, \mathfrak{F}, \mathrm{P})} \leq C_{t, p}^{1 / p}\left(\boldsymbol{p}_{r_{1}} *\left|u_{0}\right|\right)\left(z_{1}\right)\left(\prod_{m=1}^{N} \boldsymbol{p}_{r_{m+1}-r_{m}}\left(z_{m+1}-z_{m}\right)\right), \tag{5.21}
\end{equation*}
$$

where $r_{N+1}=t, z_{N+1}=x$.

Corollary 5.20. Under the assumptions of Theorem 5.18,
(i) if $u_{0} \equiv 1$, then

$$
\begin{align*}
\left\|D_{s, y} u(t, x)\right\|_{L^{p}(\Omega, \mathfrak{F}, \mathrm{P})} & \leq C_{t, p} \boldsymbol{p}_{t-s}(x-y), \text { and }  \tag{5.22}\\
\left\|D_{r, z} D_{s, y} u(t, x)\right\|_{L^{p}(\Omega, \mathfrak{F}, P)} & \leq C_{t, p} \boldsymbol{p}_{t-s}(x-y) \boldsymbol{p}_{s-r}(y-z),
\end{align*}
$$

for all $0<r<s<t$ and $y, z \in \mathbb{R}^{d}$.
(ii) if $u_{0} \equiv \delta_{0}$, then

$$
\begin{align*}
\left\|D_{s, y} u(t, x)\right\|_{L^{p}(\Omega, \mathfrak{F}, \mathrm{P})} & \leq C_{t, p} \boldsymbol{p}_{t-s}(x-y) \boldsymbol{p}_{s}(y), \text { and }  \tag{5.23}\\
\left\|D_{r, z} D_{s, y} u(t, x)\right\|_{L^{p}(\Omega, \mathfrak{F}, P)} & \leq C_{t, p} \boldsymbol{p}_{t-s}(x-y) \boldsymbol{p}_{s-r}(y-z) \boldsymbol{p}_{r}(z),
\end{align*}
$$

for all $0<r<s<t$ and $y, z \in \mathbb{R}^{d}$.

### 5.2.2 Flat initial condition

We will now investigate the stochastic heat equation (5.1) with flat initial condition $u_{0} \equiv 1$. A variation of following result can be found in [45, Proposition 5.1] or [12, Proposition 3.2].

Proposition 5.21. Let $u$ be the mild solution to the stochastic heat equation (5.1) with initial condition $u_{0}=1$, with a noise satisfying the Dalang's condition (5.3). Assume further $g \in C^{1}(\mathbb{R} ; \mathbb{R})$ with bounded Lipschitz continuous derivative. Fix $(t, x) \in \mathbb{R}_{+} \times \mathbb{R}^{d}$, then $u(t, x) \in \cap_{p \geq 2} \mathbb{D}^{1, p}$ and for almost all $0<s<t, y \in \mathbb{R}^{d}$, the derivative $D_{s, y} u(t, x)$ satisfies the following linear stochastic differential equation:

$$
\begin{align*}
D_{s, y} u(t, x)= & \boldsymbol{p}_{t-s}(x-y) g(u(s, y)) \\
& +\int_{[s, t] \times \mathbb{R}^{d}} \boldsymbol{p}_{t-\tau}(x-\xi) g^{\prime}(u(\tau, \xi)) D_{s, y} u(\tau, \xi) W(d \tau, d \xi) . \tag{5.24}
\end{align*}
$$

Moreover, for all $0<s<t \leq T$ and $x, y \in \mathbb{R}^{d}$, we have

$$
\begin{equation*}
\left\|D_{s, y} u(t, x)\right\|_{L^{p}(\Omega, \mathfrak{F}, P)} \leq C_{T, p} \boldsymbol{p}_{t-s}(x-y), \tag{5.25}
\end{equation*}
$$

where $C_{T, p}$ is a constant that depends on $T, p$ and $g$.

The following result is obtained in [31].

Proposition 5.22. Let $u$ be the mild solution to the stochastic heat equation (5.1) with initial condition $u_{0}=1$, in dimension $d=1$ and the noise is space-time white noise. Assume further
$g \in C^{2}(\mathbb{R} ; \mathbb{R})$ with $g^{\prime}$ bounded and $\left|g^{\prime \prime}(x)\right| \leq C\left(1+|x|^{m}\right)$, for some $m>0$. Fix $(t, x) \in \mathbb{R}_{+} \times \mathbb{R}$. Then $u(t, x) \in \cap_{p \geq 2} \mathbb{D}^{2, p}$ and for almost all $0<r<s<t, y, z \in \mathbb{R}$, the second derivative $D_{r, z} D_{s, y} u(t, x)$ satisfies the following linear stochastic differential equation:

$$
\begin{align*}
D_{r, z} D_{s, y} u(t, x)= & p_{t-s}(x-y) g^{\prime}(u(s, y)) D_{r, z} u(s, y) \\
& +\int_{[s, t] \times \mathbb{R}} p_{t-\tau}(x-\xi) g^{\prime \prime}(u(\tau, \xi)) D_{r, z} u(\tau, \xi) D_{s, y} u(\tau, \xi) W(d \tau, d \xi) \\
& +\int_{[s, t] \times \mathbb{R}} p_{t-\tau}(x-\xi) g^{\prime}(u(\tau, \xi)) D_{r, z} D_{s, y} u(\tau, \xi) W(d \tau, d \xi) \tag{5.26}
\end{align*}
$$

Moreover, for all $0 \leq r<s<t \leq T$ and $x, y, z \in \mathbb{R}$, we have

$$
\begin{equation*}
\left\|D_{r, z} D_{s, y} u(t, x)\right\|_{L^{p}(\Omega, \mathfrak{F}, \mathbb{P})} \leq C_{T, p} \Phi_{r, z, s, y}(t, x), \tag{5.27}
\end{equation*}
$$

where $C_{T, p}$ is a constant that depends on $T, p$ and $g$ and

$$
\begin{align*}
\Phi_{r, z, s, y}(t, x):= & p_{t-s}(x-y)  \tag{5.28}\\
& \times\left(p_{s-r}(y-z)+\frac{p_{t-r}(z-y)+p_{t-r}(z-x)+\mathbf{1}_{[|y-x|>|z-y|]}}{(s-r)^{1 / 4}}\right)
\end{align*}
$$

Remark 5.23. Note that in higher dimensions this problem is still open for general $g$ and spatially homogeneous noise with a general kernel.

Proof of Proposition 5.22. We will make use of the Picard iteration scheme which is similar to the one used to prove the existence of the mild solution Theorem 5.10. For any $(t, x) \in \mathbb{R}_{+} \times \mathbb{R}$ we put $u_{0}(t, x)=1$, and for $n \in \mathbb{N}$ we inductively define

$$
u_{n+1}(t, x)=1+\int_{[0, t] \times \mathbb{R}} p_{t-\tau}(x-\xi) g\left(u^{n}(\tau, \xi)\right) W(d \tau, d \xi)
$$

Then, for any $p \geq 2$, there exists a constant $c_{T, p}$ such that for all $(t, x) \in[0, T] \times \mathbb{R}$

$$
\begin{equation*}
\sup _{n \in \mathbb{N}}\left\|u_{n}(t, x)\right\|_{p} \leq c_{T, p} \tag{5.29}
\end{equation*}
$$

This result is proved in [42, Theorem 2.4.3] for the case of the stochastic heat equation on $[0,1]$ with Dirichlet boundary conditions and the proof works similarly for the equation on $\mathbb{R}$.

We apply the properties of the divergence operator, namely using (4.9), to get that for almost all $(s, y) \in[0, t] \times \mathbb{R}$ and $x \in \mathbb{R}$,

$$
\begin{equation*}
D_{s, y} u_{n+1}(t, x)=p_{t-s}(x-y) g_{n, s, y}+\int_{[s, t] \times \mathbb{R}} p_{t-\tau}(x-\xi) g_{n, \tau, \xi}^{\prime} D_{s, y} u_{n}(\tau, \xi) W(d \tau, d \xi) \tag{5.30}
\end{equation*}
$$

and for almost all $s>t, D_{s, y} u_{n+1}(t, x)=0$, where we made use of the notation:

$$
\begin{equation*}
g_{n, s, y}:=g\left(u_{n}(s, y)\right) \quad \text { and } \quad g_{n, \tau, \xi}^{\prime}:=g^{\prime}\left(u_{n}(\tau, \xi)\right) . \tag{5.31}
\end{equation*}
$$

It has also been proven in [27, Lemma A.1] that there is a constant $c_{T, p}$, depending on $T$ and $p$, such that for almost all $(s, y) \in[0, t] \times \mathbb{R}$ and for all $(t, x) \in[0, T] \times \mathbb{R}$,

$$
\begin{equation*}
\sup _{n \in \mathbb{N}}\left\|D_{s, y} u_{n}(t, x)\right\|_{L^{p}(\Omega, \mathfrak{F}, \mathrm{P})} \leq c_{T, p} p_{t-s}(x-y) . \tag{5.32}
\end{equation*}
$$

Once again using (4.9) and (5.30) together with the Leibniz rule for derivatives, we have, for almost every $r, z$ such that $0<r<s<t$ and $z \in \mathbb{R}$,

$$
\begin{align*}
D_{r, z} D_{s, y} & u_{n+1}(t, x)=p_{t-s}(x-y) g_{n, s, y}^{\prime} D_{r, z} u_{n}(s, y) \\
& +\int_{[s, t] \times \mathbb{R}} p_{t-\tau}(x-\xi) g_{n, \tau, \xi}^{\prime \prime} D_{r, z} u_{n}(\tau, \xi) D_{s, y} u_{n}(\tau, \xi) W(d \tau, d \xi) \\
& +\int_{[s, t] \times \mathbb{R}} p_{t-\tau}(x-\xi) g_{n, \tau, \xi}^{\prime} D_{r, z} D_{s, y} u_{n}(\tau, \xi) W(d \tau, d \xi) \tag{5.33}
\end{align*}
$$

where $g_{n, \tau, \xi}^{\prime \prime}:=g^{\prime \prime}\left(u_{n}(\tau, \xi)\right)$. Applying Burkholder-Davis-Gundy inequality in Theorem 4.10 in
(5.33), the estimate (5.32), hypothesis on $g$, and the moment estimates (5.29), for any $p \geq 2$ we have for all $(t, x) \in[0, T] \times \mathbb{R}$,

$$
\begin{align*}
\left\|D_{r, z} D_{s, y} u_{n+1}(t, x)\right\|_{L^{p}(\Omega, \mathfrak{F}, \mathrm{P})}^{2} & \leq C_{T, p} p_{t-s}^{2}(x-y) p_{s-r}^{2}(y-z) \\
& +C_{T, p} \int_{s}^{t} \int_{\mathbb{R}} p_{t-\tau}^{2}(x-\xi) p_{\tau-r}^{2}(\xi-z) p_{\tau-s}^{2}(\xi-y) d \xi d \tau \\
& +C_{T, p} \int_{s}^{t} \int_{\mathbb{R}} p_{t-\tau}^{2}(x-\xi)\left\|D_{r, z} D_{s, y} u_{n}(\tau, \xi)\right\|_{L^{p}(\Omega, \mathfrak{F}, \mathrm{P})}^{2} d \xi d \tau \tag{5.34}
\end{align*}
$$

for some constant $C_{T, p}>0$ which depends on $T, p$ and $g$. Let $J$ be the measure on $[s, t] \times \mathbb{R}$ defined by

$$
J(d \tau, d \xi):=p_{\tau-r}^{2}(\xi-z) \delta_{s, y}(d \tau, d \xi)+p_{\tau-r}^{2}(\xi-z) p_{\tau-s}^{2}(\xi-y) d \tau d \xi
$$

Then, we can put the first two summands in (5.34) together and rewrite this inequality as follows:

$$
\begin{aligned}
\left\|D_{r, z} D_{s, y} u_{n+1}(t, x)\right\|_{L^{p}(\Omega, \mathfrak{\xi}, \mathrm{P})}^{2} \leq & C_{T, p} \int_{[s, t] \times \mathbb{R}} p_{t-\tau}^{2}(x-\xi) J(d \tau, d \xi) \\
& +C_{T, p} \int_{[s, t] \times \mathbb{R}} p_{t-\tau}^{2}(x-\xi)\left\|D_{r, z} D_{s, y} u_{n}(\tau, \xi)\right\|_{L^{p}(\Omega, \mathfrak{F}, \mathrm{P})}^{2} d \tau d \xi .
\end{aligned}
$$

After one iteration, this leads to

$$
\begin{aligned}
& \left\|D_{r, z} D_{s, y} u_{n+1}(t, x)\right\|_{L^{p}(\Omega, \mathfrak{F}, \mathrm{P})}^{2} \leq C_{T, p} \int_{s}^{t} \int_{\mathbb{R}} p_{t-s_{1}}^{2}\left(x-y_{1}\right) J\left(d s_{1}, d y_{1}\right) \\
& +C_{T, p}^{2} \int_{s}^{t} \int_{\mathbb{R}} \int_{s}^{s_{1}} \int_{\mathbb{R}} p_{t-s_{1}}^{2}\left(x-y_{1}\right) p_{s_{1}-s_{2}}^{2}\left(y_{1}-y_{2}\right) J\left(d s_{2}, d y_{2}\right) d y_{1} d s_{1} \\
& +C_{T, p}^{2} \int_{s}^{t} \int_{s}^{s_{1}} \int_{\mathbb{R}^{2}} p_{t-s_{1}}^{2}\left(x-y_{1}\right) p_{s_{1}-s_{2}}^{2}\left(y_{1}-y_{2}\right)\left\|D_{r, z} D_{s, y} u_{n-1}\left(s_{2}, y_{2}\right)\right\|_{L^{p}(\Omega, \mathfrak{F}, P)}^{2} d y_{2} d y_{1} d s_{2} d s_{1} .
\end{aligned}
$$

If we perform $n-1$ iterations, taking into account that $\left\|D_{r, z} D_{s, y} u_{1}(s, y)\right\|_{L^{p}(\Omega, \mathfrak{F}, \mathrm{P})}^{2}=0$, we obtain

$$
\begin{aligned}
& \left\|D_{r, z} D_{s, y} u_{n+1}(t, x)\right\|_{L^{p}(\Omega, \mathfrak{F}, \mathrm{P})}^{2} \leq C_{T, p} \int_{s}^{t} \int_{\mathbb{R}} p_{t-s_{1}}^{2}\left(x-y_{1}\right) J\left(d s_{1}, d y_{1}\right) \\
& +\sum_{k=1}^{n-1} C_{T, p}^{k+1} \int_{s}^{t} \int_{\mathbb{R}} \int_{s}^{s_{1}} \int_{\mathbb{R}} \cdots \int_{s}^{s_{k}} \int_{\mathbb{R}} p_{t-s_{1}}^{2}\left(x-y_{1}\right) p_{s_{1}-s_{2}}^{2}\left(y_{1}-y_{2}\right) \cdots \\
& \quad \times p_{s_{k}-s_{k+1}}^{2}\left(y_{k}-y_{k+1}\right) J\left(d s_{k+1}, d y_{k+1}\right) d y_{k} d s_{k} \cdots d y_{1} d s_{1}
\end{aligned}
$$

For $0 \leq r<s<t, x, y, z \in \mathbb{R}$, set

$$
\begin{equation*}
K_{r, z, s, y}^{2}(t, x):=\int_{s}^{t} \int_{\mathbb{R}} p_{t-s_{1}}^{2}\left(x-y_{1}\right) J\left(d s_{1}, d y_{1}\right) \tag{5.35}
\end{equation*}
$$

For the sake of simplicity, we use $K^{2}(t, x)$ to denote $K_{r, z, s, y}^{2}(t, x)$. The identity $p_{t}^{2}(x)=\frac{1}{\sqrt{2 \pi t}} p_{t / 2}(x)$ now implies

$$
\begin{aligned}
& \left\|D_{r, z} D_{s, y} u_{n+1}(t, x)\right\|_{L^{p}(\Omega, \mathfrak{F}, \mathrm{P})}^{2} \leq C_{T, p} K^{2}(t, x) \\
& +\sum_{k=1}^{n-1} \frac{C_{T, p}^{k+1}}{(2 \pi)^{\frac{k+1}{2}}} \int_{s<s_{k+1}<\cdots<s_{2}<s_{1}<t} d s_{1} \cdots d s_{k} \int_{\mathbb{R}^{k+1}} d y_{1} \cdots d y_{k} \\
& \quad \times\left[\left(t-s_{1}\right)\left(s_{1}-s_{2}\right) \cdots\left(s_{k}-s_{k+1}\right)\right]^{-\frac{1}{2}} \\
& \quad \times p_{\frac{t-s_{1}}{2}}\left(x-y_{1}\right) p_{\frac{s_{1}-s_{2}}{2}}\left(y_{1}-y_{2}\right) \cdots p_{\frac{s_{k}-s_{k+1}}{2}}\left(y_{k}-y_{k+1}\right) J\left(d s_{k+1}, d y_{k+1}\right)
\end{aligned}
$$

Integrating in the variables $y_{1}, \ldots, y_{k}$ and using the semigroup property of the heat kernel yields

$$
\begin{aligned}
& \left\|D_{r, z} D_{s, y} u_{n+1}(t, x)\right\|_{L^{p}(\Omega, \mathfrak{\xi}, \mathrm{P})}^{2} \leq C_{T, p} K^{2}(t, x)+\sum_{k=1}^{n-1} \frac{C_{T, p}^{k+1}}{(2 \pi)^{\frac{k+1}{2}}} \int_{s<s_{k+1}<\cdots<s_{2}<s_{1}<t} d s_{k} \cdots d s_{1} \\
& \quad \times\left[\left(t-s_{1}\right)\left(s_{1}-s_{2}\right) \cdots\left(s_{k}-s_{k+1}\right)\right]^{-\frac{1}{2}} \int_{\mathbb{R}} p_{\frac{t-s_{k+1}}{2}}\left(x-y_{k+1}\right) J\left(d s_{k+1}, d y_{k+1}\right) \\
& =C_{T, p} K^{2}(t, x)+\sum_{k=1}^{n-1} \frac{C_{T, p}^{k+1}}{(2 \pi)^{\frac{k+1}{2}}} \int_{0<r_{k}<\cdots<r_{2}<r_{1}<1} d r_{k} \cdots d r_{1} \\
& \quad \times\left[\left(1-r_{1}\right)\left(r_{1}-r_{2}\right) \cdots r_{k}\right]^{-\frac{1}{2}} \int_{\mathbb{R}} \int_{s}^{t}(t-\tau)^{\frac{k}{2}} p_{\frac{t-\tau}{2}}(x-\xi) J(d \tau, d \xi) \\
& =C_{T, p} K^{2}(t, x)+\sum_{k=1}^{n-1} \frac{\Gamma(1 / 2)^{k} C^{k+1}}{(2 \pi)^{\frac{k}{2}} \Gamma(k / 2)} \int_{\mathbb{R}} \int_{s}^{t}(t-\tau)^{\frac{k+1}{2}} p_{t-\tau}^{2}(x-\xi) J(\tau, d \xi) \\
& \leq C K^{2}(t, x)+\sum_{k=1}^{n-1} \frac{\Gamma(1 / 2)^{k} C_{T, p}^{k+1} T^{\frac{k+1}{2}}}{(2 \pi)^{\frac{k}{2}} \Gamma(k / 2)} \int_{\mathbb{R}} \int_{s}^{t} p_{t-\tau}^{2}(x-\xi) J(d \tau, d \xi) \\
& \leq\left(C_{T, p}+\sum_{k=1}^{\infty} \frac{\Gamma(1 / 2)^{k} C_{T, p}^{k+1} T^{\frac{k+1}{2}}}{(2 \pi)^{\frac{k}{2}} \Gamma(k / 2)}\right) K^{2}(t, x)=: \widetilde{C}_{T, p}^{2} K^{2}(t, x) .
\end{aligned}
$$

Using Lemma A.6, we arrive at the upper-bound

$$
\sup _{n \in \mathbb{N}}\left\|D_{r, z} D_{s, y} u_{n}(t, x)\right\|_{L^{p}(\Omega, \widetilde{\mathfrak{F}}, \mathrm{P})} \leq \widetilde{C}_{T, p} \Phi_{r, z, s, y}(t, x)
$$

As a consequence, applying Minkowski's inequality and then using Lemma A. 7 we can write

$$
\begin{aligned}
\sup _{n \in \mathbb{N}}\left[\left\|D^{2} u_{n}(t, x)\right\|_{\mathfrak{H} \otimes \mathfrak{H}}^{p}\right] & \leq \sup _{n \in \mathbb{N}}\left(\int_{[0, t]^{2}} \int_{\mathbb{R}^{2}}\left\|D_{r, z} D_{s, y} u_{n}(t, x)\right\|_{p}^{2} d y d z d r d s\right)^{\frac{p}{2}} \\
& \leq \widetilde{C}_{T, p}^{p}\left(2 \int_{0}^{t} \int_{0}^{s} \int_{\mathbb{R}^{2}} \Phi_{r, z, s, y}^{2}(t, x) d z d y d r d s\right)^{\frac{p}{2}}<\infty .
\end{aligned}
$$

Since $u_{n}(t, x)$ converges in $L^{p}(\Omega, \mathfrak{F}, \mathrm{P})$ to $u(t, x)$ for all $p \geq 2$, using Lemma 2.26 we deduce that $u(t, x) \in \cap_{p \geq 2} \mathbb{D}^{2, p}$. Following the arguments in the proof of [16, Theorem 6.4] we deduce

$$
\left\|D_{r, z} D_{s, y} u(t, x)\right\|_{L^{p}(\Omega, \widetilde{F}, \mathrm{P})} \leq \widetilde{C}_{T, p} \Phi_{r, z, s, y}(t, x)
$$

## Chapter 6

## Study of spatial averages

In this chapter, we investigate the recent results on the study of spatial averages of the solution to stochastic heat equation. For the sake of simplicity, we focus on the case where the equation is governed by a space-time white noise in dimension 1 and the initial condition is either constant or dirac mass at 0 . This chapter is based on the papers Chen, Khoshnevisan, Nualart, and Pu [16, 15], Huang, Nualart, and Viitasaari [27], Kuzgun and Nualart [31].

### 6.1 Flat initial condition in SHE

Let the random field $u=\left\{u(t, x):(t, x) \in \mathbb{R}_{+} \times \mathbb{R}\right\}$ be the mild solution to the stochastic heat equation (5.1) in dimension 1 with initial condition $u_{0} \equiv 1$ and a space-time white noise $W$. Set $Q_{R}:=[-R, R]$, and define for $0<s<t$ and $y \in \mathbb{R}$

$$
\begin{equation*}
\phi_{R, t}(s, y):=\frac{1}{\sigma_{R, t}} \int_{Q_{R}} p_{t-s}(x-y) d x . \tag{6.1}
\end{equation*}
$$

Fix $R>0$ and consider the corresponding centered and normalized spatial averages defined by

$$
\begin{equation*}
F_{R, t}:=\frac{1}{\sigma_{R, t}}\left(\int_{Q_{R}} u(t, x) d x-2 R\right), \text { where } \sigma_{R, t}^{2}:=\operatorname{Var}\left[\int_{-R}^{R} u(t, x) d x\right] . \tag{6.2}
\end{equation*}
$$

For any fixed $t>0$, the random variable $F_{R, t}$ defined in (6.2) is given by

$$
\begin{aligned}
F_{R, t} & =\frac{1}{\sigma_{R, t}}\left(\int_{Q_{R}} \int_{[0, t] \times \mathbb{R}} p_{t-s}(x-y) g(u(s, y)) W(d s, d y) d x\right) \\
& =\int_{[0, t] \times \mathbb{R}} \frac{1}{\sigma_{R, t}}\left(\int_{Q_{R}} p_{t-s}(x-y) g(u(s, y)) d x\right) W(d s, d y),
\end{aligned}
$$

where we recall that $Q_{R}=[-R, R]$. So, taking into account that the Itô-Walsh stochastic integral coincides with the divergence operator for adapted integrands, we obtain the representation

$$
F_{R, t}=\boldsymbol{\delta}\left(v_{R, t}\right)
$$

where

$$
\begin{equation*}
v_{R, t}(s, y)=\mathbf{1}_{[0, t]}(s) \frac{1}{\sigma_{R, t}} \int_{Q_{R}} p_{t-s}(x-y) g(u(s, y)) d x . \tag{6.3}
\end{equation*}
$$

Lemma 6.1. Let $F_{R, t}$ and $\sigma_{R, t}$ be as defined in (6.2) and set $\eta(s)=\mathrm{E}\left[(g(u(s, y)))^{2}\right]$ which doesn't depend on $y$ by stationarity of $u$. Then, for any $s, t \geq 0$,

$$
\lim _{R \rightarrow \infty} \frac{1}{R} \operatorname{Cov}\left[\int_{-R}^{R} u(t, x) d x-2 R, \int_{-R}^{R} u(t, x) d x-2 R\right]=2 \int_{0}^{s \wedge t} \eta(\tau) d \tau .
$$

In particular,

$$
\lim _{R \rightarrow \infty} \frac{\sigma_{R, t}^{2}}{R}=2 \int_{0}^{t} \eta(\tau) d \tau
$$

Proof. Using the mild formulation (5.6) of $u$ followed by Itô-Walsh isometry (4.6) and semigroup property of heat kernel, we have

$$
\begin{aligned}
\mathrm{E}[u(t, x) u(s, y)] & =1+\int_{0}^{s \wedge t} \int_{\mathbb{R}} p_{t-\tau}(x-\xi) p_{s-\tau}(y-\xi) \mathrm{E}\left[(g(u(\tau, \xi)))^{2}\right] d \xi d \tau \\
& =1+\int_{0}^{t \wedge s} \eta(\tau) \int_{\mathbb{R}} p_{t-\tau}(x-\xi) p_{s-\tau}(y-\xi) d \xi d \tau \\
& =1+\int_{0}^{t \wedge s} \eta(s) p_{t+s-2 \tau}(x-y) d \tau
\end{aligned}
$$

Using the fact that

$$
\mathrm{E}\left[\int_{-R}^{R} u(t, x) d x\right]=2 R
$$

we obtain

$$
\begin{aligned}
\operatorname{Cov}\left[\int_{-R}^{R} u(t, x) d x-2 R, \int_{-R}^{R} u(t, x) d x-2 R\right] & =\int_{0}^{s \wedge t} \eta(\tau) \int_{-R}^{R} \int_{-R}^{R} p_{t+s-2 \tau}(x-y) d x d y d \tau \\
& =2 \int_{0}^{s \wedge t} \eta(\tau) \int_{0}^{2 R} p_{t+s-2 \tau}(y)(2 R-y) d y d \tau
\end{aligned}
$$

Hence, we get

$$
\begin{aligned}
\lim _{R \rightarrow \infty} \operatorname{Cov}\left[\int_{-R}^{R} u(t, x) d x-2 R, \int_{-R}^{R} u(t, x) d x-2 R\right] & =\lim _{R \rightarrow \infty} 2 \int_{0}^{s \wedge t} \eta(\tau) \int_{0}^{2 R} p_{t+s-2 \tau}(y)\left(2-\frac{y}{R}\right) d y d \tau \\
& =2 \int_{0}^{t \wedge s} \eta(\tau) d \tau
\end{aligned}
$$

which completes the proof of our claim.

Theorem 6.2. For every $t>0$, there exist $C_{t}=C(t)>0$ such that for all $R \geq 1$,

$$
\begin{equation*}
\mathrm{d}_{\mathrm{TV}}\left(F_{R, t}, N\right) \leq C_{t} \frac{1}{\sqrt{R}} \tag{6.4}
\end{equation*}
$$

Proof. By (3.4), and (6.3), we know

$$
\mathrm{d}_{\mathrm{TV}}\left(F_{R, t}, N\right) \leq 2 \sqrt{\operatorname{Var}\left[\left\langle D F_{R, t}, v_{R, t}\right\rangle\right]} .
$$

Now consider

$$
\begin{equation*}
D_{s, y} F_{R, t}=\frac{1}{\sigma_{R, t}} \int_{-R}^{R} D_{s, y} u(t, x) d x . \tag{6.5}
\end{equation*}
$$

and

$$
\left\langle D F_{R, t}, v_{R, t}\right\rangle_{\mathfrak{H}}=\frac{1}{\sigma_{R, t}^{2}} \int_{0}^{t} \int_{\mathbb{R}} \int_{-R}^{R} \int_{-R}^{R} p_{t-s}(x-y) g(u(s, y)) D_{s, y} u\left(t, x^{\prime}\right) d x d x^{\prime} d y d s
$$

Using (5.24) we get

$$
\begin{align*}
\left\langle D F_{R, t}, v_{R, t}\right\rangle_{\mathfrak{H}}= & \frac{1}{\sigma_{R, t}^{2}} \int_{0}^{t} \int_{\mathbb{R}}\left(\int_{-R}^{R} p_{t-s}(x-y) d x\right)^{2} g^{2}(u(s, y)) d y d s  \tag{6.6}\\
+ & \frac{1}{\sigma_{R, t}^{2}} \int_{0}^{t} \int_{\mathbb{R}} \int_{-R}^{R} \int_{-R}^{R} p_{t-s}(x-y) g(u(s, y)) \\
& \left(\int_{[s, t] \times \mathbb{R}} p_{t-\tau}\left(x^{\prime}-\xi\right) g_{\tau, \xi}^{\prime} D_{s, y} u(\tau, \xi) W(d \tau, d \xi)\right) d x d x^{\prime} d y d s .
\end{align*}
$$

Now, using Lemma A.12, we can estimate $\sqrt{\operatorname{Var}\left[\left\langle D F_{R, t}, v_{R, t}\right\rangle_{\mathfrak{H}}\right]}$ as follows:

$$
\begin{equation*}
\sqrt{\operatorname{Var}\left[\left\langle D F_{R, t}, v_{R, t}\right\rangle_{\mathfrak{H}}\right]} \leq \int_{0}^{t} a(s)+b(s) d s \tag{6.7}
\end{equation*}
$$

where

$$
\begin{align*}
& a(s):=\frac{1}{\sigma_{R, t}^{2}} \sqrt{\operatorname{Var}\left[\int_{\mathbb{R}}\left(\int_{-R}^{R} p_{t-s}(x-y) d x\right)^{2} g^{2}(u(s, y)) d y\right]} \\
& b(s):=\frac{1}{\sigma_{R, t}^{2}} \sqrt{\operatorname{Var}\left[\int_{\mathbb{R}} \int_{-R}^{R} \int_{-R}^{R} p_{t-s}(x-y) g_{s, y}\left(\int_{[s, t] \times \mathbb{R}} p_{t-\tau}\left(x^{\prime}-\xi\right) g_{\tau, \xi}^{\prime} D_{s, y} u(\tau, \xi) W(d \tau, d \xi)\right) d x d x^{\prime} d y\right]} . \tag{6.9}
\end{align*}
$$

Now we will estimate both of these terms in two steps.
$\underline{\text { Estimate for } a(s)}$ : Note that

$$
\begin{equation*}
a(s)=\frac{1}{\sigma_{R, t}^{2}} \sqrt{\int_{\mathbb{R}^{2}}\left(\int_{-R}^{R} p_{t-s}(x-y) d x\right)^{2} \int_{\mathbb{R}^{2}}\left(\int_{-R}^{R} p_{t-s}\left(x^{\prime}-y^{\prime}\right) d x\right)^{2} \operatorname{Cov}\left[g^{2}(u(s, y)), g^{2}\left(u\left(s, y^{\prime}\right)\right)\right] d y d y^{\prime}} . \tag{6.10}
\end{equation*}
$$

Let us start by estimating $\operatorname{Cov}\left[g^{2}(u(s, y)), g^{2}\left(u\left(s, y^{\prime}\right)\right)\right]$. Using Theorem 4.12, we write

$$
g^{2}(u(s, y))=\mathrm{E}\left[g^{2}(u(s, y))\right]+\int_{[0, s] \times \mathbb{R}} \mathrm{E}\left[D_{\tau, \xi}\left(g^{2}(u(s, y))\right) \mid \mathfrak{F}_{\tau}\right] W(d \tau, d \xi)
$$

Using this representation, and Itô-Walsh isometry Proposition 4.8, we see
$\operatorname{Cov}\left[g^{2}(u(s, y)), g^{2}\left(u\left(s, y^{\prime}\right)\right)\right]=\int_{0}^{s} \int_{\mathbb{R}} \mathrm{E}\left[\mathrm{E}\left[D_{\tau, \xi}\left(g^{2}(u(s, y))\right) \mid \mathfrak{F}_{\tau}\right] \mathrm{E}\left[D_{\tau, \xi}\left(g^{2}\left(u\left(s, y^{\prime}\right)\right)\right) \mid \mathfrak{F}_{\tau}\right]\right] d \xi d \tau$.

Applying the chain rule in Proposition Proposition 2.24, we have

$$
D_{\tau, \xi}\left(g^{2}(u(s, y))\right)=2 g_{s, y} g_{s, y}^{\prime} D_{\tau, \xi} u(s, y)
$$

Now let $\operatorname{Lip}_{g}$ be the Lipschitz constant of $g$ and

$$
\begin{equation*}
K_{p}(t):=\sup _{(s, y) \in[0, t] \times \mathbb{R}}\|g(u(s, y))\|_{p}<\infty \tag{6.12}
\end{equation*}
$$

since moments of $u$ are finite for fixed $[0, t]$. Using this notation, together with contractivity of conditional expectation and Hölder's inequality, we obtain

$$
\left\|\mathrm{E}\left[D_{\tau, \xi}\left(g^{2}(u, s y)\right) \mid \mathfrak{F}_{\tau}\right]\right\|_{2}=\left\|\mathrm{E}\left[2 g_{s, y} g_{s, y}^{\prime} D_{\tau, \xi} u(s, y) \mid \mathfrak{F}_{\tau}\right]\right\|_{2} \leq 2 K_{4}(t) \operatorname{Lip}_{g}\left\|D_{\tau, \xi} u(s, y)\right\|_{4} .
$$

Now, using the above estimate in (6.11) together with (5.25) and Hölder's inequality, we see

$$
\begin{aligned}
\operatorname{Cov}\left[g^{2}(u(s, y)), g^{2}\left(u\left(s, y^{\prime}\right)\right)\right] & \leq 4 K_{4}^{2}(t) \operatorname{Lip}_{g}^{2} \int_{0}^{s} \int_{\mathbb{R}}\left\|D_{\tau, \xi} u(s, y)\right\|_{4}\left\|D_{\tau, \xi} u\left(s, y^{\prime}\right)\right\|_{4} d \xi d \tau \\
& \leq 4 K_{4}^{2}(t) \operatorname{Lip}_{g}^{2} \int_{0}^{s} \int_{\mathbb{R}} p_{s-\tau}(\xi-y) p_{s-\tau}\left(\xi-y^{\prime}\right) d \xi d \tau \\
& =4 K_{4}^{2}(t) \operatorname{Lip}_{g}^{2} \int_{0}^{s} p_{2 s-2 \tau}\left(y-y^{\prime}\right) d \tau .
\end{aligned}
$$

Using this bound, we can now estimate (6.10) as follows:

$$
\begin{aligned}
a(s) \leq & \frac{2 K_{4}(t) \operatorname{Lip}_{g}}{\sigma_{R, t}^{2}}\left(\int_{0}^{s} \int_{\mathbb{R}^{2}} \int_{[-R, R]^{4}} p_{t-s}(x-y) p_{t-s}(\tilde{x}-y) p_{t-s}\left(x^{\prime}-y^{\prime}\right) p_{t-s}\left(\tilde{x}^{\prime}-y^{\prime}\right)\right. \\
& p_{\left.2 s-2 \tau\left(y-y^{\prime}\right) d x^{\prime} d x d \tilde{x}^{\prime} d \tilde{x} d y d y^{\prime} d \tau\right)^{1 / 2} .} .
\end{aligned}
$$

Integrating in $\tilde{x}, \tilde{x}^{\prime}$ over whole line and using Lemma 6.1, and then $y, y^{\prime}$ using semigroup property, we get

$$
\begin{equation*}
a(s) \leq \frac{C_{t}}{R}\left(\int_{0}^{s} \int_{[-R, R]^{2}} p_{\left.2 t-2 \tau\left(x-x^{\prime}\right) d x^{\prime} d x d \tau\right)^{1 / 2} . . . . . .}\right. \tag{6.13}
\end{equation*}
$$

Finally, integrating $x$ over $\mathbb{R}$, we obtain

$$
\begin{align*}
a(s) & \leq \frac{C_{t}}{R}\left(\int_{0}^{s} \int_{[-R, R]} d x d \tau\right)^{1 / 2}  \tag{6.14}\\
& \leq \frac{C_{t}}{\sqrt{R}} \tag{6.15}
\end{align*}
$$

Estimate for $b(s)$ : Using Burkholder-David-Gundy inequality in Theorem 4.10, we have

$$
\begin{array}{r}
b(s) \leq \frac{1}{\sigma_{R, t}^{2}}\left(\int_{s}^{t} \int_{\mathbb{R}^{3}} \int_{[-R, R]^{4}} p_{t-s}(x-y) p_{t-s}\left(x^{\prime}-y^{\prime}\right) p_{t-\tau}(\tilde{x}-\xi) p_{t-\tau}\left(\tilde{x}^{\prime}-\xi\right)\right. \\
\left.\mathrm{E}\left[g_{s, y} g_{s, y^{\prime}} g_{\tau, \xi}^{\prime 2} D_{s, y} u(\tau, \xi) D_{s, y^{\prime}} u(\tau, \xi)\right] d x d x^{\prime} d \tilde{x} d \tilde{x}^{\prime} d y d y^{\prime} d \xi d \tau\right)^{1 / 2}
\end{array}
$$

Recalling the notation (6.12) and the estimate (5.24), and applying Hölder's inequality, we have

$$
\mathrm{E}\left[g_{s, y} g_{s, y^{\prime}} g_{\tau, \xi}^{\prime 2} D_{s, y} u(\tau, \xi) D_{s, y^{\prime}} u(\tau, \xi)\right] \leq K_{4}^{2}(t) \operatorname{Lip}_{g}^{2} p_{\tau-s}(\xi-y) p_{\tau-s}\left(\xi-y^{\prime}\right)
$$

Using this and Lemma 6.1 in $b(s)$, we get

$$
\begin{array}{r}
b(s) \leq \frac{C_{t}}{R}\left(\int_{s}^{t} \int_{\mathbb{R}^{3}} \int_{[-R, R]^{4}} p_{t-s}(x-y) p_{t-s}\left(x^{\prime}-y^{\prime}\right) p_{t-\tau}(\tilde{x}-\xi) p_{t-\tau}\left(\tilde{x}^{\prime}-\xi\right)\right. \\
\left.p_{\tau-s}(\xi-y) p_{\tau-s}\left(\xi-y^{\prime}\right) d x d x^{\prime} d \tilde{x} d \tilde{x}^{\prime} d y d y^{\prime} d \xi d \tau\right)^{1 / 2}
\end{array}
$$

Integrating over $\tilde{x}, \tilde{x}^{\prime}$ over $\mathbb{R}$ and integrating $y$ and $y^{\prime}$ using semigroup property, we see

$$
\begin{aligned}
b(s) & \leq \frac{C_{t}}{R}\left(\int_{s}^{t} \int_{[-R, R]^{2}} \int_{\mathbb{R}} p_{t+\tau-2 s}(x-\xi) p_{t+\tau-2 s}\left(x^{\prime}-\xi\right) d \xi d x d x^{\prime} d \tau\right)^{1 / 2} \\
& \leq \frac{C_{t}}{R}\left(\int_{s}^{t} \int_{[-R, R]^{2}} \int_{\mathbb{R}} p_{2 t+2 \tau-4 s}\left(x-x^{\prime}\right) d x d x^{\prime} d \tau\right)^{1 / 2}
\end{aligned}
$$

where we used semigroup property integrating in $\xi$. Finally, integrating $x$ in all $\mathbb{R}$, we get

$$
b(s) \leq \frac{C_{t}}{\sqrt{R}}
$$

Putting these two cases together in (6.7), we obtain

$$
\begin{equation*}
\sqrt{\operatorname{Var}\left[\left\langle D F_{R, t}, v_{R, t}\right\rangle_{\mathfrak{H}}\right]} \leq \frac{C_{t}}{\sqrt{R}}, \tag{6.16}
\end{equation*}
$$

which completes our proof.

Proposition 6.3. Let $u$ be the solution to the integral equation (5.6) and assume that $g$ is Lipschitz. Fix $p \geq 2, t>0$ and assume that there exists $q>5 p$ such that $\mathrm{E}\left[|g(u(t, 0))|^{-2 q}\right]<\infty$. Then, there exists $R_{0}>0$ such that

$$
\begin{equation*}
\sup _{R \geq R_{0}} \mathrm{E}\left[\left|D_{v_{R, t}} F_{R, t}\right|^{-p}\right]<\infty . \tag{6.17}
\end{equation*}
$$

Proof. Consider the Malliavin derivative of $F_{R, t}$ given by

$$
D_{r, z} F_{R, t}=\frac{1}{\sigma_{R, t}} \int_{Q_{R}} d x D_{r, z} u(t, x) .
$$

From (6.3) and (6.2), we can write

$$
\begin{align*}
D_{v_{R, t}} F_{R, t} & =\int_{0}^{t} \int_{\mathbb{R}} v_{R, t}(r, z) D_{r, z} F_{R, t} d z d r \\
& =\frac{1}{\sigma_{R, t}^{2}} \int_{Q_{R}^{2}} \int_{0}^{t} \int_{\mathbb{R}} p_{t-r}\left(x_{1}-z\right) g(u(r, z)) D_{r, z} u\left(t, x_{2}\right) d z d r d x_{1} d x_{2} \\
& =\frac{1}{\sigma_{R, t}^{2}} \int_{Q_{R}^{2}} \int_{0}^{t} \int_{\mathbb{R}} p_{t-r}\left(x_{1}-z\right) g^{2}(u(r, z)) \Psi^{r, z}\left(t, x_{2}\right) d z d r d x_{1} d x_{2} \tag{6.18}
\end{align*}
$$

with the notation

$$
\Psi^{r, z}(t, x)=\frac{D_{r, z} u(t, x)}{g(u(r, z))}
$$

for any $r<t$. Notice that $g(u(r, z)) \neq 0$ almost surely because $\mathrm{E}\left[|g(u(r, z))|^{-2 q}\right]<\infty$ due to our hypothesis and the stationarity of the process $\{u(r, z): z \in \mathbb{R}\}$.

We claim that

$$
\begin{equation*}
\Psi^{r, z}(t, x) \geq 0 \tag{6.19}
\end{equation*}
$$

Indeed, from equation (5.24), it follows that $\left\{\Psi^{r, z}(t, x):(t, x) \in[r, \infty) \times \mathbb{R}\right\}$ satisfies:

$$
\Psi^{r, z}(t, x)=p_{t-r}(x-z)+\int_{[r, t] \times \mathbb{R}} p_{t-s}(x-y) g^{\prime}(u(s, y)) \Psi^{r, z}(s, y) W(d s, d y)
$$

That means, $\Psi^{r, z}(t, x)$ solves the heat equation

$$
\frac{\partial \Psi^{r, z}}{\partial t}=\frac{1}{2} \frac{\partial^{2} \Psi^{r, z}}{\partial x^{2}}+g^{\prime}(u) \Psi^{r, z} \dot{W}, \quad x \in \mathbb{R}, t \in[r, \infty)
$$

with initial condition $\left.\Psi^{r, z}(t, x)\right|_{t=r}=\delta_{z}(x)$ and, in particular, $\Psi^{r, z}(t, x)$ is nonnegative.
As a consequence, from (6.18) and (6.19) it follows that $D_{v_{R, t}} F_{R, t} \geq 0$ and we can write

$$
D_{v_{R, t}} F_{R, t} \geq \frac{1}{\sigma_{R, t}^{2}} \int_{Q_{R}^{2}} \int_{t-\varepsilon^{\alpha}}^{t} \int_{\mathbb{R}} p_{t-r}\left(x_{1}-z\right) g(u(r, z)) D_{r, z} u\left(t, x_{2}\right) d z d r d x_{1} d x_{2}
$$

for any $\varepsilon<t$ and $\alpha<1$. Set $t_{\varepsilon^{\alpha}}:=t-\varepsilon^{\alpha}$. Using this estimate, we get

$$
\mathrm{P}\left(D_{v_{R, t}} F_{R, t}<\varepsilon\right) \leq \mathrm{P}\left(\frac{1}{\sigma_{R, t}^{2}} \int_{Q_{R}^{2}} \int_{t_{\varepsilon} \alpha}^{t} \int_{\mathbb{R}} p_{t-r}\left(x_{1}-z\right) g(u(r, z)) D_{r, z} u\left(t, x_{2}\right) d z d r d x_{1} d x_{2}<\varepsilon\right) .
$$

With the notation (6.1), using (5.24) we obtain

$$
\begin{aligned}
& \frac{1}{\sigma_{R, t}^{2}} \int_{Q_{R}^{2}} \int_{t_{\varepsilon} \alpha}^{t} \int_{\mathbb{R}} p_{t-r}\left(x_{1}-z\right) g(u(r, z)) D_{r, z} u\left(t, x_{2}\right) d z d r d x_{1} d x_{2} \\
& =\int_{t_{\varepsilon} \alpha}^{t} \int_{\mathbb{R}} \phi_{R, t}^{2}(r, z) g^{2}(u(r, z)) d z d r \\
& +\int_{t_{\varepsilon} \alpha}^{t} \int_{\mathbb{R}}\left(\int_{[r, t] \times \mathbb{R}} \phi_{R, t}(s, y) \phi_{R, t}(r, z) g^{\prime}(u(s, y)) D_{r, z} u(s, y) W(d s, d y)\right) g(u(r, z) d z d r \\
& =: I_{1}+I_{2} .
\end{aligned}
$$

From

$$
\begin{align*}
\mathrm{P}\left(I_{1}+I_{2}<\varepsilon\right) & \leq \mathrm{P}\left(I_{1}<2 \varepsilon\right)+\mathrm{P}\left(I_{1}+I_{2}<\varepsilon, I_{1} \geq 2 \varepsilon\right)  \tag{6.20}\\
& \leq \mathrm{P}\left(I_{1}<2 \varepsilon\right)+\mathrm{P}\left(\left|I_{2}\right|>\varepsilon\right),
\end{align*}
$$

we have

$$
\begin{aligned}
& \mathrm{P}\left(\frac{1}{\sigma_{R}^{2}} \int_{Q_{R}^{2}} \int_{t_{\varepsilon} \alpha}^{t} \int_{\mathbb{R}} p_{t-r}\left(x_{1}-z\right) g(u(r, z)) D_{r, z} u\left(t, x_{2}\right) d z d r d x_{1} d x_{2}<\varepsilon\right) \\
& \leq \mathrm{P}\left(I_{1}<2 \varepsilon\right)+\mathrm{P}\left(\left|I_{2}\right|>\varepsilon\right)
\end{aligned}
$$

We shall next estimate these probabilities, starting with the first one:

$$
\begin{aligned}
\mathrm{P}\left(I_{1}<2 \varepsilon\right) & =\mathrm{P}\left(\int_{t_{\varepsilon} \alpha}^{t} \int_{\mathbb{R}} \phi_{R, t}^{2}(r, z) g^{2}(u(r, z)) d z d r<\varepsilon\right) \\
& =\mathrm{P}\left(\int_{t_{\varepsilon} \alpha}^{t} \int_{\mathbb{R}} \phi_{R, t}^{2}(r, z)(g(u(r, z))-g(u(t, z))+g(u(t, z)))^{2} d z d r<2 \varepsilon\right) .
\end{aligned}
$$

Using the inequality $(a+b)^{2} \geq a^{2} / 2-b^{2}$ for $a, b \in \mathbb{R}$, and an estimate similar to (6.20), we get

$$
\begin{align*}
& \mathrm{P}\left(\int_{t_{\varepsilon} \alpha}^{t} \int_{\mathbb{R}} \phi_{R, t}^{2}(r, z)\left(g(u(r, z))-g(u(t, z)+g(u(t, z)))^{2} d z d r<2 \varepsilon\right)\right. \\
& \leq \mathrm{P}\left(\int_{t_{\varepsilon} \alpha}^{t} \int_{\mathbb{R}} \phi_{R, t}^{2}(r, z)(g(u(t, z)))^{2} d z d r<6 \varepsilon\right) \\
& \quad+\mathrm{P}\left(\int_{t_{\varepsilon} \alpha}^{t} \int_{\mathbb{R}} \phi_{R, t}^{2}(r, z)(g(u(r, z))-g(u(t, z)))^{2} d z d r>\varepsilon\right) \\
& =: K_{1}+K_{2} . \tag{6.21}
\end{align*}
$$

For the term $K_{1}$ in (6.21), by Chebyshev's inequality, for $q>5 p$ we obtain

$$
\begin{align*}
K_{1} & =\mathrm{P}\left(\left[\int_{t_{\varepsilon} \alpha}^{t} \int_{\mathbb{R}} \phi_{R, t}^{2}(r, z) g^{2}(u(t, z)) d z d r\right]^{-1}>\frac{1}{6 \varepsilon}\right) \\
& \leq(6 \varepsilon)^{q} \mathrm{E}\left[\left(\int_{t_{\varepsilon} \alpha}^{t} \int_{\mathbb{R}} \phi_{R, t}^{2}(r, z) g^{2}(u(t, z)) d z d r\right)^{-q}\right] . \tag{6.22}
\end{align*}
$$

Set

$$
m(\varepsilon, R):=\int_{t_{\varepsilon} \alpha}^{t} \int_{\mathbb{R}} \phi_{R, t}^{2}(r, z) d z d r
$$

Then, taking into account that the function $x \rightarrow x^{-q}$ is convex and applying Jensen's inequality, we can write

$$
\begin{align*}
& \mathrm{E}\left[\left(\int_{t_{\varepsilon} \alpha}^{t} \int_{\mathbb{R}} \phi_{R, t}^{2}(r, z) g^{2}(u(t, z)) d z d r\right)^{-q}\right] \\
& =m(\varepsilon, R)^{-q} \mathrm{E}\left[\left(\frac{1}{m(\varepsilon, R)} \int_{t_{\varepsilon} \alpha}^{t} \int_{\mathbb{R}} \phi_{R, t}^{2}(r, z) g^{2}(u(t, z)) d z d r\right)^{-q}\right] \\
& \leq m(\varepsilon, R)^{-q-1} \int_{t_{\varepsilon} \alpha}^{t} \int_{\mathbb{R}} \phi_{R, t}^{2}(r, z) \mathrm{E}\left[|g(u(t, z))|^{-2 q}\right] d r d z . \tag{6.23}
\end{align*}
$$

Since the solution is stationary in space, the factor $C_{t}:=\mathrm{E}\left[|g(u(t, z))|^{-2 q}\right]$ does not depend on $z$ and we assume it is finite. Therefore, from (6.22) and (6.23), we get

$$
\begin{equation*}
K_{1} \leq C_{t}(6 \varepsilon)^{q} m(\varepsilon, R)^{-q} \tag{6.24}
\end{equation*}
$$

for some constant $C_{t}>0$. Moreover,

$$
\begin{aligned}
m(\varepsilon, R) & =\frac{1}{\sigma_{R, t}^{2}} \int_{0}^{\varepsilon^{\alpha}} \int_{-R}^{R} \int_{-R}^{R} p_{2 s}\left(x_{1}-x_{2}\right) d x_{1} d x_{2} d s \\
& \geq \frac{\sqrt{2} R}{\sigma_{R, t}^{2}} \int_{0}^{\varepsilon^{\alpha}} \int_{-R / \sqrt{2}}^{R / \sqrt{2}} p_{2 s}(y) d y d s
\end{aligned}
$$

Then, assuming $\varepsilon \leq 1$ and $R \geq R_{0}$, we obtain

$$
\begin{equation*}
m(\varepsilon, R) \geq \frac{\sqrt{2} R}{\sigma_{R, t}^{2}} \int_{0}^{\varepsilon^{\alpha}} \int_{-1 / \sqrt{2}}^{1 / \sqrt{2}} p_{2}(y) d y d s \geq C_{t} \varepsilon^{\alpha} \tag{6.25}
\end{equation*}
$$

where in the last inequality we have used Lemma 6.1. Hence, from (6.24) and (6.25), we have

$$
\begin{equation*}
K_{1} \leq C_{t} \varepsilon^{q(1-\alpha)} . \tag{6.26}
\end{equation*}
$$

In order to estimate the term $K_{2}$ in (6.21), we use Chebyschev's inequality followed by Minkowski's inequality, as follows:

$$
\begin{align*}
K_{2} & \leq \varepsilon^{-q} \mathrm{E}\left[\left(\int_{t_{\varepsilon} \alpha}^{t} \int_{\mathbb{R}} \phi_{R, t}^{2}(r, z)(g(u(r, z))-g(u(t, z)))^{2} d z d r\right)^{q}\right] \\
& \leq \varepsilon^{-q}\left(\int_{t_{\varepsilon} \alpha}^{t} \int_{\mathbb{R}} \phi_{R, t}^{2}(r, z)\left(\mathrm{E}\left[|g(u(r, z))-g(u(t, z))|^{2 q}\right]\right)^{1 / q} d z d r\right)^{q} . \tag{6.27}
\end{align*}
$$

The Lipschitz continuity of $g$ and the $1 / 4$-Hölder continuity of the solution $u(t, x)$ in $L^{2 q}(\Omega)$ allow us to write for any $r \in\left[t_{\alpha}, t\right]$

$$
\begin{align*}
\|g(u(r, z))-g(u(t, z))\|_{2 q} & \leq \operatorname{Lip}_{g}\|u(r, z)-u(t, z)\|_{2 q} \\
& \leq C_{t} \operatorname{Lip}_{g}|t-r|^{1 / 4} \leq C_{t} \operatorname{Lip}_{g} \varepsilon^{\alpha / 4} \tag{6.28}
\end{align*}
$$

On the other hand, from (6.25) we have, for $R \geq R_{0}$,

$$
\begin{align*}
& \int_{t_{\varepsilon} \alpha}^{t} \int_{\mathbb{R}} \phi_{R, t}^{2}(r, z) d z d r=\frac{1}{\sigma_{R, t}^{2}} \int_{0}^{\varepsilon^{\alpha}} \int_{Q_{R}^{2}} \int_{\mathbb{R}} p_{r}\left(x_{1}-z\right) p_{r}\left(z-x_{2}\right) d z d x_{1} d x_{2} d r \\
& \leq \frac{1}{\sigma_{R, t}^{2}} \int_{0}^{\varepsilon^{\alpha}} \int_{Q_{R}^{2}} \int_{\mathbb{R}} p_{2 r}\left(x_{1}-x_{2}\right) d x_{1} d x_{2} d r \leq \frac{2 R}{\sigma_{R, t}^{2}} \varepsilon^{\alpha} \leq C_{t} \varepsilon^{\alpha} . \tag{6.29}
\end{align*}
$$

Substituting (6.28) and (6.29) into (6.27), yields

$$
\begin{equation*}
K_{2} \leq C_{t} \varepsilon^{\left(\frac{3 \alpha}{2}-1\right) q} \tag{6.30}
\end{equation*}
$$

We are left to estimate the following probability:

$$
K_{3}:=\mathrm{P}\left(\left|I_{2}\right|>\varepsilon\right) .
$$

Using Fubini's theorem and Chebyschev's inequality, we have

$$
K_{3} \leq \frac{1}{\varepsilon^{q}} \mathrm{E}\left[\left|\int_{\left[t_{\varepsilon} \alpha, t\right] \times \mathbb{R}} \int_{\mathbb{R}} \int_{t_{\varepsilon} \alpha}^{s} \phi_{R, t}(r, z) \phi_{R, t}(s, y) g_{s, y}^{\prime} D_{r, z} u(s, y) g_{r, z} d r d z W(d s, d y)\right|^{q}\right]
$$

Then, applying Burkholder-Davis-Gundy inequality in Theorem 4.10, followed by Minkowski's inequality, we get

$$
\begin{align*}
K_{3} \leq & \frac{C_{q}}{\varepsilon^{q}} \mathrm{E}\left[\left|\int_{t_{\varepsilon} \alpha}^{t} \int_{\mathbb{R}}\left(\int_{\mathbb{R}} \int_{t_{\varepsilon} \alpha}^{s} \phi_{R, t}(r, z) \phi_{R, t}(s, y) g_{s, y}^{\prime} D_{r, z} u(s, y) g_{r, z} d r d z\right)^{2} d s d y\right|^{\frac{q}{2}}\right] \\
= & \frac{C_{q}}{\varepsilon^{q}} \mathrm{E}\left[\mid \int_{t_{\varepsilon} \alpha}^{t} \int_{t_{\varepsilon} \alpha}^{s} \int_{t_{\varepsilon} \alpha}^{s} \int_{\mathbb{R}^{3}} \phi_{R, t}\left(r_{1}, z_{1}\right) \phi_{R, t}\left(r_{2}, z_{2}\right) \phi_{R, t}^{2}(s, y)\right. \\
& \left.\times\left. X_{r_{1}, z_{1}, r_{2}, z_{2}}(s, y) d z_{1} d z_{2} d y d r_{1} d r_{2} d s\right|^{\frac{q}{2}}\right] \\
\leq & \frac{C_{q}}{\varepsilon^{q}}\left(\int_{t_{\varepsilon} \alpha}^{t} \int_{t_{\varepsilon} \alpha}^{s} \int_{t_{\varepsilon} \alpha}^{s} \int_{\mathbb{R}^{3}} \phi_{R, t}\left(r_{1}, z_{1}\right) \phi_{R, t}\left(r_{2}, z_{2}\right) \phi_{R, t}^{2}(s, y)\right. \\
& \left.\times\left\|X_{r_{1}, z_{1}, r_{2}, z_{2}}(s, y)\right\|_{q / 2} d z_{1} d z_{2} d y d r_{1} d r_{2} d s\right)^{\frac{q}{2}} \tag{6.31}
\end{align*}
$$

where

$$
X_{r_{1}, z_{1}, r_{2}, z_{2}}(s, y):=\left(g_{s, y}^{\prime}\right)^{2} D_{r_{1}, z_{1}} u(s, y) D_{r_{2}, z_{2}} u(s, y) g_{r_{1}, z_{1}} g_{r_{2}, z_{2}}
$$

Using Hölder's inequality, the Lipschitz property of $g$, the estimate (5.25) for all $p \geq 2$, we have

$$
\left\|X_{r_{1}, z_{1}, r_{2}, z_{2}}(s, y)\right\|_{q / 2} \leq C_{t} p_{s-r_{1}}\left(y-z_{1}\right) p_{s-r_{2}}\left(y-z_{2}\right) .
$$

Plugging this bound in the estimate (6.31), we see that

$$
\begin{align*}
K_{3} \leq \frac{C_{t}}{\varepsilon^{q}} & \left(\int_{t_{\varepsilon} \alpha}^{t} \int_{t_{\varepsilon} \alpha}^{s} \int_{t_{\varepsilon} \alpha}^{s} \int_{\mathbb{R}^{3}} \phi_{R, t}\left(r_{1}, z_{1}\right) \phi_{R, t}\left(r_{2}, z_{2}\right) \phi_{R, t}^{2}(s, y)\right. \\
& \left.\times p_{s-r_{1}}\left(y-z_{1}\right) p_{s-r_{2}}\left(y-z_{2}\right) d z_{1} d z_{2} d y d r_{1} d r_{2} d s\right)^{\frac{q}{2}} . \tag{6.32}
\end{align*}
$$

Integrating in $z_{1}$ and $z_{2}$, and using the semigroup property, we have for $t_{\alpha}<s<t$ and for $R \geq R_{0}$,

$$
\begin{aligned}
\int_{\mathbb{R}^{3}} & \left(\prod_{i=1,2} \phi_{R, t}\left(r_{i}, z_{i}\right) \phi_{R, t}(s, y) p_{s-r_{i}}\left(y-z_{i}\right)\right) d z_{1} d z_{2} d y \\
& =\frac{1}{\sigma_{R, t}^{2}} \int_{\mathbb{R}} \int_{Q_{R}^{2}} \prod_{i=1,2} \phi_{R, t}(s, y) p_{t+s-2 r_{i}}\left(y-x_{i}\right) d x_{1} d x_{2} d y \\
& \leq \frac{1}{\sigma_{R, t}^{2}} \int_{\mathbb{R}} \phi_{R, t}^{2}(s, y)\left(\prod_{i=1,2} \int_{\mathbb{R}} p_{t+s-2 r_{i}}(y-x) d x\right) d y \\
& =\frac{1}{\sigma_{R, t}^{2}} \int_{\mathbb{R}} \phi_{R, t}^{2}(s, y) d y \leq \frac{C_{t}}{\sigma_{R, t}^{2}} \leq C_{t}
\end{aligned}
$$

where we use Lemma A. 9 part (a) of the Appendix. Now, plugging this estimate in (6.32), we get

$$
\begin{equation*}
K_{3} \leq \frac{C_{T}}{\varepsilon^{q}}\left(\int_{t_{\varepsilon} \alpha}^{t} \int_{t_{\varepsilon} \alpha}^{s} \int_{t_{\varepsilon} \alpha}^{s} d r_{1} d r_{2} d s\right)^{\frac{q}{2}}=C_{T} \varepsilon^{\left(\frac{3}{2} \alpha-1\right) q} \tag{6.33}
\end{equation*}
$$

Now, choosing $\alpha=4 / 5$, we get from (6.32), (6.30) and (6.33),

$$
\left.\sup _{R \geq R_{0}} \mathrm{P}\left(D_{v_{R, t}} F_{R, t}\right)<\varepsilon\right) \leq C_{T} \varepsilon^{q / 5}
$$

Finally, using this estimate we get

$$
\begin{aligned}
\sup _{R \geq R_{0}} \mathrm{E}\left[\left(D_{v_{R, t}} F_{R, t}\right)^{-p}\right] & =\sup _{R \geq R_{0}} p \int_{0}^{\infty} \varepsilon^{-p-1} \mathrm{P}\left(D_{v_{R, t}} F_{R, t}<\varepsilon\right) d \varepsilon \\
& \leq 1+\sup _{R \geq R_{0}} p \int_{0}^{1} \varepsilon^{-p-1} \mathrm{P}\left(D_{v_{R, t}} F_{R, t}<\varepsilon\right) d \varepsilon \\
& \leq 1+C_{T} p \int_{0}^{1} \varepsilon^{-p-1+q / 5} d \varepsilon<\infty
\end{aligned}
$$

for $q>5 p$, which completes our proof.

Theorem 6.4. Let $u=\left\{u(t, x):(t, x) \in \mathbb{R}_{+} \times \mathbb{R}\right\}$ be the mild solution to the stochastic heat equation (5.1). Assume that $g$ satisfies hypothesis in Proposition 5.22. Suppose also that for some $q>10$,
$\mathrm{E}\left[|g(u(t, 0))|^{-q}\right]<\infty$. Fix $t>0$ and let $F_{R, t}$ be defined as in (6.2). Then, for all $R>0$,

$$
\sup _{x \in \mathbb{R}}\left|f_{F_{R, t}}(x)-\phi(x)\right| \leq \frac{C_{t}}{\sqrt{R}},
$$

where $f_{F_{R, t}}$ and $\phi$ are the densities of $F_{R, t}$ and $N(0,1)$, respectively.
Proof of Theorem 6.4. We will apply Theorem 3.13 to the random variable $F_{R, t}=\boldsymbol{\delta}\left(v_{R, t}\right)$. Fix $t>0$. From Theorem 6.2, we have

$$
\begin{equation*}
\left\|\sqrt{\operatorname{Var}\left[D_{v_{R, t}} F_{R, t}\right]}\right\|_{2} \leq \frac{C_{t}}{\sqrt{R}} . \tag{6.34}
\end{equation*}
$$

We are only left to estimate the term $\left\|D_{v_{R, t}}\left(D_{v_{R, t}} F_{R, t}\right)\right\|_{2}$. Recall that

$$
D_{v_{R, t}} F_{R, t}=\frac{1}{\sigma_{R, t}} \int_{0}^{t} \int_{\mathbb{R}} \int_{Q_{R}} \phi_{R, t}(s, y) g(u(s, y)) D_{s, y} u(t, x) d x d y d s
$$

Taking the Malliavin derivative, we get

$$
\begin{aligned}
D_{r, z}\left(D_{v_{R, t}} F_{R, t}\right)=\frac{1}{\sigma_{R, t}} & \int_{r}^{t} \int_{\mathbb{R}} \int_{Q_{R}} \phi_{R, t}(s, y) g^{\prime}(u(s, y)) D_{r, z} u(s, y) D_{s, y} u(t, x) d x d y d s \\
& +\frac{1}{\sigma_{R, t}} \int_{0}^{t} \int_{\mathbb{R}} \int_{Q_{R}} \phi_{R, t}(s, y) g(u(s, y)) D_{r, z} D_{s, y} u(t, x) d x d y d s
\end{aligned}
$$

and, using the notation (5.31), we get

$$
\begin{aligned}
D_{v_{R, t}} & \left(D_{v_{R, t}} F_{R, t}\right) \\
= & \frac{1}{\sigma_{R, t}} \int_{0}^{t} \int_{r}^{t} \int_{\mathbb{R}^{2}} \int_{Q_{R}} \phi_{R, t}(r, z) \phi_{R, t}(s, y) g_{r, z} g_{s, y}^{\prime} D_{r, z} u(s, y) D_{s, y} u(t, x) d x d y d z d s d r \\
& +\frac{2}{\sigma_{R, t}} \int_{0}^{t} \int_{r}^{t} \int_{\mathbb{R}^{2}} \int_{Q_{R}} \phi_{R, t}(r, z) \phi_{R, t}(s, y) g_{r, z} g_{s, y} D_{r, z} D_{s, y} u(t, x) d x d y d z d s d r .
\end{aligned}
$$

Now using (5.24) and (5.26) for $D_{s, y} u(t, x)$ and $D_{r, z} D_{s, y} u(t, x)$, respectively, we have

$$
D_{v_{R, t}}\left(D_{v_{R, t}} F_{R, t}\right)=2 \mathscr{Y}_{R, t}^{1}+\mathscr{Y}_{R, t}^{2}+2 \mathscr{\mathscr { Y }}_{R, t}^{3}+2 \mathscr{Y}_{R, t}^{4},
$$

where:

$$
\begin{aligned}
& \mathscr{Y}_{R, t}^{1}=\int_{0}^{t} \int_{r}^{t} \int_{\mathbb{R}^{2}} d y d z d s d r \phi_{R, t}^{2}(s, y) \phi_{R, t}(r, z) g_{r, z} g_{s, y} g_{s, y}^{\prime} D_{r, z} u(s, y), \\
& \mathscr{Y}_{R, t}^{2}=\int_{0}^{t} \int_{r}^{t} \int_{\mathbb{R}^{2}} d y d z d s d r \phi_{R, t}(s, y) \phi_{R, t}(r, z) g_{r, z} g_{s, y}^{\prime} D_{r, z} u(s, y) \\
& \times \int_{[s, t] \times \mathbb{R}} \phi_{R, t}(\tau, \xi) g_{\tau, \xi}^{\prime} D_{s, y} u(\tau, \xi) W(d \tau, d \xi), \\
& \mathscr{Y}_{R, t}^{3}=\int_{0}^{t} \int_{r}^{t} \int_{\mathbb{R}^{2}} d y d z d s d r \phi_{R, t}(s, y) \phi_{R, t}(r, z) g_{r, z} g_{s, y} \\
& \times \int_{[s, t] \times \mathbb{R}} \phi_{R, t}(\tau, \xi) g_{\tau, \xi}^{\prime \prime} D_{r, z} u(\tau, \xi) D_{s, y} u(\tau, \xi) W(d \tau, d \xi), \\
& \mathscr{Y}_{R, t}^{4}=\int_{0}^{t} \int_{r}^{t} \int_{\mathbb{R}^{2}} d y d z d s d r \phi_{R, t}(s, y) \phi_{R, t}(r, z) g_{r, z} g_{s, y} \\
& \times \int_{[s, t] \times \mathbb{R}} \phi_{R, t}(\tau, \xi) g_{\tau, \xi}^{\prime} D_{r, z} D_{s, y} u(\tau, \xi) W(d \tau, d \xi) .
\end{aligned}
$$

Putting together the terms $\mathscr{Y}_{R, t}^{i}$ for $i=2,3,4$, we can write

$$
D_{v_{R, t}}\left(D_{v_{R, t}} F_{R, t}\right)=2 \mathscr{T}_{R, t}^{1}+\mathscr{Y}_{R, t}^{5},
$$

where

$$
\mathscr{Y}_{R, t}^{5}=\int_{0}^{t} \int_{\mathbb{R}}\left(\int_{0}^{\tau} \int_{r}^{\tau} \int_{\mathbb{R}^{2}} \phi_{R, t}(s, y) \phi_{R, t}(r, z) Z_{r, z, s, y}(\tau, \xi) d s d r d y d z\right) \phi_{R, t}(\tau, \xi) W(d \tau, d \xi)
$$

and we are using the notation

$$
\begin{align*}
Z_{r, z, s, y}(\tau, \xi)= & : g_{r, z} g_{s, y}^{\prime} g_{\tau, \xi}^{\prime} D_{r, z} u(s, y) D_{s, y} u(\tau, \xi) \\
& +2 g_{r, z} g_{s, y} g_{\tau, \xi}^{\prime \prime} D_{r, z} u(\tau, \xi) D_{s, y} u(\tau, \xi) \\
& +2 g_{r, z} g_{s, y} g_{\tau, \xi}^{\prime} D_{r, z} D_{s, y} u(\tau, \xi) \tag{6.35}
\end{align*}
$$

Therefore,

$$
\left\|D_{v_{R, t}}\left(D_{v_{R, t}} F_{R, t}\right)\right\|_{2} \leq 2\left\|\mathscr{Y}_{R, t}^{1}\right\|_{2}+\left\|\mathscr{Y}_{R, t}^{5}\right\|_{2} .
$$

Estimation of $\left\|\mathscr{Y}_{R, t}^{1}\right\|_{2}$ : Note that using the estimate (5.25) and Hölder's inequality we have, for $r<s$,

$$
\left\|g_{r, z} g_{s, y} g_{s, y}^{\prime} D_{r, z} u(s, y)\right\|_{2} \leq C_{t} p_{s-r}(z-y)
$$

As a consequence,

$$
\left\|\mathscr{Y}_{R, t}^{1}\right\|_{2} \leq C_{t} \int_{0}^{t} \int_{r}^{t} \int_{\mathbb{R}^{2}} \phi_{R, t}^{2}(s, y) \phi_{R, t}(r, z) p_{s-r}(z-y) d y d z d s d r .
$$

Integrating in $z$ and using the semigroup property, we have

$$
\begin{aligned}
\int_{\mathbb{R}} \phi_{R, t}(r, z) p_{s-r}(z-y) d z & =\frac{1}{\sigma_{R, t}} \int_{Q_{R}} \int_{\mathbb{R}} p_{t-r}(x-z) p_{s-r}(z-y) d z d x \\
& =\frac{1}{\sigma_{R, t}} \int_{Q_{R}} p_{t+s-2 r}(x-y) d x \leq \frac{1}{\sigma_{R, t}}
\end{aligned}
$$

Using the above estimate, and Lemma A. 9 part (a), Lemma 6.1 and we get, for $R \geq R_{0}$,

$$
\left\|\mathscr{Y}_{R, t}^{1}\right\|_{2} \leq \frac{C_{t}}{\sigma_{R, t}} \int_{0}^{t} \int_{r}^{t} \int_{\mathbb{R}} \phi_{R, t}^{2}(s, y) d y d s d r \leq \frac{C_{t}}{\sigma_{R, t}} \leq \frac{C_{t}}{\sqrt{R}}
$$

Estimation of $\left\|\mathscr{Y}_{R, t}^{5}\right\|_{2}$ : Using the Itô-Walsh isometry of the stochastic integral in Proposition 4.8
and Cauchy-Schwarz inequality, we obtain

$$
\begin{aligned}
\left\|\mathscr{Y}_{R, t}^{5}\right\|_{2}^{2}= & \int_{0}^{t} \int_{\mathbb{R}} \mathrm{E}\left[\left(\int_{0}^{\tau} \int_{r}^{\tau} \int_{\mathbb{R}^{2}} \phi_{R, t}(s, y) \phi_{R, t}(r, z) Z_{r, z, s, y}(\tau, \xi) d s d r d y d z\right)^{2}\right] \phi_{R, t}^{2}(\tau, \xi) d \xi d \tau \\
= & \int_{0}^{t} \int_{\mathbb{R}} \int_{\substack{0 \leq r_{1} \leq s_{1} \leq \tau \\
0 \leq r_{2} \leq s_{2} \leq \tau}} \int_{\mathbb{R}^{4}} \prod_{i=1,2} d y_{i} d z_{i} d r_{i} d s_{i} \phi_{R, t}\left(s_{i}, y_{i}\right) \phi_{R, t}\left(r_{i}, z_{i}\right) \\
& \times\left\|Z_{r_{i}, z_{i}, s_{i}, y_{i}}(\tau, \xi)\right\|_{2} \phi_{R, t}^{2}(\tau, \xi) d \xi d \tau .
\end{aligned}
$$

From the decomposition (6.35), using Hölder's inequality and the estimates (5.25) and (5.27), we can write

$$
\begin{aligned}
\left\|\mathscr{Y}_{R, t}^{5}\right\|_{2}^{2} \leq C_{t} & \int_{0}^{t} \int_{\mathbb{R}} d \xi d \tau \phi_{R, t}^{2}(\tau, \xi) \int_{\substack{0 \leq r_{1} \leq s_{1} \leq \tau \\
0 \leq r_{2} \leq s_{2} \leq \tau}} \int_{\mathbb{R}^{4}} \prod_{i=1,2} d y_{i} d z_{i} d r_{i} d s_{i} \phi_{R, t}\left(s_{i}, y_{i}\right) \phi_{R, t}\left(r_{i}, z_{i}\right) \\
& \times\left[p_{s_{i}-r_{i}}\left(y_{i}-z_{i}\right) p_{\tau-s_{i}}\left(\xi-y_{i}\right)+p_{\tau-r_{i}}\left(\xi-z_{i}\right) p_{\tau-s_{i}}\left(\xi-y_{i}\right)+\Phi_{r_{i}, z_{i}, s_{i}, y_{i}}(\tau, \xi)\right] .
\end{aligned}
$$

The estimates $\phi_{R, t}\left(r_{i}, z_{i}\right), \phi_{R, t}\left(r_{i}, z_{i}\right) \leq \frac{1}{\sigma_{R, t}}$ imply

$$
\begin{aligned}
\left\|\mathscr{Y}_{R, t}^{5}\right\|_{2}^{2} \leq & \frac{C_{t}}{\sigma_{R, t}^{2}} \int_{0}^{t} \int_{\mathbb{R}} d \xi d \tau \phi_{R, t}^{2}(\tau, \xi) \int_{\substack{0 \leq r_{1} \leq s_{1} \leq \tau \\
0 \leq r_{2} \leq s_{2} \leq \tau}} \int_{\mathbb{R}^{4}} \prod_{i=1,2} d y_{i} d z_{i} d r_{i} d s_{i} \\
& \times\left[p_{s_{i}-r_{i}}\left(y_{i}-z_{i}\right) p_{\tau-s_{i}}\left(\xi-y_{i}\right)+p_{\tau-r_{i}}\left(\xi-z_{i}\right) p_{\tau-s_{i}}\left(\xi-y_{i}\right)+\Phi_{r_{i}, z_{i}, s_{i}, y_{i}}(\tau, \xi)\right] .
\end{aligned}
$$

Integrating the variables $z_{i}$ and $y_{i}$ for $i=1,2$ and using Lemma A.7, we have

$$
\left\|\mathscr{Y}_{R, t}^{5}\right\|_{2}^{2} \leq \frac{C}{\sigma_{R, t}^{2}} \int_{0}^{t} \int_{\mathbb{R}} \phi_{R, t}^{2}(\tau, \xi)\left(\int_{0<r<s<\tau}\left(1+(s-r)^{-1 / 4}\right) d r d s\right)^{2} d \xi d \tau
$$

Using the above estimate, Lemma A. 9 part (a), and Lemma 6.1, we finally have for $R \geq R_{0}$

$$
\begin{equation*}
\left\|\mathscr{T}_{R, t}^{5}\right\|_{2} \leq \frac{C_{t}}{\sqrt{R}} . \tag{6.36}
\end{equation*}
$$

Finally, plugging the estimates (6.17), (6.34) and (6.36) into (3.6) we complete the proof.

### 6.2 Dirac delta initial condition in PAM

Let $u=\left\{u(t, x):(t, x) \in \mathbb{R}_{+} \times \mathbb{R}\right\}$ be the solution to equation (5.9) in dimension 1 with the initial condition $u_{0} \equiv \delta_{0}$. The process $u$ is no longer stationary in the space variable, but if we define $U$ as

$$
U(t, x):=\frac{u(t, x)}{p_{t}(x)}
$$

for $(t, x) \in(0, \infty) \times \mathbb{R}$, then for any $t>0$, the process $\{U(t, x): x \in \mathbb{R}\}$ is stationary, see [1]. Moreover, $\lim _{t \downarrow 0} U(t, x)=1$ in $L^{p}(\Omega)$ for all $x \in \mathbb{R}$ and $p \geq 2$ and the mild form (5.6) of the equation can be reformulated in terms of $U$ as follows

$$
\begin{equation*}
U(t, x)=1+\int_{[0, t] \times \mathbb{R}} p_{\frac{\tau(t-\tau)}{t}}\left(\xi-\frac{\tau}{t} x\right) U(s, y) W(d \tau, d \xi) . \tag{6.37}
\end{equation*}
$$

Let

$$
\begin{gather*}
\varphi_{R, t}(s, y):=\frac{1}{\Sigma_{R, t}} \int_{Q_{R}} p_{s(t-s) / t}\left(y-\frac{s}{t} x\right) d x .  \tag{6.38}\\
G_{R, t}:=\frac{1}{\Sigma_{R, t}}\left(\int_{-R}^{R} U(t, x) d x-2 R\right), \text { where } \Sigma_{R, t}^{2}:=\operatorname{Var}\left[\int_{-R}^{R} U(t, x) d x\right] \tag{6.39}
\end{gather*}
$$

According to Chen, Hu and Nualart [14, Proposition 5.1], for any $t>0$ and any $x \in \mathbb{R}$, the random variable $u(t, x)$ belongs to the Sobolev space $\mathbb{D}^{k, p}$ for any $k \geq 1$ and $p \geq 2$. As a consequence, for all $t>0$ and $x \in \mathbb{R}, U(t, x) \in \cap_{k \geq 1} \cap_{p \geq 2} \mathbb{D}^{k, p}$. Furthermore, for almost all $(s, y) \in(0, t) \times \mathbb{R}$, using (4.9) and (6.37), we have,

$$
\begin{equation*}
D_{s, y} U(t, x)=p_{\frac{s(t-s)}{t}}\left(y-\frac{s}{t} x\right) U(s, y)+\int_{[s, t] \times \mathbb{R}} p_{\frac{\tau(t-\tau)}{t}}\left(\xi-\frac{\tau}{t} x\right) D_{s, y} U(\tau, \xi) W(d \tau, d \xi) \tag{6.40}
\end{equation*}
$$

and for almost all $r \leq s \leq t$ and $y, z \in \mathbb{R}$,

$$
\begin{align*}
D_{r, z} D_{s, y} U(t, x)= & p_{\frac{s(t-s)}{t}}\left(y-\frac{s}{t} x\right) D_{r, z} U(s, y) \\
& +\int_{[s, t] \times \mathbb{R}} p_{\frac{\tau(t-\tau)}{t}}\left(\xi-\frac{\tau}{t} x\right) D_{r, z} D_{s, y} U(\tau, \xi) W(d \tau, d \xi) . \tag{6.41}
\end{align*}
$$

Let $G_{R, t}$ and $\Sigma_{R, t}$ be as defined in (6.39). Then, for any fixed $t>0, G_{R, t}=\boldsymbol{\delta}\left(w_{R, t}\right)$, where

$$
\begin{align*}
w_{R, t}(s, y) & =\mathbf{1}_{[0, t]}(s) \frac{1}{\Sigma_{R, t}} \int_{Q_{R}} p_{\frac{s(t-s)}{t}}\left(y-\frac{s}{t} x\right) U(s, y) d x \\
& =\mathbf{1}_{[0, t]}(s) \varphi_{R, t}(s, y) U(s, y), \tag{6.42}
\end{align*}
$$

and $\varphi_{R, t}(s, y)$ has been defined in (6.38). Finally, we also note that

$$
D_{s, y} G_{R, t}=\frac{1}{\Sigma_{R, t}} \int_{Q_{R}} D_{s, y} U(t, x),
$$

and using (6.42)

$$
\begin{equation*}
D_{w_{R, t}} G_{R, t}=\frac{1}{\Sigma_{R, t}} \int_{0}^{t} \int_{\mathbb{R}} \int_{Q_{R}} \varphi_{R, t}(s, y) U(s, y) D_{s, y} U(t, x) d x d y d s . \tag{6.43}
\end{equation*}
$$

Dividing by the factor $p_{t}(x)$ and using the identity (A.6) we derive the corresponding estimates for the process $U(t, x)$ :

$$
\begin{gather*}
\sup _{(t, x) \in[0, T] \times \mathbb{R}}\|U(t, x)\|_{p} \leq c_{T, p},  \tag{6.44}\\
\left\|D_{s, y} U(t, x)\right\|_{p} \leq c_{T, p} p_{\frac{s(t-s)}{t}}\left(y-\frac{s}{t} x\right) . \tag{6.45}
\end{gather*}
$$

and

$$
\begin{equation*}
\left\|D_{r, z} D_{s, y} u(t, x)\right\|_{p} \leq c_{T, p} p_{\frac{s(t-s)}{t}}\left(y-\frac{s}{t} x\right) p_{\frac{r(s-r)}{s}}\left(z-\frac{r}{s} y\right) . \tag{6.46}
\end{equation*}
$$

The next proposition ensures the existence of negative moments required in the application of Theorem 3.13.

Proposition 6.5. Fix $t \in(0, T], p \geq 2$ and $\gamma>5$. Then, there exist $R_{0}>1$ and a constant $c_{t, p, \gamma}$, depending on $t, p$ and $\gamma$, such that

$$
\left\|\left(D_{w_{R, t}} G_{R, t}\right)^{-1}\right\|_{p} \leq c_{t, p, \gamma}(\log R)^{\gamma}
$$

for all $R \geq R_{0}$.

Proof. Using (6.43) and (6.40), we have

$$
\begin{aligned}
D_{w_{R, t}} G_{R, t}= & \frac{1}{\Sigma_{R, t}} \int_{0}^{t} \int_{\mathbb{R}} \int_{Q_{R}} \varphi_{R, t}(s, y) U(s, y) D_{s, y} U(t, x) d x d y d s \\
= & \int_{0}^{t} \int_{\mathbb{R}} \varphi_{R, t}^{2}(s, y) U^{2}(s, y) d y d s \\
& +\int_{0}^{t} \int_{\mathbb{R}} \varphi_{R, t}(s, y) U(s, y)\left(\int_{[s, t] \times \mathbb{R}} \varphi_{R, t}(\tau, \xi) D_{s, y} U(\tau, \xi) W(d \tau, d \xi)\right) d y d s .
\end{aligned}
$$

Since $U$ and $D U$ are non-negative, $D_{w_{R, t}} G_{R, t} \geq 0$ and we have

$$
\begin{aligned}
D_{w_{R, t}} G_{R, t} \geq & \int_{t_{\varepsilon} \alpha}^{t} \int_{\mathbb{R}} \varphi_{R, t}^{2}(s, y) U^{2}(s, y) d y d s \\
& +\int_{t_{\varepsilon} \alpha}^{t} \int_{\mathbb{R}} \varphi_{R, t}(s, y) U(s, y)\left(\int_{[s, t] \times \mathbb{R}} \varphi_{R, t}(\tau, \xi) D_{s, y} U(\tau, \xi) W(d \tau, d \xi)\right) d y d s \\
= & I_{1}+I_{2},
\end{aligned}
$$

where $t_{\varepsilon^{\alpha}}=t-\varepsilon^{\alpha}$, with $\varepsilon \in\left(0, \frac{t}{2}\right]$ and $\alpha \in(0,1]$. As in the proof of Proposition 6.3 , we can write

$$
\begin{equation*}
\mathrm{P}\left(D_{w_{R, t} G_{R, t}}<\varepsilon\right) \leq \mathrm{P}\left(I_{1}<2 \varepsilon\right)+\mathrm{P}\left(\left|I_{2}\right|>\varepsilon\right) . \tag{6.47}
\end{equation*}
$$

We now estimate these probabilities in two steps.
Step 1: By Chebyshev inequality, for any $q \geq 2$,

$$
\begin{equation*}
\mathrm{P}\left(I_{1}<2 \varepsilon\right) \leq \mathrm{P}\left(I_{1}^{-1}>\frac{1}{2 \varepsilon}\right) \leq(2 \varepsilon)^{q} \mathrm{E}\left[\left(\int_{t_{\varepsilon} \alpha}^{t} \int_{\mathbb{R}} \varphi_{t, R}^{2}(s, y) U^{2}(s, y) d y d s\right)^{-q}\right] \tag{6.48}
\end{equation*}
$$

Set

$$
m(\varepsilon, R)=\int_{t_{\varepsilon} \alpha}^{t} \int_{\mathbb{R}} \varphi_{t, R}^{2}(s, y) d y d s
$$

Using Lemma A. 9 part (b), taking into account that $s>\frac{t}{2}$, for all $R \geq R_{0}$, we have

$$
\begin{equation*}
m(\varepsilon, R) \geq \frac{c_{t} \varepsilon^{\alpha}}{\log R} \tag{6.49}
\end{equation*}
$$

Then, because the function $x \rightarrow x^{-q}$ is convex, applying Jensen's inequality, we can write

$$
\begin{align*}
& \mathrm{E}\left[\left(\int_{t_{\varepsilon} \alpha}^{t} \int_{\mathbb{R}} \varphi_{t, R}^{2}(s, y) U^{2}(s, y) d y d s\right)^{-q}\right] \\
& \leq m(\varepsilon, R)^{-q-1} \int_{t_{\varepsilon} \alpha}^{t} \int_{\mathbb{R}} \varphi_{R, t}^{2}(s, y) \mathrm{E}\left[U^{-2 q}(s, y)\right] d y d s . \tag{6.50}
\end{align*}
$$

Since $\{U(s, y): y \in \mathbb{R}\}$ is stationary, we have for all $s \in\left[\frac{t}{2}, 2\right]$

$$
\begin{align*}
\mathrm{E}\left[(U(s, y))^{-2 q}\right] & =\mathrm{E}\left[(U(s, 0))^{-2 q}\right]=\left(p_{s}(0)\right)^{2 q} \mathrm{E}\left[(u(s, 0))^{-2 q}\right] \\
& \leq(\pi t)^{-q} \mathrm{E}\left[\left(\inf _{s \in\left[\frac{t}{2}, t\right]} u(s, 0)\right)^{-2 q}\right]=c_{t, q}<\infty \tag{6.51}
\end{align*}
$$

where $c_{t, q}$ is a constant depending on $q$ and $t$ and the last equality follows from [13, Theorem 1.4]. In what follows, $c_{t, q}$ will denote a generic constant depending on $q$ and $t$. Substituting (6.51) into (6.50) and using Lemma A. 9 part (b) and (6.49) yields

$$
\begin{align*}
\mathrm{E}\left[\left(\int_{t_{\varepsilon} \alpha}^{t} \int_{\mathbb{R}} \varphi_{t, R}^{2}(s, y) U^{2}(s, y) d y d s\right)^{-q}\right] & \leq c_{t, q} m(\varepsilon, R)^{-q-1} \int_{t_{\varepsilon} \alpha}^{t} \int_{\mathbb{R}} \varphi_{R, t}^{2}(s, y) d y d s \\
& \leq c_{t, q} m(\varepsilon, R)^{-q-1} \int_{t_{\varepsilon} \alpha}^{t} \frac{1}{s \log R} d s \\
& \leq c_{t, q} \varepsilon^{-\alpha q}(\log R)^{q} \tag{6.52}
\end{align*}
$$

for $R \geq R_{0}$. Finally, from (6.48) and (6.52), we get

$$
\begin{equation*}
\mathrm{P}\left(I_{1}<2 \varepsilon\right) \leq c_{t, q}(\log R)^{q} \varepsilon^{q(1-\alpha)} . \tag{6.53}
\end{equation*}
$$

Step 2: Set $\Pi=\mathrm{P}\left(\left|I_{2}\right|>\varepsilon\right)$. Using Fubini's theorem and Chebyschev's inequality for any $q \geq 2$, we have

$$
\Pi \leq \frac{1}{\varepsilon^{q}} \mathrm{E}\left[\left|\int_{\left[t_{\varepsilon} \alpha, t\right] \times \mathbb{R}}\left(\int_{\mathbb{R}} \int_{t_{\varepsilon} \alpha}^{\tau} \varphi_{R, t}(\tau, \xi) \varphi_{R, t}(s, y) U(s, y) D_{s, y} U(\tau, \xi) d s d y\right) W(d \tau, d \xi)\right|^{q}\right] .
$$

Then, applying Burkholder-Davis-Gundy inequality, followed by Minkowski's inequality, we get for any $q \geq 2$

$$
\begin{array}{r}
\Pi \leq \frac{c_{q}}{\varepsilon^{q}} \mathrm{E}\left[\left(\int_{t_{\varepsilon} \alpha}^{t} \int_{\mathbb{R}}\left(\int_{t_{\varepsilon} \alpha}^{\tau} \int_{\mathbb{R}} \varphi_{R, t}(\tau, \xi) \varphi_{R, t}(s, y) U(s, y) D_{s, y} U(\tau, \xi) d y d s\right)^{2} d \xi d \tau\right)^{\frac{q}{2}}\right] \\
=\frac{c_{q}}{\varepsilon^{q}} \mathrm{E}\left[\left(\int_{t_{\varepsilon^{\alpha}}}^{t} \int_{t_{\varepsilon} \alpha}^{\tau} \int_{t_{\varepsilon} \alpha}^{\tau} \int_{\mathbb{R}^{3}} \varphi_{R, t}^{2}(\tau, \xi) \varphi_{R, t}\left(s_{1}, y_{1}\right) \varphi_{R, t}\left(s_{2}, y_{2}\right)\right.\right. \\
\left.\left.\times Y_{s_{1}, y_{1}, s_{2}, y_{2}}(\tau, \xi) d y_{1} d y_{2} d \xi d s_{1} d s_{2} d \tau\right)^{\frac{q}{2}}\right] \\
\leq \frac{c_{q}}{\varepsilon^{q}}\left(\int_{t_{\varepsilon} \alpha}^{t} \int_{t_{\varepsilon} \alpha}^{\tau} \int_{t_{\varepsilon} \alpha}^{\tau} \int_{\mathbb{R}^{3}} \varphi_{R, t}^{2}(\tau, \xi) \varphi_{R, t}\left(s_{1}, y_{1}\right) \varphi_{R, t}\left(s_{2}, y_{2}\right)\right. \\
\left.\times\left\|Y_{s_{1}, y_{1}, s_{2}, y_{2}}(\tau, \xi)\right\|_{q / 2} d y_{1} d y_{2} d \xi d s_{1} d s_{2} d \tau\right)^{\frac{q}{2}} \tag{6.54}
\end{array}
$$

where

$$
Y_{s_{1}, y_{1}, s_{2}, y_{2}}(\tau, \xi):=U\left(s_{1}, y_{1}\right) D_{s_{1}, y_{1}} U(\tau, \xi) U\left(s_{2}, y_{2}\right) D_{s_{2}, y_{2}} U(\tau, \xi) .
$$

Note that using the estimates (6.44) and (6.45) and Hölder's inequality, we can write

$$
\begin{equation*}
\left\|Y_{s_{1}, y_{1}, s_{2}, y_{2}}(\tau, \xi)\right\|_{q / 2} \leq c_{t, q} p_{\frac{s_{1}\left(\tau-s_{1}\right)}{\tau}}\left(y_{1}-\frac{s_{1}}{\tau} \xi\right) p_{\frac{s_{2}\left(\tau-s_{2}\right)}{\tau}}\left(y_{2}-\frac{s_{2}}{\tau} \xi\right) \tag{6.55}
\end{equation*}
$$

Substituting the estimate (6.55) into (6.54), we obtain

$$
\begin{equation*}
\Pi \leq \frac{c_{t, q}}{\varepsilon^{q}}\left(\int_{t_{\varepsilon} \alpha}^{t} \int_{\mathbb{R}} \varphi_{R, t}^{2}(\tau, \xi)\left(\int_{t_{\varepsilon} \alpha}^{\tau} \int_{\mathbb{R}} \varphi_{R, t}(s, y) p_{\frac{s(\tau-s)}{\tau}}\left(y-\frac{s}{\tau} \xi\right) d y d s\right)^{2} d \xi d \tau\right)^{q / 2} \tag{6.56}
\end{equation*}
$$

Using the semigroup property, we have

$$
\begin{aligned}
& \int_{\mathbb{R}} \varphi_{R, t}(s, y) p_{\frac{s(\tau-s)}{\tau}}\left(y-\frac{s}{\tau} \xi\right) d y \leq \frac{1}{\Sigma_{R, t}} \int_{\mathbb{R}^{2}} p_{\frac{s(t-s)}{t}}\left(y-\frac{s}{t} x\right) p_{\frac{s(\tau-s)}{\tau}}\left(y-\frac{s}{\tau} \xi\right) d y d x \\
& =\frac{1}{\Sigma_{R, t}} \int_{\mathbb{R}} p_{\frac{s(t-s)}{t}+\frac{s(\tau-s)}{\tau}}\left(\frac{s}{t} x-\frac{s}{\tau} \xi\right) d x=\frac{t}{s \Sigma_{R, t}} \int_{\mathbb{R}} p_{\frac{t(t-s)}{s}+\frac{t^{2}(\tau-s)}{s \tau}}\left(x-\frac{t}{\tau} \xi\right) d x=\frac{t}{s \Sigma_{R, t}},
\end{aligned}
$$

where we used the identity $p_{t}(a x)=\frac{1}{a} p_{t / a^{2}}(x)$. Hence, taking into account that $t_{\alpha}>\frac{t}{2}$, we can write

$$
\begin{equation*}
\int_{t_{\varepsilon} \alpha}^{\tau} \int_{\mathbb{R}} \varphi_{R, t}(s, y) p_{\frac{s(\tau-s)}{\tau}}\left(y-\frac{s}{\tau} \xi\right) d y d s \leq \frac{1}{\Sigma_{R, t}} \int_{t_{\varepsilon} \alpha}^{\tau} \frac{t}{s} d s \leq \frac{2 \varepsilon^{\alpha}}{\Sigma_{R, t}} . \tag{6.57}
\end{equation*}
$$

Finally, plugging the estimate (6.57) into (6.56), and using Lemma 6.6 and Lemma A. 9 part (b), we get for $R \geq R_{0}$,

$$
\begin{align*}
\Pi & \leq c_{t, q} \varepsilon^{q(\alpha-1)}(R \log R)^{-q / 2}\left(\int_{t_{\varepsilon} \alpha}^{t} \int_{\mathbb{R}} \varphi_{R, t}^{2}(\tau, \xi) d \xi d \tau\right)^{q / 2} \\
& \leq c_{t, q} R^{-q / 2} \varepsilon^{\left(\frac{3 \alpha}{2}-1\right) q} \tag{6.58}
\end{align*}
$$

Now, choosing $\alpha=4 / 5$, we get, substituting (6.58) and (6.53) into (6.47),

$$
\mathrm{P}\left(D_{w_{R, t}} G_{R, t}<\varepsilon\right) \leq c_{t, q}(\log R)^{q} \varepsilon^{q / 5} .
$$

Using this estimate, we get

$$
\begin{aligned}
\mathrm{E}\left[\left(D_{w_{R, t}} G_{R, t}\right)^{-p}\right] & =p \int_{0}^{\infty} \varepsilon^{-p-1} \mathrm{P}\left(D_{w_{R, t}} G_{R, t}<\varepsilon\right) d \varepsilon \\
& \leq 1+p \int_{0}^{1} \varepsilon^{-p-1} \mathrm{P}\left(D_{w_{R, t}} G_{R, t}<\varepsilon\right) d \varepsilon \\
& \leq 1+c_{t, q}(\log R)^{q} p \int_{0}^{1} \varepsilon^{-p-1+q / 5} d \varepsilon
\end{aligned}
$$

Finally, for $q=\gamma p>5 p$, and for $R \geq R_{0}$, we obtain

$$
\left\|\left(D_{w_{R, t}} G_{R, t}\right)^{-1}\right\|_{p} \leq c_{t, p, \gamma}(\log R)^{\gamma}
$$

which completes our proof.

Lemma 6.6. Let $\Sigma_{R, t}^{2}$ be as defined in (6.39). Then

$$
\lim _{R \rightarrow \infty} \frac{\Sigma_{R, t}^{2}}{R \log R}=2 t
$$

Theorem 6.7. For every $t>0$, there exist $C_{t}=C(t)>0$ and $R_{0}=R_{0}(t)>e$ such that for all $R \geq R_{0}$,

$$
\begin{equation*}
\mathrm{d}_{\mathrm{TV}}\left(G_{R, t}, N\right) \leq C_{t} \sqrt{\frac{\log R}{R}} \tag{6.59}
\end{equation*}
$$

Theorem 6.8. Assume that the random field $u=\left\{u(t, x):(t, x) \in \mathbb{R}_{+} \times \mathbb{R}\right\}$ solves the parabolic Anderson model (5.9) in dimension 1 with the initial condition $u_{0}(x)=\delta_{0}$. Let $G_{R, t}$ be defined as in (6.39). Fix $\gamma>\frac{19}{2}$. Then, there exists an $R_{0} \geq 1$ such that for all $R \geq R_{0}$

$$
\sup _{x \in \mathbb{R}}\left|f_{G_{R, t}}(x)-\phi(x)\right| \leq \frac{C_{t}(\log R)^{\gamma}}{\sqrt{R}}
$$

where $f_{G_{R, t}}$ and $\phi$ are the densities of $G_{R, t}$ and $N(0,1)$, respectively.

Proof of Theorem 6.8. We will apply Theorem 3.13 to the random variable $G_{R, t}=\delta\left(w_{R, t}\right)$. Proposition 6.5 provides the estimate

$$
\begin{equation*}
\left\|\left(D_{w_{R, t}} G_{R, t}\right)^{-1}\right\|_{4} \leq c_{t, 4, \gamma}(\log R)^{\gamma} \tag{6.60}
\end{equation*}
$$

for any $\gamma>5$, and for $R$ large enough. Moreover, from the proof of Theorem 6.7, we have

$$
\begin{equation*}
\left\|\sqrt{\operatorname{Var}\left[D_{w_{R, t}} G_{R, t}\right]}\right\|_{2} \leq \frac{C_{t} \sqrt{\log R}}{\sqrt{R}} \tag{6.61}
\end{equation*}
$$

We are only left to estimate the term $\left\|D_{w_{R, t}}\left(D_{w_{R, t}} G_{R, t}\right)\right\|_{2}$. Recall that from (6.43) we have

$$
D_{w_{R, t}} G_{R, t}=\frac{1}{\Sigma_{R, t}} \int_{0}^{t} \int_{\mathbb{R}} \int_{Q_{R}} \varphi_{R, t}(s, y) U(s, y) D_{s, y} U(t, x) d x d y d s
$$

Applying again the derivative operator, we obtain

$$
\begin{aligned}
D_{r, z}\left(D_{w_{R, t}} G_{R, t}\right)= & \frac{1}{\Sigma_{R, t}} \int_{0}^{t} \int_{\mathbb{R}} \int_{Q_{R}} \varphi_{R, t}(s, y)\left(D_{r, z} U(s, y) D_{s, y} U(t, x)\right. \\
& \left.+U(s, y) D_{s, y} D_{r, z} U(t, x)\right) d x d y d s
\end{aligned}
$$

so that,

$$
\begin{aligned}
D_{w_{R, t}}\left(D_{w_{R, t}} G_{R, t}\right)=\frac{1}{\sum_{R, t}} \int_{0<r<s<t} & \int_{\mathbb{R}^{2}} \int_{Q_{R}} d x d y d z d s d r \varphi_{R, t}(s, y) \varphi_{R, t}(r, z) U(r, z) \\
& \times\left(D_{r, z} U(s, y) D_{s, y} U(t, x)+2 U(s, y) D_{r, z} D_{s, y} U(t, x)\right)
\end{aligned}
$$

Now using (6.40) and (6.41) for $D_{s, y} U(t, x)$ and $D_{r, z} D_{s, y} U(t, x)$, we get

$$
D_{w_{R, t}}\left(D_{w_{R, t}} G_{R, t}\right)=2 \mathscr{X}_{R, t}^{1}+\mathscr{X}_{R, t}^{2}+2 \mathscr{X}_{R, t}^{3}
$$

where:

$$
\begin{aligned}
& \mathscr{X}_{R, t}^{1}= \int_{0}^{t} \int_{r}^{t} \int_{\mathbb{R}^{2}} d z d y d s d r \varphi_{R, t}^{2}(s, y) \varphi_{R, t}(r, z) U(r, z) U(s, y) D_{r, z} U(s, y) \\
& \mathscr{X}_{R, t}^{2}=\int_{0}^{t} \int_{r}^{t} \int_{\mathbb{R}^{2}} d z d y d s d r \varphi_{R, t}(s, y) \varphi_{R, t}(r, z) U(r, z) D_{r, z} U(s, y) \\
& \times \int_{(s, t) \times \mathbb{R}} \varphi_{R, t}(\tau, \xi) D_{s, y} U(\tau, \xi) W(d \tau, d \xi) \\
& \begin{aligned}
& \mathscr{X}_{R, t}^{3}=\int_{0}^{t} \int_{r}^{t} \int_{\mathbb{R}^{2}} d z d y d s d r \varphi_{R, t}(s, y) \varphi_{R, t}(r, z) U(r, z) U(s, y) \\
& \times \int_{(s, t) \times \mathbb{R}} \varphi_{R, t}(\tau, \xi) D_{r, z} D_{s, y} U(\tau, \xi) W(d \tau, d \xi) .
\end{aligned}
\end{aligned}
$$

As a consequence, we have

$$
\begin{equation*}
\left\|D_{w_{R, t}}\left(D_{w_{R, t}} G_{R, t}\right)\right\|_{2} \leq 2\left\|\mathscr{X}_{R, t}^{1}\right\|_{2}+\left\|\mathscr{X}_{R, t}^{2}+2 \mathscr{X}_{R, t}^{3}\right\|_{2} . \tag{6.62}
\end{equation*}
$$

We will further estimate the two terms in the right-hand side of the previous display.
Estimation of $\left\|\mathscr{X}_{R, t}^{1}\right\|_{2}:$ Using the estimates (6.44) and (6.45) and applying Hölder's inequality, we can write

$$
\left\|U(s, y) U(r, z) D_{r, z} U(s, y)\right\|_{2} \leq C_{t} p_{\frac{r(s-r)}{s}}\left(z-\frac{r}{s} y\right) .
$$

Therefore,

$$
\begin{align*}
\left\|\mathscr{X}_{R, t}^{1}\right\|_{2} & \leq \int_{0}^{t} \int_{r}^{t} \int_{\mathbb{R}^{2}} d z d y d s d r \varphi_{R, t}^{2}(s, y) \varphi_{R, t}(r, z)\left\|U(s, y) U(r, z) D_{r, z} U(s, y)\right\|_{2} \\
& \leq C_{t} \int_{0}^{t} \int_{r}^{t} \int_{\mathbb{R}^{2}} \varphi_{R, t}^{2}(s, y) \varphi_{R, t}(r, z) p_{\frac{r(s-r)}{s}}\left(z-\frac{r}{s} y\right) d z d y d s d r=: I_{1} . \tag{6.63}
\end{align*}
$$

To estimate $I_{1}$, we first integrate in $z$ and use the semigroup property, to obtain

$$
\begin{align*}
\int_{\mathbb{R}} \varphi_{R, t}(r, z) p_{\frac{r(s-r)}{s}}\left(z-\frac{r}{s} y\right) d z & =\frac{1}{\Sigma_{R, t}} \int_{Q_{R}} \int_{\mathbb{R}} p_{\frac{r(t-r)}{t}}\left(z-\frac{r}{t} x\right) p_{\frac{r(s-r)}{s}}\left(z-\frac{r}{s} y\right) d z d x \\
& =\frac{1}{\Sigma_{R, t}} \int_{Q_{R}} p_{\frac{r(t-r)}{t}+\frac{r(s-r)}{s}\left(\frac{r}{s} y-\frac{r}{t} x\right) d x} \\
& =\frac{s}{r \Sigma_{R, t}} \int_{Q_{R}} p_{\frac{s^{2}(t-r)}{t r}+\frac{s(s-r)}{r}}\left(y-\frac{s}{t} x\right) d x . \tag{6.64}
\end{align*}
$$

Now using the estimate $\varphi_{R, t}(s, y) \leq \frac{t}{\Sigma_{R, t} s}$ for one of the factors together with (6.64) and then applying the semigroup property in $y$, we get

$$
\begin{align*}
& \int_{\mathbb{R}^{2}} \varphi_{R, t}^{2}(s, y) \varphi_{R, t}(r, z) p_{\frac{r(s-r)}{s}}\left(z-\frac{r}{s} y\right) d z d y \\
& \leq \frac{t}{r \Sigma_{R}^{3}} \int_{Q_{R}^{2}} \int_{\mathbb{R}} p_{\frac{s(t-s)}{t}}\left(y-\frac{s}{t} x_{1}\right) p_{\frac{s^{2}(t-r)}{t r}+\frac{s(s-r)}{r}}\left(y-\frac{s}{t} x_{2}\right) d y d x_{1} d x_{2} \\
& =\frac{t}{r \Sigma_{R}^{3}} \int_{Q_{R}^{2}} p_{\frac{s(t-s)}{t}+\frac{s^{2}(t-r)}{t r}+\frac{s(s-r)}{r}}\left(\frac{s}{t}\left(x_{1}-x_{2}\right)\right) d x_{1} d x_{2} \\
& =\frac{t^{2}}{s r \Sigma_{R}^{3}} \int_{Q_{R}^{2}} p_{\frac{t(t-s)}{s}+\frac{t(t-r)}{r}+\frac{t^{2}(s-r)}{s r}}\left(x_{1}-x_{2}\right) d x_{1} d x_{2} \\
& =\frac{t^{2}}{s r \Sigma_{R}^{3}} \int_{Q_{R}^{2}} p_{\frac{2 t(t-r)}{r}}\left(x_{1}-x_{2}\right) d x_{1} d x_{2} \\
& =\frac{4 R t^{2}}{\pi s r \Sigma_{R}^{3}} \int_{\mathbb{R}} \varphi(\xi) e^{-\frac{2 t(t-r)}{r R^{2}} \xi^{2}} d \xi \tag{6.65}
\end{align*}
$$

where the last equality follows from Lemma A.10. So, substituting (6.65) into (6.63), we get

$$
I_{1} \leq C_{t} \frac{R}{\sum_{R, t}^{3}} \int_{\mathbb{R}} \varphi(\xi) \int_{0}^{t} \frac{1}{s} \int_{0}^{s} \frac{1}{r} e^{-\frac{2 s(s-r)}{r} \frac{\xi^{2}}{R^{2}}} d r d s d \xi
$$

By Lemma A.11, we can write

$$
I_{1} \leq C_{t} \frac{R \log R}{\Sigma_{R}^{3}}\left(\int_{\mathbb{R}} \varphi(\xi) \log \left(e+\frac{1}{\sqrt{2}|\xi|}\right) d \xi\right)\left(\int_{0}^{t} \log \left(e+\frac{1}{s}\right) d s\right)
$$

Finally Lemma 6.6 yields

$$
\begin{equation*}
I_{1} \leq C_{t}(R \log R)^{-1 / 2} \tag{6.66}
\end{equation*}
$$

Estimation of $\left\|\mathscr{X}_{R, t}^{2}+2 \mathscr{X}_{R, t}^{3}\right\|_{2}:$ Define

$$
V_{r, z, s, y}(\tau, \xi)=U(r, z) D_{r, z} U(s, y) D_{s, y} u(\tau, \xi)+2 U(r, z) U(r, z) D_{r, z} D_{s, y} U(\tau, \xi)
$$

With this notation in mind, we can write

$$
\mathscr{X}_{R, t}^{2}+2 \mathscr{X}_{R, t}^{3}=\int_{[0, t] \times \mathbb{R}}\left(\int_{0}^{\tau} \int_{r}^{\tau} \int_{\mathbb{R}^{2}} \varphi_{R, t}(s, y) \varphi_{R, t}(r, z) V_{r, z, s, y}(\tau, \xi) d s d r d y d z\right) \varphi_{R, t}(\tau, \xi) W(d \tau, d \xi)
$$

Using the Itô-Walsh isometry of the stochastic integral and Cauchy-Schwarz inequality, we obtain

$$
\begin{aligned}
I_{2}= & \left\|\mathscr{X}_{R, t}^{2}+2 \mathscr{X}_{R, t}^{3}\right\|_{2}^{2} \\
= & \int_{0}^{t} \int_{\mathbb{R}} \mathrm{E}\left[\left(\int_{0}^{\tau} \int_{r}^{\tau} \int_{\mathbb{R}^{2}} \varphi_{R, t}(s, y) \varphi_{R, t}(r, z) V_{r, z, s, y}(\tau, \xi) d s d r d y d z\right)^{2}\right] \\
& \times \varphi_{R, t}^{2}(\tau, \xi) d \xi d \tau \\
= & \int_{0}^{t} \int_{\mathbb{R}} \int_{\substack{0 \leq r_{1} \leq s_{1} \leq \tau \\
0 \leq r_{2} \leq s_{2} \leq \tau}} \int_{\mathbb{R}^{4}} \prod_{i=1,2} d y_{i} d z_{i} d r_{i} d s_{i} \varphi_{R, t}\left(s_{i}, y_{i}\right) \varphi_{R, t}\left(r_{i}, z_{i}\right) \\
& \quad \times\left\|V_{r_{i}, z_{i}, s_{i}, y_{i}}(\tau, \xi)\right\|_{2} \varphi_{R, t}^{2}(\tau, \xi) d \xi d \tau .
\end{aligned}
$$

Using (6.44) (6.45) and (6.46), we see that, for $i=1,2$,

$$
\left\|V_{r_{i}, z_{i}, s_{i}, y_{i}}(\tau, \xi)\right\|_{2} \leq C_{t} p_{\frac{s_{i}\left(\tau-s_{i}\right)}{\tau}}\left(y_{i}-\frac{s_{i}}{\tau} \xi\right) p_{\frac{r_{i}\left(s_{i}-r_{i}\right)}{s_{i}}}\left(z_{i}-\frac{r_{i}}{s_{i}} y_{i}\right)
$$

and hence

$$
\begin{align*}
I_{2} \leq C_{t} & \int_{0}^{t} \int_{0}^{t} \int_{0}^{s_{1}} \int_{0}^{s_{2}} \int_{s_{1} \vee s_{2}}^{t} \int_{\mathbb{R}} d \xi d \tau d r_{1} d r_{2} d s_{1} d s_{2} \varphi_{R, t}^{2}(\tau, \xi) \\
& \times \prod_{i=1,2} \int_{\mathbb{R}^{2}} \varphi_{R, t}\left(s_{i}, y_{i}\right) \varphi_{R, t}\left(r_{i}, z_{i}\right) p_{\frac{s_{i}\left(\tau-s_{i}\right)}{\tau}}\left(y_{i}-\frac{s_{i}}{\tau} \xi\right) p_{\frac{r_{i}\left(s_{i}-r_{i j}\right)}{s_{i}}}\left(z_{i}-\frac{r_{i}}{s_{i}} y_{i}\right) d z_{i} d y_{i} . \tag{6.67}
\end{align*}
$$

Integrating in the variable $z_{i}$ and using the semigroup property, we have

$$
\begin{align*}
& \int_{\mathbb{R}} \varphi_{R, t}\left(r_{i}, z_{i}\right) p_{\frac{r_{i}\left(s_{i}-r_{i}\right)}{s_{i}}}\left(z_{i}-\frac{r_{i}}{s_{i}} y_{i}\right) d z_{i} \\
& =\frac{1}{\Sigma_{R, t}} \int_{Q_{R}} \int_{\mathbb{R}} p_{\frac{r_{i}\left(t-r_{i}\right)}{t}}\left(z_{i}-\frac{r_{i}}{t} x_{i}\right) p_{\frac{r_{i}\left(s_{i}-r_{i}\right)}{s_{i}}}\left(z_{i}-\frac{r_{i}}{s_{i}} y_{i}\right) d z_{i} d x_{i} \\
& =\frac{1}{\Sigma_{R, t}} \int_{Q_{R}} p_{\frac{r_{i}\left(t-r_{i}\right)}{t}+\frac{r_{i}\left(s_{i}-r_{i}\right)}{s_{i}}}\left(\frac{r_{i}}{t} x_{i}-\frac{r_{i}}{s_{i}} y_{i}\right) d x_{i} \\
& =\frac{s_{i}}{r_{i} \Sigma_{R, t}} \int_{Q_{R}} p_{\frac{s_{i}^{2}\left(t-r_{i}\right)}{r_{i} t}+\frac{s_{i}\left(s_{i}-r_{i}\right)}{r_{i}}}\left(\frac{s_{i}}{t} x_{i}-y_{i}\right) d x_{i} . \tag{6.68}
\end{align*}
$$

From (6.68), using the estimate $\varphi_{R, t}\left(s_{i}, y_{i}\right) \leq \frac{t}{s_{i} \Sigma_{R, t}}$, and applying the semigroup property, we see that

$$
\begin{align*}
& \int_{\mathbb{R}^{2}} \varphi_{R, t}\left(s_{i}, y_{i}\right) \varphi_{R, t}\left(r_{i}, z_{i}\right) p_{\frac{s_{i}\left(\tau-s_{i}\right)}{\tau}}\left(y_{i}-\frac{s_{i}}{\tau} \xi\right) p_{\frac{r_{i}\left(s_{i}-r_{i}\right)}{s_{i}}}\left(z_{i}-\frac{r_{i}}{s_{i}} y_{i}\right) d z_{i} d y_{i} \\
& \leq \frac{t}{\Sigma_{R, t}^{2} r_{i}} \int_{Q_{R}} \int_{\mathbb{R}} p_{\frac{s_{i}^{2}\left(t-r_{i}\right)}{r_{i} t}+\frac{s_{i}\left(s_{i}-r_{i}\right)}{r_{i}}}\left(\frac{s_{i}}{t} x_{i}-y_{i}\right) p_{\frac{s_{i}\left(\tau-s_{i}\right)}{\tau}}\left(y_{i}-\frac{s_{i}}{\tau} \xi\right) d y_{i} d x_{i} \\
& =\frac{t}{\sum_{R, t}^{2} r_{i}} \int_{Q_{R}} p_{\frac{s_{i}^{2}\left(t-r_{i}\right)}{r_{i} t}+\frac{s_{i}\left(s_{i}-r_{i}\right)}{r_{i}}+\frac{s_{i}\left(\tau-s_{i}\right)}{\tau}}\left(\frac{s_{i}}{t} x_{i}-\frac{s_{i}}{\tau} \xi\right) d x_{i} \\
& =\frac{t \tau}{\Sigma_{R, t}^{2} r_{i} s_{i}} \int_{Q_{R}} p_{\tau^{2}\left(t-r_{i}\right)}^{r_{i} t}+\frac{\tau^{2}\left(s_{i}-r_{i}\right)}{r_{i} s_{i}}+\frac{\tau\left(\tau-s_{i}\right)}{s_{i}}\left(\frac{\tau}{t} x_{i}-\xi\right) d x_{i} . \tag{6.69}
\end{align*}
$$

Substituting the estimate (6.69) into (6.67), together with bound $\varphi_{R, t}(\tau, \xi) \leq \frac{t}{\tau \Sigma_{R, t}}$, and then inte-
grating in $\xi$ this time, we get

$$
\begin{aligned}
& \int_{\mathbb{R}} \varphi_{R, t}^{2}(\tau, \xi) \prod_{i=1,2} \int_{\mathbb{R}^{2}} \varphi_{R, t}\left(s_{i}, y_{i}\right) \varphi_{R, t}\left(r_{i}, z_{i}\right) p_{\frac{s_{i}\left(\tau-s_{i}\right)}{\tau}}\left(y_{i}-\frac{s_{i}}{\tau} \xi\right) p_{\frac{r_{i}\left(s_{i}-r_{i}\right)}{s_{i}}}\left(z_{i}-\frac{r_{i}}{s_{i}} y_{i}\right) d z_{i} d y_{i} d \xi \\
& \leq \frac{t^{4}}{\Sigma_{R, t}^{6} r_{1} r_{2} s_{1} s_{2}} \int_{Q_{R}^{2}} \int_{\mathbb{R}} \prod_{i=1,2} p_{\frac{\tau^{2}\left(t-r_{i}\right)}{r_{i} t}+\frac{\tau^{2}\left(s_{i}-r_{i}\right)}{r_{i} s_{i}}+\frac{\tau\left(\tau-s_{i}\right)}{s_{i}}}\left(\frac{\tau}{t} x_{i}-\xi\right) d x_{i} d \xi
\end{aligned}
$$

$$
\begin{align*}
& =\frac{t^{5}}{\Sigma_{R, t}^{6} \tau r_{1} r_{2} s_{1} s_{2}} \int_{Q_{R}^{2}} p_{\frac{t\left(t-r_{1}\right)}{r_{1}}+\frac{t^{2}\left(s_{1}-r_{1}\right)}{r_{1} s_{1}}+\frac{t^{2}\left(\tau-s_{1}\right)}{\tau s_{1}}+\frac{t\left(t-r_{2}\right)}{r_{2}}+\frac{t^{2}\left(s_{2}-r_{2}\right)}{r_{2} s_{2}}+\frac{t^{2}\left(\tau-s_{2}\right)}{\tau s_{2}}}\left(x_{1}-x_{2}\right) d x_{1} d x_{2} \\
& =\frac{t^{5}}{\Sigma_{R, t}^{6} \tau r_{1} r_{2} s_{1} s_{2}} \int_{Q_{R}^{2}} p_{2 t\left(\frac{t}{r_{1}}+\frac{t}{r_{2}}-\frac{t}{\tau}-1\right)}\left(x_{1}-x_{2}\right) d x_{1} d x_{2} \\
& =\frac{4 t^{5} R}{\pi \Sigma_{R, t}^{6} \tau r_{1} r_{2} s_{1} s_{2}} \int_{\mathbb{R}} \varphi(\xi) e^{-2 t\left(\frac{t}{r_{1}}+\frac{t}{r_{2}}-\frac{t}{\tau}-1\right) \frac{\xi^{2}}{R^{2}}} d \xi, \tag{6.70}
\end{align*}
$$

where in the last inequality we have used Lemma (A.10). Moreover, using the bound

$$
\frac{t}{r_{1}}+\frac{t}{r_{2}}-\frac{t}{\tau}-1 \geq \frac{t-r_{1}}{2 r_{1}}+\frac{t-r_{2}}{2 r_{2}},
$$

and substituting (6.70) into (6.67), we obtain

$$
\begin{aligned}
I_{2} & \leq \frac{C_{t} t^{5} R}{\Sigma_{R, t}^{6}} \int_{\mathbb{R}} \int_{0}^{t} \int_{0}^{t} \int_{r_{1}}^{t} \int_{r_{2}}^{t} \int_{s_{1} \vee s_{2}}^{\tau} \frac{\varphi(\xi)}{\tau r_{1} r_{2} s_{1} s_{2}} e^{-t\left(\frac{t-r_{1}}{r_{1}}+\frac{t-r_{2}}{r_{2}}\right) \frac{\xi^{2}}{R^{2}}} d \tau d s_{1} d s_{2} d r_{1} d r_{2} d \xi \\
& \leq \frac{C_{t} t^{5} R}{\Sigma_{R, t}^{6}} \int_{\mathbb{R}} \varphi(\xi) d \xi \int_{0}^{t} \frac{d \tau}{\tau}\left(\int_{0}^{\tau} \frac{1}{s} \int_{0}^{s} \frac{1}{r} e^{-s\left(\frac{s-r}{r}\right) \frac{\xi^{2}}{R^{2}}} d r d s\right)^{2}
\end{aligned}
$$

By Lemma A.11, we get

$$
I_{2} \leq \frac{C_{t} t^{5} R(\log R)^{2}}{\Sigma_{R, t}^{6}} \int_{\mathbb{R}} \varphi(\xi) \int_{0}^{t} \frac{d \tau}{\tau}\left(\int_{0}^{\tau} \log \left(e+\frac{1}{s}\right) \log \left(e+\frac{1}{|\xi|}\right) d s,\right)^{2} .
$$

which implies, in view of Lemma 6.6 part (b),

$$
\begin{equation*}
I_{2} \leq C_{t} \frac{1}{R^{2} \log R} \tag{6.71}
\end{equation*}
$$

for all $R \geq R_{0}$. Plugging (6.66) and (6.71) into (6.62), yields, for all $R \geq R_{0}$,

$$
\begin{equation*}
\left\|D_{w_{R, t}}\left(D_{w_{R, t}} G_{R, t}\right)\right\|_{2} \leq C_{t}(R \log R)^{-1 / 2} \tag{6.72}
\end{equation*}
$$

Finally, from (6.60), (6.61) and (6.72), applying Theorem 3.13 we get

$$
\sup _{x \in \mathbb{R}}\left|f_{G_{R}(t)}(x)-\phi(x)\right| \leq \frac{C_{t, \gamma}(\log R)^{2 \gamma-\frac{1}{2}}}{\sqrt{R}}
$$

for all $R \geq R_{0}$, which yields the desired estimate.

## Chapter 7

## Rate of Convergence in Breuer-Major Theorem

Breuer and Major established a normal approximation result in [8] which can be seen as a generalization of central limit theorem and usually referred to as Breuer-Major theorem, see Theorem 7.3. In this chapter we investigate the rate of convergence in total variation and Wasserstein distances associated to this normal approximation. We first introduce Breuer-Major theorem in section 7.1. We refer to the book Nourdin and Peccati [38] for the general treatment of the subject. Then we recall some estimates on the rate of convergence in a fixed Wiener chaos in section 7.2, based on Biermé, Bonami, Nourdin, and Peccati [6], Nourdin and Peccati [39]. In section 7.3 and section 7.4, we present the results in Kuzgun and Nualart [30] with their proofs. In the last part of the section 7.3, we include more results in the literature on the same problem, see Nualart and Zhou [46], Nourdin, Peccati, and Yang [40], Nourdin, Nualart, and Peccati [41]. Finally, section 7.5 is devoted to recall some technical results which are used in the proofs of the estimates given in this chapter.

### 7.1 Breuer-Major theorem

Definition 7.1. $X=\left\{X_{n}\right\}_{n \in \mathbb{N}}$ is called centered stationary Gaussian sequence with unit variance if $X$ is a centered, unit variance Gaussian family of random variables defined on a probability space $(\Omega, \mathfrak{F}, \mathrm{P})$ where the covariance function $\mathrm{E}\left[X_{k} X_{l}\right]$ of $X$ depends on $k, l$ only through a function of $|k-l|$.

Throughout, let $\rho(k):=\mathrm{E}\left[X_{0} X_{k}\right]$ for $k \in \mathbb{N}$ and set $\rho(k):=\rho(-k)$ for $k \in \mathbb{Z}_{<0}$.

Proposition 7.2. There exists a real separable Hilbert space $\mathfrak{H}$, and an isonormal Gaussian process over $\mathfrak{H}$, written $(X(h))_{h \in \mathfrak{H}}$, with the property that there exists a set $E=\left\{e_{k}\right\}_{k \in \mathbb{Z}} \subset \mathfrak{H}$ such that
(i) $E$ is a basis for $\mathfrak{H}$,
(ii) $\left\langle e_{k}, e_{l}\right\rangle_{\mathfrak{H}}=\rho(k-l)$ for every $k, l \in \mathbb{Z}$,
(iii) $X_{k}=X\left(e_{k}\right)$ for every $k \in \mathbb{Z}$.

Let $f \in L^{2}(\mathbb{R}, \mathscr{B}(\mathbb{R}), \phi(x) d x)$ has mean zero. Recall from Corollary 2.14 that $f$ has an Hermite expansion

$$
f(x)=\sum_{q=d}^{\infty} c_{q} H_{q}(x)
$$

where $c_{d} \neq 0$ and $d \in \mathbb{N}$ is called the Hermite rank. Consider the sequence of normalized partial sums associated with the Gaussian subordinated process $\left\{f\left(X_{n}\right)\right\}_{n \in \mathbb{N}}$ :

$$
\begin{equation*}
F_{n}:=\frac{1}{\sqrt{n}} \sum_{k=1}^{n} f\left(X_{k}\right), n \geq 1 \tag{7.1}
\end{equation*}
$$

Further let, for $n \in \mathbb{N}, \sigma_{n}^{2}=\operatorname{Var}\left[F_{n}\right]$ and define

$$
\begin{equation*}
Y_{n}:=\frac{F_{n}}{\sigma_{n}} \tag{7.2}
\end{equation*}
$$

Theorem 7.3 (Breuer-Major Theorem). Let $\left\{F_{n}\right\}_{n \in \mathbb{N}}$ be as defined in (7.1). Assume that

$$
\begin{equation*}
\sum_{k \in \mathbb{Z}}|\rho(k)|^{d}<\infty, \tag{7.3}
\end{equation*}
$$

and set

$$
\begin{equation*}
\sigma^{2}=\sum_{q=d}^{\infty} q!c_{q}^{2} \sum_{k \in \mathbb{Z}}^{q} \in[0, \infty) \tag{7.4}
\end{equation*}
$$

Then,

$$
F_{n} \rightarrow \sigma Z \text { in distribution as } n \rightarrow \infty
$$

where $Z$ is a standard normal random variable.
Proof of Breuer-Major theorem first given in the seminar paper [8] by Breuer and Major. Their proof relied on the combinatorial cumulants/diagrams computations.

Now, we study convergence in total variation and wasserstein distances and in particular to obtain rate of convergence results associated to these distances in Breuer-Major theorem.

### 7.2 Fixed Wiener chaos

In this section we will consider the case where $f=H_{d}$ for some $d \geq 2$. See the following convergence in total variation result in [6].

Theorem 7.4. Let $f=H_{d}$ and $\rho \in l^{d}$ for a fixed $d \geq 2$. Then

$$
\lim _{n \rightarrow \infty} \mathrm{~d}_{\mathrm{TV}}\left(Y_{n}, Z\right)=0
$$

Also, computing the third and fourth cumulants for the case $f=H_{d}$ in [6] using the optimal fourth moment result in [39] leads to the following optimal rate for fixed Wiener chaos.

Theorem 7.5. Let $f(x)=H_{d}(x)$. Then, for all $n \geq 1$,

$$
\begin{equation*}
d_{T V}\left(Y_{n}, Z\right) \leq \frac{C}{n}\left(\sum_{|k| \leq n}|\rho(k)|^{d-1}\right)^{2} \sum_{|k| \leq n}|\rho(k)|^{2}+\frac{C}{\sqrt{n}}\left(\sum_{|k| \leq n}|\rho(k)|^{3 d / 4}\right)^{2} \mathbf{1}_{\{d \text { even }\}} \tag{7.5}
\end{equation*}
$$

with a matching lower bound. In particular, if $d=2$, and $f(x)=H_{2}(x)=x^{2}-1$, then

$$
\begin{equation*}
\frac{c}{\sqrt{n}}\left(\sum_{|k| \leq n}|\rho(k)|^{3 / 2}\right)^{2} d_{T V}\left(Y_{n}, Z\right) \leq \frac{C}{\sqrt{n}}\left(\sum_{|k| \leq n}|\rho(k)|^{3 / 2}\right)^{2} . \tag{7.6}
\end{equation*}
$$

### 7.3 Total variation distance

The estimate (7.6) $f=H_{2}$ in [39], with a matching lower bound, was extended to $f \in \mathbb{D}^{6,8}(\mathbb{R}, \gamma)$ in [46]. This upper bound, however, cannot be obtained as a consequence of Theorem 3.10 and requires a more intensive application of Stein's method (see [39, 46]). In this section we present the results in [30] with their proofs, and then recall recent results on the very some problem. In order to state the main theorems and give a proof, we will set up some notation and recall some preliminary results.

### 7.3.1 Some preliminaries

Define the shift operator $T_{k}$ by

$$
\begin{equation*}
T_{k}(g)(x)=\sum_{m=d}^{\infty} c_{m} H_{m-k}(x) \tag{7.7}
\end{equation*}
$$

To simplify the notation we will write $T_{k}(g)=g_{k}$.
Suppose that $F$ is a random variable in the first Wiener chaos of $W$ of the form $F=I_{1}(\varphi)$, where $\varphi \in \mathfrak{H}$ has norm one. Then $g_{k}(F)$ has the representation

$$
\begin{equation*}
g(F)=\delta^{k}\left(g_{k}(F) \varphi^{\otimes k}\right) \tag{7.8}
\end{equation*}
$$

Moreover, if $g(F) \in \mathbb{D}^{j, p}$ for some $j \geq 0$ and $p>1$, then $g_{k}(F) \in \mathbb{D}^{j+k, p}$. We refer to [46] for the proof of these results.

Consider the isonormal Gaussian process in the proof of Corollary 2.14. That is, $\mathfrak{H}=\mathbb{R}$, the probability space $(\Omega, \mathfrak{F}, \mathrm{P})=(\mathbb{R}, \mathscr{B}(\mathbb{R}), \phi(x) d x) W(h)=h$. For any $k \geq 0$ and $p \geq 1$, denote by $\mathbb{D}^{k, p}(\mathbb{R}, \phi(x) d x)$ the corresponding Sobolev spaces of functions. Notice that if $F=I_{1}(\varphi)$ is an element in the first Wiener chaos with $\|\varphi\|_{\mathfrak{H}}=1$, then $g \in \mathbb{D}^{k, p}(\phi(x) d x)$ if and only if $g(F) \in \mathbb{D}^{k, p}$.

Given a function $g \in L^{2}(\mathbb{R}, \mathscr{B}(\mathbb{R}), \phi(x) d x)$ with expansion (Corollary 2.14), we denote by $A(g)$ the function in $L^{2}(\mathbb{R}, \mathscr{B}(\mathbb{R}), \phi(x) d x)$, whose Hermite coefficients are the absolute values of the
coefficients of $g$, that is,

$$
\begin{equation*}
A(g)(x)=\sum_{q=d}^{\infty}\left|c_{q}\right| H_{q}(x) \tag{7.9}
\end{equation*}
$$

The operator $A$ is acting on $L^{2}(\mathbb{R}, \mathscr{B}(\mathbb{R}), \phi(x) d x)$ which replace the Hermite coefficients by its absolute values. Clearly, for any integer $k \geq 0$, and for any $g \in \mathbb{D}^{k, 2}(\phi(x) d x)$, we have

$$
\|A(g)\|_{k, 2}=\|g\|_{k, 2}
$$

Therefore, $g$ belongs to $\mathbb{D}^{k, 2}(\phi(x) d x)$ if and only if $A(g) \in \mathbb{D}^{k, 2}(\phi(x) d x)$. If we consider functions in $L^{p}(\mathbb{R}, \mathscr{B}(\mathbb{R}) \phi(x) d x)$ for some real number $p>2$, we do not know whether $g \in L^{p}(\mathbb{R}, \mathscr{B}(\mathbb{R}) \phi(x) d x)$ implies $A(g) \in L^{p}(\mathbb{R}, \mathscr{B}(\mathbb{R}), \phi(x) d x)$. However, the following result holds.

Lemma 7.6. Suppose that $A(g) \in \mathbb{D}^{k, 2 M}(\phi(x) d x)$ for some integers $M \geq 2$ and $k \geq 0$. Then $g \in$ $\mathbb{D}^{k, 2 M}(\phi(x) d x)$.

Proof. We will show the result only for $k=0$, the case $k \geq 1$ being similar. Let $g=\sum_{q=d}^{\infty} c_{q} H_{q}$ and define $g_{+}=\sum_{q=d}^{\infty} c_{q} 1_{\left\{q: c_{q}>0\right\}} H_{q}$ and $g_{-}=\sum_{q=d}^{\infty} c_{q} 1_{\left\{q: c_{q}<0\right\}} H_{q}$. Then $g=g_{+}+g_{-}$. We will show that $g_{+} \in L^{2 M}(\mathbb{R}, \mathscr{B}(\mathbb{R}), \phi(x) d x)$, and in the same way one can prove that $g_{-} \in L^{2 M}(\mathbb{R}, \mathscr{B}(\mathbb{R}), \phi(x) d x)$. Using Proposition 2.42, we can write

$$
\begin{aligned}
\mathrm{E}\left[g_{+}^{2 M}\right] & =\lim _{N \rightarrow \infty} \mathrm{E}\left[\left(g_{+}^{(N)}\right)^{2 M}\right] \\
& =\sum_{q_{1}, \ldots, q_{2} M=0}^{\infty}\left(\prod_{i=1}^{2 M} c_{q_{i}} 1_{\left\{q: c_{q}>0\right\}}\right) \sum_{\beta \in \mathscr{D}_{q}} \frac{\prod_{i=1}^{2 M} q_{i}!}{\prod_{1 \leq j<k \leq 2 M} \beta_{j k}!},
\end{aligned}
$$

where $\mathscr{D}_{q}$ is the set of nonnegative integers $\beta_{j k}, 1 \leq j<k \leq 2 M$, satisfying $q_{i}=\sum_{j o r k=i} \beta_{j k}$, $i=1, \ldots, 2 M$. Clearly, this implies that $\mathrm{E}\left[g_{+}^{2 M}\right] \leq \mathrm{E}\left[A(g)^{2 M}\right]<\infty$.

The next lemma provides a criterion for a function $g$ to satisfy $A(g) \in \mathbb{D}^{\ell, M}(\phi(x) d x)$ for integers $\ell \geq 0, M \geq 3$.

Lemma 7.7. Fix integers $\ell \geq 0$ and $M \geq 3$. Let $g$ be a function in $g \in \mathbb{D}^{\ell, 2}(\phi(x) d x)$, with Hermite
expansion $g=\sum_{k=0}^{\infty} c_{q} H_{q}$. Then, $A(g) \in \mathbb{D}^{\ell, M}(\phi(x) d x)$ if

$$
\begin{equation*}
\sum_{q=0}^{\infty}\left|c_{q}\right| q^{\frac{\ell}{2}-\frac{1}{4}} \sqrt{q!}(M-1)^{\frac{q}{2}}<\infty . \tag{7.10}
\end{equation*}
$$

Proof. We have

$$
D^{\ell} A^{(N)}(g)=\sum_{q=\ell}^{N}\left|c_{q}\right| q(q-1) \cdots(q-\ell+1) H_{q-\ell}
$$

Applying the estimate (see, for instance, [33])

$$
\left\|H_{q}\right\|_{L^{M}(\mathbb{R}, \mathscr{B}(\mathbb{R}), \phi(x) d x)}=c(M) q^{-\frac{1}{4}} \sqrt{q!}(M-1)^{\frac{q}{2}}\left(1+O\left(q^{-1}\right)\right),
$$

we obtain

$$
\begin{aligned}
&\left\|D^{\ell} A^{(N)}(g)\right\|_{L^{M}(\mathbb{R}, \phi(x) d x)} \leq c(M)\left(\left|c_{\ell}\right| \sum_{q=\ell}^{N}\left|c_{q}\right| q(q-1) \cdots(q-\ell+1)(q-\ell)^{-\frac{1}{4}}\right. \\
&\left.\times \sqrt{(q-\ell)!}(M-1)^{\frac{q-\ell}{2}}\left(1+O\left(q^{-1}\right)\right)\right) \\
& \leq c(M, \ell)\left(\left|c_{\ell}\right|+\sum_{q=\ell}^{N}\left|c_{q}\right| q^{\frac{\ell}{2}-\frac{1}{4}} \sqrt{q!}(M-1)^{\frac{q-\ell}{2}}\left(1+O\left(q^{-1}\right)\right)\right)
\end{aligned}
$$

Therefore, taking into account that $A^{(N)}(g)$ converges in $L^{2}(\Omega)$ to $A(g)$ as $N$ tends to infinity, we conclude that $\mathrm{E}\left[\left(\left|D^{\ell} A(g)\right|^{M}\right)\right]<\infty$ if (7.10) holds.

### 7.3.2 Main result

Theorem 7.8. Assume that $f \in L^{2}(\mathbb{R}, \phi(x) d x)$ has Hermite rank $d \geq 2$ and satisfies $A(g) \in \mathbb{D}^{1,4}(\mathbb{R}, \phi(x) d x)$.
Suppose that (7.3) holds true and let $Y_{n}$ be the random variable defined in (7.2). Then we have the following estimates:
(i) If $d=2$, then

$$
\begin{equation*}
d_{\mathrm{TV}}\left(Y_{n}, Z\right) \leq C n^{-\frac{1}{2}}\left(\sum_{|k| \leq n}|\rho(k)|\right)^{\frac{1}{2}}+C n^{-\frac{1}{2}}\left(\sum_{|k| \leq n}|\rho(k)|^{\frac{4}{3}}\right)^{\frac{3}{2}} \tag{7.11}
\end{equation*}
$$

(ii) If $d \geq 3$, we have

$$
\begin{align*}
d_{\mathrm{TV}}\left(Y_{n}, Z\right) \leq & C n^{-\frac{1}{2}} \sum_{|k| \leq n}|\rho(k)|^{d-1}\left(\sum_{|k| \leq n}|\rho(k)|^{2}\right)^{\frac{1}{2}} \\
& +C n^{-\frac{1}{2}}\left(\sum_{|k| \leq n}|\rho(k)|^{2}\right)^{\frac{1}{2}}\left(\sum_{|k| \leq n}|\rho(k)|\right)^{\frac{1}{2}} . \tag{7.12}
\end{align*}
$$

Proof. Consider a centered stationary Gaussian family of random variables $X=\left\{X_{n}, n \geq 0\right\}$ with unit variance and covariance $\rho(k)=\mathrm{E}\left[X_{0} X_{k}\right]$ for $k \geq 0$. We put $\rho(-k)=\rho(k)$ for $k<0$. Suppose that $\mathfrak{H}$ is a Hilbert space and $e_{i} \in \mathfrak{H}, i \geq 0$, are elements such that, for each $i, j \geq 0$, we have $\left\langle e_{i}, e_{j}\right\rangle_{\mathfrak{H}}=\rho(i-j)$. In this situation, if $\{W(\phi): \phi \in \mathfrak{H}\}$ is an isonormal Gaussian process, then the sequence $X=\left\{X_{n}, n \geq 0\right\}$ has the same law as $\left\{W\left(e_{n}\right), n \geq 0\right\}$ and we can assume, without any loss of generality, that $X_{n}=W\left(e_{n}\right)$.

Consider the sequence $f_{n}$ and $Y_{n}$ introduced in (7.1), where $g \in L^{2}(\mathbb{R}, \mathscr{B}(\mathbb{R}), \phi(x) d x)$ has Hermite rank $d \geq 2$ and let $\sigma_{n}^{2}=\mathrm{E}\left[f_{n}^{2}\right]$. Under condition (7.3), it is well known that as $n \rightarrow \infty$, $\sigma_{n}^{2} \rightarrow \sigma^{2}$, where $\sigma^{2}$ has been defined in (7.4). . Notice that $\sigma>0$ implies that $\sigma_{n}$ is bounded below for $n$ large enough. Taking into account (7.8), we have the representation $Y_{n}=\delta\left(\frac{1}{\sigma_{n}} u_{n}\right)$, where

$$
\begin{equation*}
u_{n}=\frac{1}{\sqrt{n}} \sum_{j=1}^{n} g_{1}\left(X_{j}\right) e_{j} \tag{7.13}
\end{equation*}
$$

and $g_{1}$ is the shifted function introduced in (7.7).

As a consequence of Proposition 3.10, we have the estimate

$$
\begin{align*}
d_{T V}\left(Y_{n}, N\right) & \leq 2 \sqrt{\operatorname{Var}\left(\left\langle D Y_{n}, \frac{1}{\sigma_{n}} u_{n}\right\rangle_{\mathfrak{H}}\right)} \\
& \leq C \sqrt{\operatorname{Var}\left(\left\langle D Y_{n}, u_{n}\right\rangle_{\mathfrak{H}}\right)} . \tag{7.14}
\end{align*}
$$

Then, we can write

$$
\left\langle D Y_{n}, u_{n}\right\rangle_{\mathfrak{H}}=\frac{1}{n} \sum_{i, j=1}^{n} g^{\prime}\left(X_{i}\right) g_{1}\left(X_{j}\right) \rho(i-j) .
$$

The random variable $g^{\prime}\left(X_{i}\right) g_{1}\left(X_{j}\right)$ belongs to $L^{2}(\Omega, \mathfrak{F}, \Omega)$, but we do not know its chaos expansion. For this reason, we need to use a limit argument. We have

$$
\left\langle D Y_{n}, u_{n}\right\rangle_{\mathfrak{H}}=\lim _{N \rightarrow \infty} \Phi_{n, N},
$$

where the convergence holds in $L^{1}(\Omega, \mathfrak{F}, \mathrm{P})$ and

$$
\Phi_{n, N}=\frac{1}{n} \sum_{i, j=1}^{n} \sum_{q_{1}, q_{2}=d}^{N} c_{q_{1}} c_{q_{2}} q_{1} H_{q_{1}-1}\left(X_{i}\right) H_{q_{2}-1}\left(X_{j}\right) \rho(i-j) .
$$

Therefore, by Fatou's lemma

$$
\begin{aligned}
\operatorname{Var}\left[\left\langle D Y_{n}, u_{n}\right\rangle_{\mathfrak{H}}\right] & =\mathrm{E}\left[\left\langle D Y_{n}, u_{n}\right\rangle_{\mathfrak{H}}^{2}\right]-\left(\mathrm{E}\left[\left\langle D Y_{n}, u_{n}\right\rangle_{\mathfrak{H}}\right]\right)^{2} \\
& \leq \liminf _{N \rightarrow \infty}\left(\mathrm{E}\left[\Phi_{n, N}^{2}\right]-\left(\mathrm{E}\left[\Phi_{n, N}\right)\right]^{2}\right) \\
& =\liminf _{N \rightarrow \infty} \operatorname{Var}\left[\Phi_{n, N}\right] .
\end{aligned}
$$

We can write

$$
\begin{align*}
\operatorname{Var}\left[\Phi_{n, N}\right]= & \frac{1}{n^{2}} \sum_{i_{1}, i_{2}, i_{3}, i_{4}=1}^{n} \sum_{q_{1}, q_{2}, q_{3}, q_{4}=d}^{N} q_{1} q_{3} c_{q_{1}} c_{q_{2}} c_{q_{3}} c_{q_{4}} \rho\left(i_{1}-i_{2}\right) \rho\left(i_{3}-i_{4}\right) \\
& \times \operatorname{Cov}\left(H_{q_{1}-1}\left(X_{i_{1}}\right) H_{q_{2}-1}\left(X_{i_{2}}\right), H_{q_{3}-1}\left(X_{i_{3}}\right) H_{q_{4}-1}\left(X_{i_{4}}\right)\right) . \tag{7.15}
\end{align*}
$$

The next step is to compute the covariance appearing in the previous formula. To do this we will write the Hermite polynomials in terms of stochastic integrals and apply Lemma 7.17. That is,

$$
\begin{aligned}
& \operatorname{Cov}\left[H_{q_{1}-1}\left(X_{i_{1}}\right) H_{q_{2}-1}\left(X_{i_{2}}\right), H_{q_{3}-1}\left(X_{i_{3}}\right) H_{q_{4}-1}\left(X_{i_{4}}\right]\right. \\
& =\operatorname{Cov}\left[I_{q_{1}-1}\left(e_{i_{1}}^{\otimes\left(q_{1}-1\right)}\right) I_{q_{2}-1}\left(e_{i_{2}}^{\otimes\left(q_{2}-1\right)}\right), I_{q_{3}-1}\left(e_{i_{3}}^{\otimes\left(q_{3}-1\right)}\right) I_{q_{4}-1}\left(e_{i_{4}}^{\otimes\left(q_{4}-1\right)}\right]\right. \\
& =\mathrm{E}\left[I_{q_{1}-1}\left(e_{i_{1}}^{\otimes\left(q_{1}-1\right)}\right) I_{q_{2}-1}\left(e_{i_{2}}^{\otimes\left(q_{2}-1\right)}\right) I_{q_{3}-1}\left(e_{i_{3}}^{\otimes\left(q_{3}-1\right)}\right) I_{q_{4}-1}\left(e_{i_{4}}^{\otimes\left(q_{4}-1\right)}\right)\right] \\
& \quad-\mathrm{E}\left[I_{q_{1}-1}\left(e_{i_{1}}^{\otimes\left(q_{1}-1\right)}\right) I_{q_{2}-1}\left(e_{i_{2}}^{\otimes\left(q_{2}-1\right)}\right)\right] \mathrm{E}\left[I_{q_{3}-1}\left(e_{i_{3}}^{\otimes\left(q_{3}-1\right)}\right) I_{q_{4}-1}\left(e_{i_{4}}^{\otimes\left(q_{4}-1\right)}\right)\right]
\end{aligned}
$$

and using Lemma 7.17,

$$
\begin{align*}
& \mathrm{E}\left[I_{q_{1}-1}\left(e_{i_{1}}^{\otimes\left(q_{1}-1\right)}\right) I_{q_{2}-1}\left(e_{i_{2}}^{\otimes\left(q_{2}-1\right)}\right) I_{q_{3}-1}\left(e_{i_{3}}^{\otimes\left(q_{3}-1\right)}\right) I_{q_{4}-1}\left(e_{i_{4}}^{\otimes\left(q_{4}-1\right)}\right)\right] \\
& =\sum_{\beta \in \mathscr{D}_{q}} C_{q, \beta} \prod_{1 \leq j<k \leq 4} \rho\left(i_{j}-i_{k}\right)^{\beta_{j k}}, \tag{7.16}
\end{align*}
$$

where

$$
C_{q, \beta}=\frac{\prod_{j=1}^{4}\left(q_{j}-1\right)!}{\prod_{1 \leq j<k \leq 4} \beta_{j k}!}
$$

and $\mathscr{D}_{q}$ is the set of nonnegative integers $\beta_{j k}$, satisfying

$$
\begin{equation*}
q_{\ell}-1=\sum_{j \text { or } k=\ell} \beta_{j k}, \quad \text { for } \quad 1 \leq \ell \leq 4 \tag{7.17}
\end{equation*}
$$

On the other hand,

$$
\begin{align*}
& \mathrm{E}\left[I_{q_{1}-1}\left(e_{i_{1}}^{\otimes\left(q_{1}-1\right)}\right) I_{q_{2}-1}\left(e_{i_{2}}^{\otimes\left(q_{2}-1\right)}\right)\right] \mathrm{E}\left[I_{q_{3}-1}\left(e_{i_{3}}^{\otimes\left(q_{3}-1\right)}\right) I_{q_{4}-1}\left(e_{i_{4}}^{\otimes\left(q_{4}-1\right)}\right)\right] \\
& =\left(q_{1}-1\right)!\left(q_{3}-1\right)!\rho^{q_{1}-1}\left(i_{1}-i_{2}\right) \rho^{q_{3}-1}\left(i_{3}-i_{4}\right), \tag{7.18}
\end{align*}
$$

if $q_{1}=q_{2}$ and $q_{3}=q_{4}$, and zero otherwise. Notice that (7.18) is precisely the term in the sum (7.16) with $\beta_{12}=q_{1}-1, \beta_{34}=q_{3}-1$ and $\beta_{13}=\beta_{14}=\beta_{23}=\beta_{24}=0$. As a consequence, we obtain

$$
\begin{equation*}
\operatorname{Cov}\left[H_{q_{1}-1}\left(X_{i_{1}}\right) H_{q_{2}-1}\left(X_{i_{2}}\right), H_{q_{3}-1}\left(X_{i_{3}}\right) H_{q_{4}-1}\left(X_{i_{4}}\right)\right]=\sum_{\beta \in \mathscr{D}_{q}^{\prime}} C_{q, \beta} \prod_{1 \leq j<k \leq 4} \rho\left(i_{j}-i_{k}\right)^{\beta_{j k}} \tag{7.19}
\end{equation*}
$$

where $\mathscr{D}_{q}^{\prime}$ is the set of elements $\left(\beta_{1}, \ldots, \beta_{6}\right)$, where the $\beta_{k}$ 's are nonnegative integers satisfying (7.17) and

$$
\beta_{13}+\beta_{14}+\beta_{23}+\beta_{24} \geq 1
$$

Substituting (7.19) into (7.15) yields

$$
\begin{aligned}
\operatorname{Var}\left[\Phi_{n, N}\right]= & \frac{1}{n^{2}} \sum_{i_{1}, i_{2}, i_{3}, i_{4}=1}^{n} \sum_{q_{1}, q_{2}, q_{3}, q_{4}=d}^{N} \sum_{\beta \in \mathscr{T}_{q}^{\prime}} C_{q, \beta} q_{1} q_{3} c_{q_{1}} c_{q_{2}} c_{q_{3}} c_{q_{4}} \\
& \times \rho^{\beta_{12}+1}\left(i_{1}-i_{2}\right) \rho^{\beta_{13}}\left(i_{1}-i_{3}\right) \rho^{\beta_{14}}\left(i_{1}-i_{4}\right) \rho^{\beta_{23}}\left(i_{2}-i_{3}\right) \rho^{\beta_{24}}\left(i_{2}-i_{4}\right) \rho^{\beta_{34}+1}\left(i_{3}-i_{4}\right)
\end{aligned}
$$

Replacing $\beta_{12}+1$ and $\beta_{34}+1$ by $\beta_{12}$ and $\beta_{34}$, the above equality can be rewritten as

$$
\operatorname{Var}\left[\Phi_{n, N}\right]=\frac{1}{n^{2}} \sum_{i_{1}, i_{2}, i_{3}, i_{4}=1}^{n} \sum_{q_{1}, q_{2}, q_{3}, q_{4}=d}^{N} \sum_{\beta \in \mathscr{E}_{q}} K_{q, \beta} c_{q_{1}} c_{q_{2}} c_{q_{3}} c_{q_{4}} \prod_{1 \leq j<k \leq 4} \rho\left(i_{j}-i_{k}\right)^{\beta_{j k}}
$$

where

$$
K_{q, \beta}=\frac{q_{1}!\left(q_{2}-1\right)!q_{3}!\left(q_{4}-1\right)!}{\left(\beta_{12}-1\right)!\beta_{13}!\beta_{14}!\beta_{23}!\beta_{24}!\left(\beta_{34}-1\right)!}
$$

and $\mathscr{E}_{q}$ is the set of nonnegative integers $\beta_{j k}, 1 \leq j<k \leq 4$, satisfying $\beta_{13}+\beta_{14}+\beta_{23}+\beta_{24} \geq 1$,
$\beta_{12} \geq 1, \beta_{34} \geq 1$ and

$$
q_{\ell}=\sum_{j \text { or } k=\ell} \beta_{j k}, \quad \text { for } \quad 1 \leq \ell \leq 4 .
$$

This leads to the estimate

$$
\operatorname{Var}\left[\Phi_{n, N}\right] \leq \sup _{\beta} A_{n, \beta} \sum_{q_{1}, q_{2}, q_{3}, q_{4}=d}^{N} \sum_{\beta \in \mathscr{E}_{q}} K_{q, \beta}\left|c_{q_{1}} c_{q_{2}} c_{q_{3}} c_{q_{4}}\right|,
$$

where

$$
A_{n, \beta}=\frac{1}{n^{2}} \sum_{i_{1}, i_{2}, i_{3}, i_{4}=1}^{n} \prod_{1 \leq j<k \leq 4}\left|\rho\left(i_{j}-i_{k}\right)\right|^{\beta_{j k}}
$$

and the supremum is taken over all sets of nonnegative integers $\beta_{j k}, 1 \leq j<k \leq 4$, satisfying $\beta_{13}+\beta_{14}+\beta_{23}+\beta_{24} \geq 1, \beta_{12} \geq 1, \beta_{34} \geq 1, \beta_{j k} \leq d$ for $1 \leq j<k \leq 4$ and

$$
d \leq \sum_{j \text { or } k=\ell} \beta_{j k}, \quad \text { for } \quad 1 \leq \ell \leq 4
$$

To complete the proof we need to show the following claims:
(a) We have

$$
\begin{equation*}
\sum_{q_{1}, q_{2}, q_{3}, q_{4}=d}^{\infty} \sum_{\beta \in \mathscr{E}_{q}} K_{q, \beta}\left|c_{q_{1}} c_{q_{2}} c_{q_{3}} c_{q_{4}}\right|<\infty . \tag{7.20}
\end{equation*}
$$

(b) If $d=2$, then $\sup _{\beta} A_{n, \beta}$ is bounded by a constant times the right-hand side of (7.11).
(c) If $d \geq 3$, then $\sup _{\beta} A_{n, \beta}$ is bounded by a constant times the right-hand side of (7.12).

Proof of (7.20): The main idea here is to identify the sum in (7.20) as the variance of a truncated function composed with a fixed random variable $X_{1}$. From our previous computations it follows
that

$$
\begin{aligned}
\sum_{q_{1}, q_{2}, q_{3}, q_{4}=d}^{N} \sum_{\beta \in \mathscr{E}_{q}} K_{q, \beta}\left|c_{q_{1}} c_{q_{2}} c_{q_{3}} c_{q_{4}}\right| & =\sum_{q_{1}, q_{2}, q_{3}, q_{4}=d}^{N} q_{1} q_{3}\left|c_{q_{1}} c_{q_{2}} c_{q_{3}} c_{q_{4}}\right| \\
& \times \operatorname{Cov}\left(H_{q_{1}-1}\left(X_{1}\right) H_{q_{2}-1}\left(X_{1}\right), H_{q_{3}-1}\left(X_{1}\right) H_{q_{4}-1}\left(X_{1}\right)\right) \\
& =\operatorname{Var}\left[A\left(g^{\prime}\right)^{(N)}\left(X_{1}\right) A\left(g_{1}\right)^{(N)}\left(X_{1}\right)\right],
\end{aligned}
$$

where for each integer $N \geq d$, we denote by $A\left(g^{\prime}\right)^{(N)}$ and $A\left(g_{1}\right)^{(N)}$ the truncated expansions of $A\left(g^{\prime}\right)$ and $A\left(g_{1}\right)$, respectively, introduced in (7.44). By Proposition 7.18, $\left(A\left(g^{\prime}\right)^{(N)}\right)^{2}$ and $\left(A\left(g_{1}\right)^{(N)}\right)^{2}$ are convergent in $L^{2}(\mathbb{R}, \mathscr{B}(\mathbb{R}), \phi(x) d x)$ to $A\left(g^{\prime}\right)^{2}$ and $A\left(g_{1}\right)^{2}$, respectively. Therefore,

$$
\sum_{q_{1}, q_{2}, q_{3}, q_{4}=d}^{\infty} \sum_{\beta \in \mathscr{E}_{q}} K_{q, \beta}\left|c_{q_{1}} c_{q_{2}} c_{q_{3}} c_{q_{4}}\right|=\operatorname{Var}\left[A\left(g^{\prime}\right)\left(X_{1}\right) A\left(g_{1}\right)\left(X_{1}\right)\right]<\infty .
$$

Proof of $(b)$ : We will use ideas from graph theory to show the bound in the first part of Theorem 1. Recall the supremum is taken over all sets of nonnegative integers $\beta_{j k}, 1 \leq j<k \leq 4$, satisfying $\beta_{13}+\beta_{14}+\beta_{23}+\beta_{24} \geq 1, \beta_{12} \geq 1, \beta_{34} \geq 1, \beta_{j k} \leq 2$ for $1 \leq j<k \leq 4$ and

$$
\begin{equation*}
2 \leq \sum_{j \text { or } k=\ell} \beta_{j k}, \quad \text { for } \quad 1 \leq \ell \leq 4 \tag{7.21}
\end{equation*}
$$

The exponents $\beta_{j k}$ induce an unordered simple graph on the set of vertices $V=\{1,2,3,4\}$ by putting an edge between $j$ and $k$ if $\beta_{j k} \neq 0$. There are edges connecting the pairs of vertices $(1,2)$ and $(3,4)$ and condition $\beta_{13}+\beta_{14}+\beta_{23}+\beta_{24} \geq 1$ means that the graph is connected. Without any loss of generality, we can assume that there is an edge between the vertices 2 and 3 . Then, condition (7.21) implies that the degree of each vertex is at least two. The worse case is when the number of edges is minimal and the corresponding nonzero coefficients $\beta_{j k}$ are equal to one. So far we have edges in $(1,2),(3,4)$ and $(2,3)$. There must be more edges because each vertex must have at least degree two. There are two possible cases:
(i) $\beta_{14}=1$. In this case we have

$$
A_{n, \beta} \leq \frac{1}{n^{2}} \sum_{i_{1}, i_{2}, i_{3}, i_{4}=1}^{n}\left|\rho\left(i_{1}-i_{2}\right) \rho\left(i_{2}-i_{3}\right) \rho\left(i_{3}-i_{4}\right) \rho\left(i_{1}-i_{4}\right)\right| .
$$

After making the change of variables $i_{1}=i_{1}, k_{1}=i_{1}-i_{2}, k_{2}=i_{2}-i_{3}$ and $k_{3}=i_{3}-i_{4}$ and using the inequality (A.1) with $M=3$ and $v=(1,1,1)$, we obtain

$$
A_{n, \beta} \leq \frac{1}{n} \sum_{\left|k_{i}\right| \leq n, i=1,2,3}\left|\rho\left(k_{1}\right) \rho\left(k_{2}\right) \rho\left(k_{3}\right) \rho\left(k_{1}+k_{2}+k_{3}\right)\right| \leq \frac{C}{n}\left(\sum_{|k| \leq n}|\rho(k)|^{\frac{4}{3}}\right)^{3} .
$$

(ii) Suppose that we add two more edges to the graph formed by the edges $(1,2),(2,3)$ and $(3,4)$. In this case, we obtain

$$
A_{n, \beta} \leq \frac{1}{n^{2}} \sum_{i_{1}, i_{2}, i_{3}, i_{4}=1}^{n}\left|\rho\left(i_{1}-i_{2}\right) \rho\left(i_{2}-i_{3}\right) \rho\left(i_{3}-i_{4}\right) \rho\left(i_{\alpha_{1}}-i_{\beta_{1}}\right) \rho\left(i_{\alpha_{2}}-i_{\beta_{2}}\right)\right| .
$$

Making the change of variables $i_{1}=i_{1}, k_{1}=i_{1}-i_{2}, k_{2}=i_{2}-i_{3}$ and $k_{3}=i_{3}-i_{4}$, we obtain

$$
A_{n, \beta} \leq \frac{1}{n} \sum_{\left|k_{i}\right| \leq n, i=1,2,3}\left|\rho\left(k_{1}\right) \rho\left(k_{2}\right) \rho\left(k_{3}\right) \rho(\mathbf{k} \cdot \mathbf{v}) \rho(\mathbf{k} \cdot \mathbf{w})\right|
$$

where $\mathbf{v}$ and $\mathbf{w}$ are two linearly independent vectors in $\mathbb{Z}^{3}$ and $\mathbf{k}=\left(k_{1}, k_{2}, k_{3}\right)$. Using (A.3), we obtain

$$
A_{n, \beta} \leq \frac{C}{n} \sum_{|k| \leq n}|\rho(k)|
$$

which completes the proof of (b).

Proof of (c): This estimate can be obtained by exactly the same arguments as in the proof of Theorem 4.5 in [46]. We omit the details.

Remark 7.9. We can show that both bounds in (7.11) are not comparable. In the particular case
$|\rho(k)| \sim|k|^{-\alpha}$ as $|k| \rightarrow \infty$, with $\alpha>\frac{1}{2}$, we obtain:

$$
d_{\mathrm{TV}}\left(Y_{n}, Z\right) \leq \begin{cases}C n^{1-2 \alpha} & \text { if } \quad \frac{1}{2}<\alpha<\frac{2}{3} \\ C n^{-\frac{\alpha}{2}} & \text { if } \quad \frac{2}{3} \leq \alpha<1 \\ C n^{-\frac{1}{2}}(\log n)^{\frac{1}{2}} & \text { if } \quad \alpha=1 \\ C n^{-\frac{1}{2}} & \text { if } \quad \alpha>1\end{cases}
$$

Theorem 7.10. Assume that $g \in L^{2}(\mathbb{R}, \mathscr{B}(\mathbb{R}), \phi(x) d x)$ has Hermite rank $d=2$ and satisfies $A(g) \in$ $\mathbb{D}^{3,8}(\mathbb{R}, \mathscr{B}(\mathbb{R}), \phi(x) d x)$. Suppose that (7.3) holds true and let $Y_{n}$ be the random variable defined in (7.2). Then the estimate (7.5) holds true.

Proof. With the notation used in the proof of Theorem 7.8 and using Proposition 3.11, we can write

$$
\begin{aligned}
\mathrm{d}_{\mathrm{TV}}\left(Y_{n}, N\right) \leq & (8+\sqrt{32 \pi}) \operatorname{Var}\left[\left\langle D Y_{n}, u_{n} / \sigma_{n}\right\rangle_{\mathfrak{H}}\right]+\sqrt{2 \pi}\left|\mathrm{E}\left[\left(Y_{n}^{3}\right)\right]\right|+\sqrt{32 \pi} \mathrm{E}\left[\left(\left|D_{u_{n} / \sigma_{n}}^{2} Y_{n}\right|^{2}\right)\right] \\
& +4 \pi \mathrm{E}\left[\left|D_{u_{n} / \sigma_{n}}^{3} Y_{n}\right|\right] \\
\leq & C\left(\operatorname{Var}\left[\left\langle D F_{n}, u_{n}\right\rangle_{\mathfrak{H}}\right]+\left|\mathrm{E}\left[F_{n}^{3}\right]\right|+\mathrm{E}\left[\left|D_{u_{n}}^{2} F_{n}\right|^{2}\right]+\sqrt{\left.\mathrm{E}\left[\left|D_{u_{n}}^{3} F_{n}\right|^{2}\right)\right]}\right) .
\end{aligned}
$$

Now, we want to estimate each of these terms separately.
Step 1. From Theorem 7.8 we know that

$$
\begin{equation*}
\operatorname{Var}\left(\left\langle D F_{n}, u_{n}\right\rangle_{\mathfrak{H}} \leq C n^{-1} \sum_{|k| \leq n}|\rho(k)|+C n^{-1}\left(\sum_{|k| \leq n}|\rho(k)|^{\frac{4}{3}}\right)^{3} .\right. \tag{7.22}
\end{equation*}
$$

Step 2. We claim that

$$
\begin{equation*}
\left|\mathrm{E}\left[\left(F_{n}^{3}\right)\right]\right| \leq \frac{C}{\sqrt{n}}\left(\sum_{|k| \leq n}|\rho(k)|^{\frac{3}{2}}\right)^{2} \tag{7.23}
\end{equation*}
$$

We can write

$$
F_{n}^{3}=\frac{1}{n^{3 / 2}} \sum_{i, j, k=1}^{n} g\left(X_{i}\right) g\left(X_{j}\right) g\left(X_{k}\right)
$$

Truncating the Wiener chaos expansion of the random variables $g\left(X_{i}\right)$, as in the proof of Theorem 7.8, we obtain

$$
F_{n}^{3}=\lim _{N \rightarrow \infty} \Psi_{n, N}^{3}:=\lim _{N \rightarrow \infty} \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \sum_{q=2}^{N} c_{q} H_{q}\left(X_{i}\right)
$$

where the convergence holds in $L^{2}(\Omega, \mathfrak{F}, \mathrm{P})$ due to Proposition 7.18 because $g \in L^{6}(\mathbb{R}, \phi(x) d x)$. Therefore,

$$
\mathrm{E}\left[\left(F_{n}^{3}\right)\right]=\lim _{N \rightarrow \infty} \mathrm{E}\left[\left(\Psi_{n, N}^{3}\right)\right]
$$

We can write

$$
\begin{align*}
\mathrm{E}\left[\left(\Psi_{n, N}^{3}\right)\right]= & \frac{1}{n^{3 / 2}} \sum_{i_{1}, i_{2}, i_{3}=1}^{n} \sum_{q_{1}, q_{2}, q_{3}=2}^{N} c_{q_{1}} c_{q_{2}} c_{q_{3}} \mathrm{E}\left[\left(H_{q_{1}}\left(X_{i_{1}}\right) H_{q_{2}}\left(X_{i_{2}}\right) H_{q_{3}}\left(X_{i_{3}}\right)\right]\right. \\
& =\frac{1}{n^{3 / 2}} \sum_{i_{1}, i_{2}, i_{3}=1}^{n} \sum_{q_{1}, q_{2}, q_{3}=2}^{N} c_{q_{1}} c_{q_{2}} c_{q_{3}} \mathrm{E}\left[\left(I_{q_{1}}\left(e_{i_{1}}^{\otimes q_{1}}\right) I_{q_{2}}\left(e_{i_{2}}^{\otimes q_{2}}\right) I_{q_{3}}\left(e_{i_{3}}^{\otimes q_{3}}\right)\right)\right] . \tag{7.24}
\end{align*}
$$

Using Lemma 7.17, we obtain

$$
\begin{equation*}
\mathrm{E}\left(I_{q_{1}}\left(e_{i_{1}}^{\otimes q_{1}}\right) I_{q_{2}}\left(e_{i_{2}}^{\otimes q_{2}}\right) I_{q_{3}}\left(e_{i_{3}}^{\otimes q_{3}}\right)\right)=\sum_{\beta \in \mathscr{Q}_{q}} C_{q, \beta} \prod_{1 \leq j<k \leq 3} \rho\left(i_{j}-i_{k}\right)^{\beta_{j k}} \tag{7.25}
\end{equation*}
$$

where

$$
C_{q, \beta}=\frac{\prod_{j=1}^{3} q_{j}!}{\prod_{1 \leq j<k \leq 3} \beta_{j k}!}
$$

and $\mathscr{D}_{q}$ is the set of nonnegative integers $\beta_{j k}, 1 \leq j<k \leq 3$, satisfying

$$
\begin{equation*}
q_{\ell}=\sum_{j \text { or } k=\ell} \beta_{j k}, \quad \text { for } \quad 1 \leq \ell \leq 3 \tag{7.26}
\end{equation*}
$$

Then,

$$
\left|\mathrm{E}\left[\left(\Psi_{n, N}^{3}\right) \mid\right] \leq \sup _{\beta} A_{n, \beta} \sum_{q_{1}, q_{2}, q_{3}=2}^{N} \sum_{\beta \in \mathscr{E}_{q}} C_{q, \beta}\right| c_{q_{1}} c_{q_{2}} c_{q_{3}} \mid,
$$

where

$$
A_{n, \beta}=\frac{1}{n^{3 / 2}} \sum_{i_{1}, i_{2}, i_{3}=1}^{n} \prod_{1 \leq j<k \leq 3}\left|\rho\left(i_{j}-i_{k}\right)\right|^{\beta_{j k}}
$$

and the supremum is taken over all sets of nonnegative integers $\beta_{j k}, 1 \leq j<k \leq 3$, satisfying $\beta_{j k} \leq 2$ for $1 \leq j<k \leq 3$ and

$$
2 \leq \sum_{j \text { or } k=\ell} \beta_{j k}, \quad \text { for } \quad 1 \leq \ell \leq 3
$$

It is easy to see that to satisfy the above conditions, $\beta_{j k} \geq 1$ for all $1 \leq j<k \leq 3$. Hence, we have

$$
A_{n, \beta} \leq \frac{1}{n^{3 / 2}} \sum_{i_{1}, i_{2}, i_{3}=1}^{n}\left|\rho\left(i_{1}-i_{2}\right) \rho\left(i_{1}-i_{3}\right) \rho\left(i_{2}-i_{3}\right)\right|
$$

After making the change of variables $i_{1}=i_{1}, k_{1}=i_{1}-i_{2}, k_{2}=i_{1}-i_{3}$ and using the inequality (A.1) with $M=2$ and $v=(-1,1)$, we obtain

$$
A_{n, \beta} \leq \frac{1}{n^{1 / 2}} \sum_{\left|k_{1}\right|,\left|k_{2}\right| \leq n}\left|\rho\left(k_{1}\right) \rho\left(k_{2}\right) \rho\left(k_{2}-k_{1}\right)\right| \leq \frac{C}{\sqrt{n}}\left(\sum_{|k| \leq n}|\rho(k)|^{\frac{3}{2}}\right)^{2}
$$

To complete the proof of (7.23), we need to show that:

$$
\sum_{q_{1}, q_{2}, q_{3}=2}^{\infty} \sum_{\beta \in \mathscr{D}_{q}} C_{q, \beta}\left|c_{q_{1}} c_{q_{2}} c_{q_{3}}\right|<\infty .
$$

In fact,

$$
\left.\lim _{N \rightarrow \infty} \sum_{q_{1}, q_{2}, q_{3}=2}^{N} \sum_{\beta \in \mathscr{D}_{q}} C_{q, \beta}\left|c_{q_{1}} c_{q_{2}} c_{q_{3}}\right|=\lim _{N \rightarrow \infty} \mathrm{E}\left[\left(A(g)^{N}\right)^{3}\right)\right]=\mathrm{E}\left[\left((A(g))^{3}\right)\right]<\infty,
$$

taking into account Proposition 7.18 and the fact that $A(g) \in L^{6}(\mathbb{R}, \phi(x) d x)$.

Step 3. We proceed now with the estimation of $\mathrm{E}\left[\left(\left|D_{u_{n}}^{2} F_{n}\right|^{2}\right)\right]$. We can write

$$
D_{u_{n}} F_{n}=\left\langle D F_{n}, u_{n}\right\rangle_{\mathfrak{H}}=\frac{1}{n} \sum_{i, j=1}^{n} g^{\prime}\left(X_{i}\right) g_{1}\left(X_{j}\right) \rho(i-j)
$$

and

$$
D\left(\left\langle D F_{n}, u_{n}\right\rangle_{\mathfrak{H}}\right)=\frac{1}{n} \sum_{i, j=1}^{n}\left(g^{\prime \prime}\left(X_{i}\right) g_{1}\left(X_{j}\right) e_{i}+g^{\prime}\left(X_{i}\right) g_{1}^{\prime}\left(X_{j}\right) e_{j}\right) \rho(i-j) .
$$

Therefore,

$$
\begin{align*}
D_{u_{n}}^{2} F_{n} & =\left\langle u_{n}, D\left(\left\langle D F_{n}, u_{n}\right\rangle_{\mathfrak{H}}\right)\right\rangle_{\mathfrak{H}} \\
& =\frac{1}{n^{3 / 2}} \sum_{i, j, k=1}^{n}\left(g^{\prime \prime}\left(X_{i}\right) g_{1}\left(X_{j}\right) g_{1}\left(X_{k}\right) \rho(i-k)+g^{\prime}\left(X_{i}\right) g_{1}^{\prime}\left(X_{j}\right) g_{1}\left(X_{k}\right) \rho(j-k)\right) \rho(i-j) . \tag{7.27}
\end{align*}
$$

Because the random variables $g^{\prime \prime}\left(X_{i}\right), g_{1}\left(X_{j}\right), g_{1}\left(X_{k}\right), g^{\prime}\left(X_{i}\right)$ and $g_{1}^{\prime}\left(X_{j}\right)$ appearing in the above expression belong to $L^{2}(\Omega)$, their truncated Wiener chaos expansions convergence in $L^{2}(\Omega)$, and, as a consequence, $D_{u_{n}}^{2} F_{n}=\lim _{N \rightarrow \infty} \Phi_{n, N}$ in probability, where

$$
\begin{aligned}
\Phi_{n, N}= & \frac{1}{n^{3 / 2}} \sum_{i_{1}, i_{2}, i_{3}=1}^{n} \sum_{q_{1}, q_{2}, q_{3}=2}^{N} c_{q_{1}} c_{q_{2}} c_{q_{3}} q_{1}\left(q_{1}-1\right) H_{q_{1}-2}\left(X_{i_{1}}\right) H_{q_{2}-1}\left(X_{i_{2}}\right) H_{q_{3}-1}\left(X_{i_{3}}\right) \\
& \quad \times \rho\left(i_{1}-i_{2}\right) \rho\left(i_{1}-i_{3}\right) \\
& +c_{q_{1}} c_{q_{2}} c_{q_{3}} q_{1}\left(q_{2}-1\right) H_{q_{1}-1}\left(X_{i_{1}}\right) H_{q_{2}-2}\left(X_{i_{2}}\right) H_{q_{3}-1}\left(X_{i_{3}}\right) \rho\left(i_{1}-i_{2}\right) \rho\left(i_{2}-i_{3}\right)
\end{aligned}
$$

Making the change of variables $\left(q_{1}, q_{2}\right) \rightarrow\left(q_{2}, q_{1}\right)$ and $\left(i_{1}, i_{2}\right) \rightarrow\left(i_{2}, i_{1}\right)$ in the second sum allows us to put the two terms together, and we obtain

$$
\begin{aligned}
& \Phi_{n, N}=\frac{1}{n^{3 / 2}} \sum_{i_{1}, i_{2}, i_{3}=1}^{n} \sum_{q_{1}, q_{2}, q_{3}=2}^{N} c_{q_{1}} c_{q_{2}} c_{q_{3}}\left(q_{1}+q_{2}\right)\left(q_{1}-1\right) H_{q_{1}-2}\left(X_{i_{1}}\right) H_{q_{2}-1}\left(X_{i_{2}}\right) H_{q_{3}-1}\left(X_{i_{3}}\right) \\
& \quad \times \rho\left(i_{1}-i_{2}\right) \rho\left(i_{1}-i_{3}\right) .
\end{aligned}
$$

Therefore, by Fatou's lemma,

$$
\mathrm{E}\left[\left|D_{u_{n}}^{2} F_{n}\right|^{2}\right] \leq \liminf _{N \rightarrow \infty} \mathrm{E}\left[\left|\Phi_{n, N}^{2}\right|\right] .
$$

Then,

$$
\begin{aligned}
\left|\Phi_{n, N}\right|^{2} & =\frac{1}{n^{3}} \sum_{i_{1}, \ldots, i_{6}=1}^{n} \sum_{q_{1}, \ldots, q_{6}=2}^{N} C_{q} H_{q_{1}-2}\left(X_{i_{1}}\right) H_{q_{2}-1}\left(X_{i_{2}}\right) H_{q_{3}-1}\left(X_{i_{3}}\right) \\
& \times H_{q_{4}-2}\left(X_{i_{4}}\right) H_{q_{5}-1}\left(X_{i_{5}}\right) H_{q_{6}-1}\left(X_{i_{6}}\right) \rho\left(i_{1}-i_{2}\right) \rho\left(i_{1}-i_{3}\right) \rho\left(i_{4}-i_{5}\right) \rho\left(i_{4}-i_{6}\right),
\end{aligned}
$$

where

$$
C_{q}=c_{q_{1}} c_{q_{2}} c_{q_{3}} c_{q_{4}} c_{q_{5}} c_{q_{6}}\left(q_{1}+q_{2}\right)\left(q_{1}-1\right)\left(q_{4}+q_{5}\right)\left(q_{4}-1\right) .
$$

Using the product formula for multiple integrals (see Lemma 7.17), we get

$$
\begin{gathered}
\mathrm{E}\left[\left(\left|\Phi_{n, N}\right|^{2}\right)\right]=\frac{1}{n^{3}} \sum_{i_{1}, \ldots, i_{6}=1}^{n} \sum_{q_{1}, \ldots, q_{6}=2}^{N} \sum_{\beta \in \mathscr{D}_{q}} K_{q, \beta}\left(\prod_{1 \leq k<l \leq 6} \rho\left(i_{k}-i_{l}\right)^{\beta_{k l}}\right) \\
\times \rho\left(i_{1}-i_{2}\right) \rho\left(i_{1}-i_{3}\right) \rho\left(i_{4}-i_{5}\right) \rho\left(i_{4}-i_{6}\right),
\end{gathered}
$$

where

$$
K_{q, \beta}=\frac{\left(q_{1}+q_{2}\right)\left(q_{4}+q_{5}\right) \prod_{j=1}^{6} c_{q_{j}}\left(q_{j}-1\right)!}{\prod_{1 \leq k<l \leq 6} \beta_{k l}!}
$$

and

$$
\mathscr{D}_{q}=\left\{\left(\beta_{k l}\right)_{1 \leq k<l \leq 6}: \sum_{k \text { or } l=j} \beta_{k l}=q_{j}-1 \text { for } j=2,3,5,6 \text { and } \sum_{k \text { or } l=j} \beta_{k l}=q_{j}-2 \text { for } j=1,4\right\} .
$$

Replacing $\beta_{j k}+1$ by $\beta_{j k}$ for $(j, k) \in\{(1,2),(1,3),(4,5),(4,6)\}$, yields

$$
\mathrm{E}\left[\left(\left|\psi_{n, N}\right|^{2}\right)\right]=\frac{1}{n^{3}} \sum_{i_{1}, \ldots, i_{6}=1}^{n} \sum_{q_{1}, \ldots, q_{6}=2}^{N} \sum_{\beta \in \mathscr{C}_{q}} L_{q, \beta}\left(\prod_{1 \leq k<l \leq 6} \rho\left(i_{k}-i_{l}\right)^{\beta_{k l}}\right),
$$

where

$$
L_{q, \beta}=\frac{\left(q_{1}+q_{2}\right)\left(q_{4}+q_{5}\right) \prod_{i=1}^{6} c_{q_{i}}\left(q_{i}-1\right)!}{\left(\beta_{12}+1\right)!\left(\beta_{13}+1\right)!\beta_{14}!\beta_{15}!\beta_{16}!\beta_{23}!\beta_{24}!\beta_{25}!\beta_{26}!\beta_{34}!\beta_{35}!\beta_{36}!\left(\beta_{45}+1\right)!\left(\beta_{46}+1\right)!\beta_{56}!}
$$

and

$$
\mathscr{C}_{q}=\left\{\left(\beta_{k l}\right)_{1 \leq k<l \leq 6}: \sum_{k \text { or } l=j} \beta_{k l}=q_{j} \text { for } j=1, \ldots, 6 \text { and } \beta_{12}, \beta_{13}, \beta_{45} \cdot \beta_{46} \geq 1\right\}
$$

Then, we can write

$$
\left.\mathrm{E}\left[\left.\left(\mid \psi_{n, N}\right)\right|^{2}\right)\right] \leq \sup _{\beta \in \mathscr{C}_{q}} A_{n, \beta} \sum_{q_{1}, \ldots, q_{6}=2}^{N} \sum_{\beta \in \mathscr{C}_{q}}\left|L_{q, \beta}\right|,
$$

where

$$
A_{n, \beta}=\frac{1}{n^{3}} \sum_{i_{1}, i_{2}, i_{3}, i_{4}=1}^{n} \prod_{1 \leq j<k \leq 6}\left|\rho\left(i_{i}-i_{k}\right)\right|^{\beta_{j k}}
$$

and the supremum is taken over all sets of nonnegative integers $\beta_{j k}, 1 \leq j<k \leq 6$, satisfying $\beta_{12}, \beta_{13}, \beta_{45}, \beta_{46} \geq 1, \beta_{j k} \leq 2$ for $1 \leq j<k \leq 6$ and

$$
2 \leq \sum_{j \text { or } k=\ell} \beta_{j k}, \quad \text { for } \quad 1 \leq \ell \leq 6
$$

Then, the estimation follows as in the proof of the last part of Theorem 7.15.
Now, we need to show that

$$
\begin{equation*}
\sum_{q_{1}, \ldots, q_{6}=2}^{\infty} \sum_{\beta \in \mathscr{C}_{q}}\left|L_{q, \beta}\right|<\infty \tag{7.28}
\end{equation*}
$$

In fact,

$$
\begin{gathered}
\sum_{q_{1}, \ldots, q_{6}=2}^{N} \sum_{\beta \in \mathscr{C}_{q}}\left|L_{q, \beta}\right|=\sum_{q_{1}, \ldots, q_{6}=2}^{N}\left(\prod_{i=1}^{6}\left|c_{q_{i}}\right|\right)\left(q_{1}+q_{2}\right)\left(q_{1}-1\right)\left(q_{3}+q_{4}\right)\left(q_{4}-1\right) \\
\quad \times \mathrm{E}\left[\left(H_{q_{1}-2}\left(X_{1}\right) H_{q_{2}-1}\left(X_{1}\right) H_{q_{3}-1}\left(X_{1}\right) H_{q_{4}-2}\left(X_{1}\right) H_{q_{5}-1}\left(X_{1}\right) H_{q_{6}-1}\left(X_{1}\right)\right)\right] \\
\left.=\mathrm{E}\left[\left(A\left(g^{\prime \prime}\right)^{(N)}\right)^{2}\left(A\left(g_{1}\right)^{(N)}\right)^{4}\right)\right] \leq\left\|A\left(g^{\prime \prime}\right)^{(N)}\right\|_{L^{6}(\mathbb{R}, \phi(x) d x)}^{\frac{1}{3}}\left\|A\left(g_{1}\right)^{(N)}\right\|_{L^{6}(\mathbb{R}, \phi(x) d x)}^{\frac{2}{3}} .
\end{gathered}
$$

Since $A(g) \in \mathbb{D}^{3,6},\left(A\left(g^{\prime \prime}\right)^{(N)}\right)^{3}$ and $\left(A\left(g_{1}\right)^{(N)}\right)^{3}$ converge to $A\left(g^{\prime \prime}\right)$ and $A\left(g_{1}\right)$, respectively, in $L^{2}(\mathbb{R}, \phi(x) d x)$ by Proposition 7.18. Then, (7.28) is true.

Step 4. We proceed to the estimation of $\sqrt{\mathrm{E}\left[\left(\left|D_{u_{n}}^{3} F_{n}\right|^{2}\right)\right]}$. Taking the derivative in (7.27), yields

$$
\begin{aligned}
D\left(D_{u_{n}}^{2} F_{n}\right) & =\frac{1}{n^{3 / 2}} \sum_{i, j, k=1}^{n} g^{\prime \prime \prime}\left(X_{i}\right) g_{1}\left(X_{j}\right) g_{1}\left(X_{k}\right) \rho(i-j) \rho(i-k) e_{i} \\
& +g^{\prime \prime}\left(X_{i}\right) g_{1}^{\prime}\left(X_{j}\right) g_{1}\left(X_{k}\right) \rho(i-j) \rho(i-k) e_{j}+g^{\prime \prime}\left(X_{i}\right) g_{1}\left(X_{j}\right) g_{1}^{\prime}\left(X_{k}\right) \rho(i-j) \rho(i-k) e_{k} \\
& +g^{\prime \prime}\left(X_{i}\right) g_{1}^{\prime}\left(X_{j}\right) g_{1}\left(X_{k}\right) \rho(i-j) \rho(j-k) e_{i}+g^{\prime}\left(X_{i}\right) g_{1}^{\prime \prime}\left(X_{j}\right) g_{1}\left(X_{k}\right) \rho(i-j) \rho(j-k) e_{j} \\
& +g^{\prime}\left(X_{i}\right) g_{1}^{\prime}\left(X_{j}\right) g_{1}^{\prime}\left(X_{k}\right) \rho(i-j) \rho(j-k) e_{k} .
\end{aligned}
$$

This implies

$$
\begin{aligned}
\left\langle u_{n}, D\left(D_{u_{n}}^{2} F_{n}\right\rangle_{\mathfrak{H}}=\right. & \frac{1}{n^{2}} \sum_{i_{1}, i_{2}, i_{3}, i_{4}=1}^{n} g^{\prime \prime \prime}\left(X_{i_{1}}\right) g_{1}\left(X_{i_{2}}\right) g_{1}\left(X_{i_{3}}\right) g_{1}\left(X_{i_{4}}\right) \rho\left(i_{1}-i_{2}\right) \rho\left(i_{1}-i_{3}\right) \rho\left(i_{1}-i_{4}\right) \\
& +g^{\prime \prime}\left(X_{i_{1}}\right) g_{1}^{\prime}\left(X_{i_{2}}\right) g_{1}\left(X_{i_{3}}\right) g_{1}\left(X_{i_{4}}\right) \rho\left(i_{1}-i_{2}\right) \rho\left(i_{1}-i_{3}\right) \rho\left(i_{2}-i_{4}\right) \\
& +g^{\prime \prime}\left(X_{i_{1}}\right) g_{1}\left(X_{i_{2}}\right) g_{1}^{\prime}\left(X_{i_{3}}\right) g_{1}\left(X_{i_{4}}\right) \rho\left(i_{1}-i_{2}\right) \rho\left(i_{1}-i_{3}\right) \rho\left(i_{3}-i_{4}\right) \\
& +g^{\prime \prime}\left(X_{i_{1}}\right) g_{1}^{\prime}\left(X_{i_{2}}\right) g_{1}\left(X_{i_{3}}\right) g_{1}\left(X_{i_{4}}\right) \rho\left(i_{1}-i_{2}\right) \rho\left(i_{2}-i_{3}\right) \rho\left(i_{1}-i_{4}\right) \\
& +g^{\prime}\left(X_{i_{1}}\right) g_{1}^{\prime \prime}\left(X_{i_{2}}\right) g_{1}\left(X_{i_{3}}\right) g_{1}\left(X_{i_{4}}\right) \rho\left(i_{1}-i_{2}\right) \rho\left(i_{2}-i_{3}\right) \rho\left(i_{2}-i_{4}\right) \\
& +g^{\prime}\left(X_{i_{1}}\right) g_{1}^{\prime}\left(X_{i_{2}}\right) g_{1}^{\prime}\left(X_{i_{3}}\right) g_{1}\left(X_{i_{4}}\right) \rho\left(i_{1}-i_{2}\right) \rho\left(i_{2}-i_{3}\right) \rho\left(i_{3}-i_{4}\right) .
\end{aligned}
$$

Notice that the second, third and fourth terms are identical. This allows us to write

$$
\begin{aligned}
D_{u_{n}}^{3} F_{n}= & \frac{1}{n^{2}} \sum_{i_{1}, i_{2}, i_{3}, i_{4}=1}^{n} g^{\prime \prime \prime}\left(X_{i_{1}}\right) g_{1}\left(X_{i_{2}}\right) g_{1}\left(X_{i_{3}}\right) g_{1}\left(X_{i_{4}}\right) \rho\left(i_{1}-i_{2}\right) \rho\left(i_{1}-i_{3}\right) \rho\left(i_{1}-i_{4}\right) \\
& +3 g^{\prime \prime}\left(X_{i_{1}}\right) g_{1}^{\prime}\left(X_{i_{2}}\right) g_{1}\left(X_{i_{3}}\right) g_{1}\left(X_{i_{4}}\right) \rho\left(i_{1}-i_{2}\right) \rho\left(i_{1}-i_{3}\right) \rho\left(i_{2}-i_{4}\right) \\
& +g^{\prime}\left(X_{i_{1}}\right) g_{1}^{\prime \prime}\left(X_{i_{2}}\right) g_{1}\left(X_{i_{3}}\right) g_{1}\left(X_{i_{4}}\right) \rho\left(i_{1}-i_{2}\right) \rho\left(i_{2}-i_{3}\right) \rho\left(i_{2}-i_{4}\right) \\
& +g^{\prime}\left(X_{i_{1}}\right) g_{1}^{\prime}\left(X_{i_{2}}\right) g_{1}^{\prime}\left(X_{i_{3}}\right) g_{1}\left(X_{i_{4}}\right) \rho\left(i_{1}-i_{2}\right) \rho\left(i_{2}-i_{3}\right) \rho\left(i_{3}-i_{4}\right) .
\end{aligned}
$$

Then, we have

$$
D_{u_{n}}^{3} V_{n}=\lim _{N \rightarrow \infty} \Phi_{n, N}
$$

where the convergence holds in probability and

$$
\begin{aligned}
& \Phi_{n, N}=\frac{1}{n^{2}} \sum_{i_{1}, i_{2}, i_{3}, i_{4}=1}^{n} \sum_{q_{1}, q_{2}, q_{3}, q_{4}=2}^{N} C_{q}^{(1)} H_{q_{1}-3}\left(X_{i_{1}}\right) H_{q_{2}-1}\left(X_{i_{2}}\right) H_{q_{3}-1}\left(X_{i_{3}}\right) H_{q_{4}-1}\left(X_{i_{4}}\right) \\
& \quad \times \rho\left(i_{1}-i_{2}\right) \rho\left(i_{1}-i_{3}\right) \rho\left(i_{1}-i_{4}\right) \\
& +C_{q}^{(2)} H_{q_{1}-2}\left(X_{i_{1}}\right) H_{q_{2}-2}\left(X_{i_{2}}\right) H_{q_{3}-1}\left(X_{i_{3}}\right) H_{q_{4}-1}\left(X_{i_{4}}\right) \rho\left(i_{1}-i_{2}\right) \rho\left(i_{1}-i_{3}\right) \rho\left(i_{2}-i_{4}\right) \\
& +C_{q}^{(3)} H_{q_{1}-1}\left(X_{i_{1}}\right) H_{q_{2}-3}\left(X_{i_{2}}\right) H_{q_{3}-1}\left(X_{i_{3}}\right) H_{q_{4}-1}\left(X_{i_{4}}\right) \rho\left(i_{1}-i_{2}\right) \rho\left(i_{2}-i_{3}\right) \rho\left(i_{2}-i_{4}\right) \\
& +C_{q}^{(4)} H_{q_{1}-1}\left(X_{i_{1}}\right) H_{q_{2}-2}\left(X_{i_{2}}\right) H_{q_{3}-2}\left(X_{i_{3}}\right) H_{q_{4}-1}\left(X_{i_{4}}\right) \rho\left(i_{1}-i_{2}\right) \rho\left(i_{2}-i_{3}\right) \rho\left(i_{1}-i_{4}\right)
\end{aligned}
$$

with

$$
\begin{aligned}
& C_{q}^{(1)}=c_{q_{1}} c_{q_{2}} c_{q_{3}} c_{q_{4}} q_{1}\left(q_{1}-1\right)\left(q_{1}-2\right), \\
& C_{q}^{(2)}=3 c_{q_{1}} c_{q_{2}} c_{q_{3}} c_{q_{4}} q_{1}\left(q_{1}-1\right)\left(q_{2}-1\right), \\
& C_{q}^{(3)}=c_{q_{1}} c_{q_{2}} c_{q_{3}} c_{q_{4}} q_{1}\left(q_{2}-1\right)\left(q_{2}-2\right), \\
& C_{q}^{(4)}=c_{q_{1}} c_{q_{2}} c_{q_{3}} c_{q_{4}} q_{1}\left(q_{2}-1\right)\left(q_{3}-1\right) .
\end{aligned}
$$

We can combine the first and third terms with the change of variables $\left(q_{1}, q_{2}\right) \rightarrow\left(q_{2}, q_{1}\right)$ and $\left(i_{1}, i_{2}\right) \rightarrow\left(i_{2}, i_{1}\right)$. In this way we obtain

$$
\begin{aligned}
\Phi_{n, N}= & \frac{1}{n^{2}} \sum_{i_{1}, i_{2}, i_{3}, i_{4}=1}^{n} \sum_{q_{1}, q_{2}, q_{3}, q_{4}=2}^{N} \widetilde{C}_{q}^{(1)} H_{q_{1}-3}\left(X_{i_{1}}\right) H_{q_{2}-1}\left(X_{i_{2}}\right) H_{q_{3}-1}\left(X_{i_{3}}\right) H_{q_{4}-1}\left(X_{i_{4}}\right) \\
& \times \rho\left(i_{1}-i_{2}\right) \rho\left(i_{1}-i_{3}\right) \rho\left(i_{1}-i_{4}\right) \\
& +\widetilde{C}_{q}^{(2)} H_{q_{1}-2}\left(X_{i_{1}}\right) H_{q_{2}-2}\left(X_{i_{2}}\right) H_{q_{3}-1}\left(X_{i_{3}}\right) H_{q_{4}-1}\left(X_{i_{4}}\right) \rho\left(i_{1}-i_{2}\right) \rho\left(i_{1}-i_{3}\right) \rho\left(i_{2}-i_{4}\right) \\
& +\widetilde{C}_{q}^{(3)} H_{q_{1}-1}\left(X_{i_{1}}\right) H_{q_{2}-2}\left(X_{i_{2}}\right) H_{q_{3}-2}\left(X_{i_{3}}\right) H_{q_{4}-1}\left(X_{i_{4}}\right) \rho\left(i_{1}-i_{2}\right) \rho\left(i_{2}-i_{3}\right) \rho\left(i_{1}-i_{4}\right) \\
= & : \Phi_{n, N}^{(1)}+\Phi_{n . N}^{(2)}+\Phi_{n . N}^{(3)}
\end{aligned}
$$

with

$$
\begin{aligned}
& \widetilde{C}_{q}^{(1)}=c_{q_{1}} c_{q_{2}} c_{q_{3}} c_{q_{4}}\left(q_{1}+q_{2}\right)\left(q_{1}-1\right)\left(q_{1}-2\right), \\
& \widetilde{C}_{q}^{(2)}=c_{q_{1}} c_{q_{2}} c_{q_{3}} c_{q_{4}} 3 q_{1}\left(q_{1}-1\right)\left(q_{2}-1\right), \\
& \widetilde{C}_{q}^{(3)}=c_{q_{1}} c_{q_{2}} c_{q_{3}} c_{q_{4}} q_{1}\left(q_{2}-1\right)\left(q_{3}-1\right) .
\end{aligned}
$$

Then, by Fatou's lemma,

$$
\mathrm{E}\left[\left(\left|D_{u_{n}}^{3} V_{n}\right|^{2}\right)\right] \leq \liminf _{N \rightarrow \infty} \mathrm{E}\left[\left(\left|\Phi_{n, N}\right|^{2}\right)\right] .
$$

We are going to treat each term $\Phi_{n, N}^{(i)}, i=1,2,3$, separately.
Case $i=1$. Let us first estimate $\mathrm{E}\left[\left(\left|\Phi_{n, N}^{(1)}\right|^{2}\right)\right]$. We have

$$
\begin{aligned}
\mathrm{E}\left(\left(\Phi_{n, N}^{(1)}\right)^{2}\right)= & \frac{1}{n^{4}} \sum_{i_{1}, \ldots, i_{8}=1}^{n} \sum_{q_{1}, \ldots, q_{8}=2}^{N} M_{q}^{(1)} \mathrm{E}\left(H_{q_{1}-3}\left(X_{i_{1}}\right) H_{q_{2}-1}\left(X_{i_{2}}\right) H_{q_{3}-1}\left(X_{i_{3}}\right) H_{q_{4}-1}\left(X_{i_{4}}\right)\right. \\
& \left.\times H_{q_{5}-3}\left(X_{i_{5}}\right) H_{q_{6}-1}\left(X_{i_{6}}\right) H_{q_{7}-1}\left(X_{i_{7}}\right) H_{q_{8}-1}\left(X_{i_{8}}\right)\right) \\
& \times \rho\left(i_{1}-i_{2}\right) \rho\left(i_{1}-i_{3}\right) \rho\left(i_{1}-i_{4}\right) \rho\left(i_{5}-i_{6}\right) \rho\left(i_{5}-i_{7}\right) \rho\left(i_{5}-i_{8}\right),
\end{aligned}
$$

where

$$
M_{q}^{(1)}=\left(\prod_{j=1}^{8} c_{q_{j}}\right)\left(q_{1}+q_{2}\right)\left(q_{1}-1\right)\left(q_{1}-2\right)\left(q_{5}+q_{6}\right)\left(q_{5}-1\right)\left(q_{5}-2\right) .
$$

This yields

$$
\begin{aligned}
\left.\mathrm{E}\left[\Phi_{n, N}^{(1)}\right)^{2}\right] \leq & \frac{1}{n^{4}} \sum_{i_{1}, \ldots, i_{8}=1}^{n} \sum_{q_{1}, \ldots q_{8}=2}^{N} \sum_{\beta \in \mathscr{D}_{q}^{(1)}} K_{q, \beta}^{(1)}\left(\prod_{1 \leq k<l \leq 8}\left|\rho\left(i_{k}-i_{l}\right)\right|^{\beta_{k l}}\right) \\
& \times\left|\rho\left(i_{1}-i_{2}\right) \rho\left(i_{1}-i_{3}\right) \rho\left(i_{1}-i_{4}\right) \rho\left(i_{5}-i_{6}\right) \rho\left(i_{5}-i_{7}\right) \rho\left(i_{5}-i_{8}\right)\right|
\end{aligned}
$$

where

$$
K_{q, \beta}^{(1)}=\frac{\left(q_{1}+q_{2}\right)\left(q_{5}+q_{6}\right) \prod_{j=1}^{8}\left|c_{q_{j}}\right|\left(q_{j}-1\right)!}{\prod_{1 \leq k<l \leq 8} \beta_{k l}!}
$$

and

$$
\begin{gathered}
\mathscr{D}_{q}^{(1)}=\left\{\left(\beta_{k l}\right)_{1 \leq k<l \leq 8}: \sum_{\text {kor } l=j} \beta_{k l}=q_{j}-1 \text { for } j=2,3,4,6,7,8\right. \\
\text { and } \left.\sum_{k \text { or } l=j} \beta_{k l}=q_{j}-3 \text { for } j=1,5\right\} .
\end{gathered}
$$

Changing the exponents $\beta_{j k}+1$ in to $\beta_{j k}$ for $(j, k) \in\{(1,2),(1,3),(1,4),(5,6),(5,7),(5,8)\}$, we can write

$$
\left.\mathrm{E}[]\left(\Phi_{n, N}^{(1)}\right)^{2}\right] \leq \frac{1}{n^{4}} \sum_{i_{1}, \ldots, i_{8}=1}^{n} \sum_{q_{1}, \ldots q_{8}=2}^{N} \sum_{\beta \in \mathscr{C}_{q}^{(1)}} L_{q, \beta}^{(1)}\left(\prod_{1 \leq k<l \leq 8}\left|\rho\left(i_{k}-i_{l}\right)\right|^{\beta_{k l}}\right)
$$

where

$$
L_{q, \beta}^{(1)}=\frac{\left(q_{1}+q_{)}\left(q_{5}+q_{6}\right) \prod_{j=1}^{8}\left|c_{q_{j}}\right|\left(q_{j}-1\right)!\right.}{\left(\beta_{12}-1\right)!\left(\beta_{13}-1\right)!\left(\beta_{14}-1\right)!\left(\beta_{56}-1\right)!\left(\beta_{57}-1\right)\left(\beta_{58}-1\right)!\prod_{(k, l) \in \mathscr{E}} \beta_{k l}!},
$$

with $\mathscr{E}=\{(k, l): 1 \leq k<l \leq 8,(k, l) \neq(1,2),(1,3),(1,4),(5,6),(5,7),(5,8)\}$ and

$$
\mathscr{C}_{q}^{(1)}=\left\{\left(\beta_{k l}\right)_{1 \leq k<l \leq 8}: \sum_{k o r l=j} \beta_{k l}=q_{j} \text { for } j=1, \ldots, 8 \text { and } \beta_{12}, \beta_{13}, \beta_{14}, \beta_{56}, \beta_{57}, \beta_{58} \geq 1\right\}
$$

Then, we obtain

$$
\left.\mathrm{E}[]\left(\Phi_{n, N}^{(1)}\right)^{2}\right] \leq \sup _{\beta \in \mathscr{C}_{q}^{(11)}} A_{n, \beta}^{(1)} \sum_{q_{1}, \ldots, q_{8}=2}^{N} \sum_{\beta \in \mathscr{C}_{q}^{(1)}}\left|L_{q, \beta}^{(1)}\right|
$$

where

$$
A_{n, \beta}^{(1)}=\frac{1}{n^{4}} \sum_{i_{1}, \ldots, i_{8}=1}^{n} \prod_{1 \leq j \leq k \leq 8}\left|\rho\left(i_{i}-i_{k}\right)\right|^{\beta_{j k}}
$$

and the supremum is taken over all sets of nonnegative integers $\beta_{j k}, 1 \leq j<k \leq 8$, satisfying $\beta_{12}, \beta_{13}, \beta_{14}, \beta_{56}, \beta_{57}, \beta_{58} \geq 1, \beta_{j k} \leq 2$ for $1 \leq j<k \leq 8$ and

$$
2 \leq \sum_{j \text { or } k=\ell} \beta_{j k}, \quad \text { for } \quad 1 \leq \ell \leq 8
$$

We need to estimate $A_{n, \beta}^{(1)}$ and to show that

$$
\begin{equation*}
\sum_{q_{1}, \ldots, q_{8}=2}^{\infty} \sum_{\beta \in \mathscr{C}_{q}^{(1)}} L_{q, \beta}^{(1)}<\infty . \tag{7.29}
\end{equation*}
$$

Estimation of $A_{n, \beta}^{(1)}$ : We claim that

$$
\begin{equation*}
\sup _{\beta} A_{n, \beta}^{(1)} \leq C n^{-1}\left(\sum_{|k| \leq n}|\rho(k)|^{\frac{3}{2}}\right)^{4} . \tag{7.30}
\end{equation*}
$$

As in the proof of Theorem 7.15, we will make use of ideas from graph theory. The exponents $\beta_{j k}$ induce an unordered simple graph on the set of vertices $V=\{1,2,3,4,5,8\}$ by putting an edge between $j$ and $k$ whenever $\beta_{j k} \neq 0$. Because $\beta_{12}, \beta_{13} \geq 1, \beta_{14} \geq 1, \beta_{56} \geq 1, \beta_{57} \geq 1$ and $\beta_{58} \geq 1$, there are edges connecting the pairs of vertices $(1,2),(1,3),(1,4),(5,6),(5,7)$ and $(5,8)$. Condition (7.41) means that the degree of each vertex is at least 2 . Then we consider two cases, depending whether graph is connected or not.

Case 1: Suppose that the graph is not connected. This means that $\beta_{j k}=0$ if $j \in\{1,2,3,4\}$ and $k \in\{5,6,7,8\}$ and there is no edge between the sets $V_{1}=\{1,2,3,4\}$ and $V_{2}=\{5,6,7,8\}$. Therefore,

$$
A_{n, \beta}^{(1)} \leq\left(A_{n, \beta}^{(0)}\right)^{2},
$$

where

$$
A_{n, \beta}^{(0)}=\frac{1}{n^{2}} \sum_{i_{1}, \ldots, i_{4}=1}^{n} \prod_{1 \leq j \leq k \leq 4}\left|\rho\left(i_{i}-i_{k}\right)\right|^{\beta_{j k}}
$$

and the nonnegative integers $\beta_{j k}, 1 \leq j<k \leq 4$, satisfy $\beta_{12}, \beta_{13}, \beta_{14} \geq 1, \beta_{j k} \leq 2$ for $1 \leq j<k \leq 4$ and

$$
2 \leq \sum_{j \text { or } k=\ell} \beta_{j k}, \quad \text { for } \quad 1 \leq \ell \leq 4
$$

As a consequence, $\beta_{23}+\beta_{24} \geq 1, \beta_{23}+\beta_{34} \geq 1$ and $\beta_{24}+\beta_{34} \geq 1$. This means that at least two of the indices $\beta_{23}, \beta_{24}$ and $\beta_{34}$ is larger or equal to 1 . Considering the worst case, we can assume that
$\beta_{23}=1$ and $\beta_{34}=1$. This leads to

$$
\begin{equation*}
A_{n, \beta}^{(0)} \leq n^{-1} \sum_{\left|k_{1}\right|,\left|k_{2}\right|,\left|k_{3}\right| \leq n}\left|\rho\left(k_{1}\right) \rho\left(k_{2}\right) \rho\left(k_{3}\right) \rho\left(k_{2}-k_{1}\right) \rho\left(k_{3}-k_{2}\right)\right| . \tag{7.31}
\end{equation*}
$$

Using (A.3) and Hölder's inequality we obtain

$$
A_{n, \beta}^{(0)} \leq C n^{-1} \sum_{|k| \leq n}|\rho(k)| \leq C n^{-\frac{2}{3}}\left(\sum_{|k| \leq n}|\rho(k)|^{\frac{3}{2}}\right)^{\frac{2}{3}}
$$

Case 2: Suppose that the graph is connected. This means that there is an edge connecting the sets $V_{1}$ and $V_{2}$. Suppose that $\beta_{\alpha_{0} \delta_{0}} \geq 1$, where $\alpha_{0} \in\{1,2,3,4\}$ and $\delta_{0} \in\{5,6,7,8\}$. We have then 7 nonzero coefficients $\beta$ : $\beta_{13}, \beta_{13}, \beta_{14}, \beta_{56}, \beta_{57}, \beta_{58}$ and $\beta_{\alpha_{0} \delta_{0}}$. Because all the edges have at least degree 2 , there must be another nonzero coefficient $\beta$. Assume it is $\beta_{\alpha_{1} \delta_{1}}$. Then, the worse case will be when $\beta_{12}=\beta_{13}=\beta_{14}=\beta_{56}=\beta_{57}=\beta_{58}=\beta_{\alpha_{0} \delta_{0}}=\beta_{\alpha_{1} \delta_{1}}=1$ and all the other coefficients are zero. Consider the change of variables $i_{1}-i_{2}=k_{1}, i_{1}-i_{3}=k_{2}, i_{1}-i_{4}=k_{3}, i_{5}-i_{6}=k_{4}$, $i_{5}-i_{7}=k_{5}, i_{5}-i_{8}=k_{6}, i_{\alpha_{0}}-i_{\delta_{0}}=k_{7}$. Then, it is easy to show that $i_{\alpha_{1}}-i_{\delta_{1}}=\mathbf{k} \cdot \mathbf{v}$, where $\mathbf{k}=\left(k_{1}, \ldots, k_{5}\right)$ and $\mathbf{v}$ is a 7 -dimensional vector whose components are 0,1 or -1 . Applying (A.2) and Hölder's inequality yields

$$
A_{n, \beta}^{(1)} \leq C n^{-2}\left(\sum_{|k| \leq n}|\rho(k)|\right)^{6} \leq C n^{-2}\left(\sum_{|k| \leq n}|\rho(k)|^{\frac{3}{2}}\right)^{4}
$$

This completes the proof of (7.30).
Proof of (7.29): We have

$$
\begin{aligned}
\sum_{q_{1}, \ldots, q_{8}=2}^{\infty} \sum_{\beta \in \mathscr{C}_{q}^{(1)}} L_{q, \beta}^{(1)}= & \mathrm{E}\left(\mid\left(A\left(g^{\prime \prime \prime}\right)^{(N)}\right)\left(X_{1}\right)\left(A\left(g_{1}\right)^{(N)}\left(X_{1}\right)\right)^{3}\right. \\
& \left.+\left.\left(A\left(g^{\prime}\right)^{(N)}\right)\left(X_{1}\right)\left(A\left(g^{\prime \prime}\right)^{(N)}\right)\left(X_{1}\right)\left(A\left(g_{1}\right)^{(N)}\left(X_{1}\right)\right)^{2}\right|^{2}\right) .
\end{aligned}
$$

Applying Hölder's inequality, yields

$$
\begin{aligned}
\sum_{q_{1}, \ldots, q_{8}=2}^{\infty} \sum_{\beta \in \mathscr{C}_{q}^{(1)}} L_{q, \beta}^{(1)} \leq & 2\left\|A\left(g^{\prime \prime \prime}\right)^{(N)}\right\|_{L^{8}(\mathbb{R}, \phi(x) d x)}^{2}\left\|A\left(g_{1}\right)^{(N)}\right\|_{L^{8}(\mathbb{R}, \phi(x) d x)}^{6} \\
& +2\left\|A\left(g^{\prime}\right)^{(N)}\right\|_{L^{8}(\mathbb{R}, \phi(x) d x)}^{2}\left\|A\left(g^{\prime \prime}\right)^{(N)}\right\|_{L^{8}(\mathbb{R}, \phi(x) d x)}^{2}\left\|A\left(g_{1}\right)^{(N)}\right\|_{L^{8}(\mathbb{R}, \phi(x) d x)}^{4}
\end{aligned}
$$

By Equation 7.44 and our hypothesis, taking the limit as $N$ tends to infinity, it follows that

$$
\begin{aligned}
\sum_{q_{1}, \ldots, q_{8}=2}^{\infty} \sum_{\beta \in \mathscr{C}_{q}^{(1)}} L_{q, \beta}^{(1)} \leq & 2\left\|A\left(g^{\prime \prime \prime}\right)\right\|_{L^{8}(\mathbb{R}, \phi(x) d x)}^{2}\left\|A\left(g_{1}\right)\right\|_{L^{8}(\mathbb{R}, \phi(x) d x)}^{6} \\
& +2\left\|A\left(g^{\prime}\right)\right\|_{L^{8}(\mathbb{R}, \phi(x) d x)}^{2}\left\|A\left(g^{\prime \prime}\right)\right\|_{L^{8}(\mathbb{R}, \phi(x) d x)}^{2}\left\|A\left(g_{1}\right)\right\|_{L^{8}(\mathbb{R}, \phi(x) d x)}^{4}<\infty
\end{aligned}
$$

Case $i=2 . \quad$ For $\mathrm{E}\left[\left|\left|\Phi_{n, N}^{(2)}\right|^{2}\right]\right]$ we have

$$
\begin{aligned}
\mathrm{E}\left(\left(\Phi_{n, N}^{(2)}\right)^{2}\right)= & \frac{1}{n^{4}} \sum_{i_{1}, \ldots, i_{8}=1}^{n} \sum_{q_{1}, \ldots, q_{8}=2}^{N} M_{q}^{(2)} \mathrm{E}\left(H_{q_{1}-2}\left(X_{i_{1}}\right) H_{q_{2}-2}\left(X_{i_{2}}\right) H_{q_{3}-1}\left(X_{i_{3}}\right) H_{q_{4}-1}\left(X_{i_{4}}\right)\right. \\
& \left.\times H_{q_{5}-2}\left(X_{i_{5}}\right) H_{q_{6}-2}\left(X_{i_{6}}\right) H_{q_{7}-1}\left(X_{i_{7}}\right) H_{q_{8}-1}\left(X_{i_{8}}\right)\right) \\
& \times \rho\left(i_{1}-i_{2}\right) \rho\left(i_{1}-i_{3}\right) \rho\left(i_{2}-i_{4}\right) \rho\left(i_{5}-i_{6}\right) \rho\left(i_{5}-i_{7}\right) \rho\left(i_{6}-i_{8}\right),
\end{aligned}
$$

where

$$
\left.M_{q}^{(2)}=\left(\prod_{j=1}^{8} c_{q_{j}}\right) 9 q_{1}\left(q_{1}-1\right)\left(q_{2}-1\right) q_{5}\left(q_{5}-1\right)\left(q_{6}-1\right)\right) .
$$

This yields

$$
\begin{aligned}
\mathrm{E}\left(\left(\Phi_{n, N}^{(2)}\right)^{2}\right) \leq & \frac{1}{n^{4}} \sum_{i_{1}, \ldots, i_{8}=1}^{n} \sum_{q_{1}, \ldots q_{8}=2}^{N} \sum_{\beta \in \mathscr{D}_{q}^{(2)}} K_{q, \beta}^{(2)}\left(\prod_{1 \leq k<l \leq 8}\left|\rho\left(i_{k}-i_{l}\right)\right|^{\beta_{k l}}\right) \\
& \times\left|\rho\left(i_{1}-i_{2}\right) \rho\left(i_{1}-i_{3}\right) \rho\left(i_{2}-i_{4}\right) \rho\left(i_{5}-i_{6}\right) \rho\left(i_{5}-i_{7}\right) \rho\left(i_{6}-i_{8}\right)\right|
\end{aligned}
$$

where

$$
K_{q, \beta}^{(2)}=\frac{9 q_{1} q_{5} \prod_{j=1}^{8}\left|c_{q_{j}}\right|\left(q_{j}-1\right)!}{\prod_{1 \leq k<l \leq 8} \beta_{k l}!}
$$

and

$$
\begin{gathered}
\mathscr{D}_{q}^{(2)}=\left\{\left(\beta_{k l}\right)_{1 \leq k<l \leq 8}: \sum_{k \text { or } l=j} \beta_{k l}=q_{j}-1 \text { for } j=3,4,7,8\right. \\
\text { and } \left.\sum_{k \text { or } l=j} \beta_{k l}=q_{j}-2 \text { for } j=1,2,5,6\right\} .
\end{gathered}
$$

Changing the exponents $\beta_{j k}+1$ in to $\beta_{j k}$ for $(j, k) \in\{(1,2),(1,3),(2,4),(5,6),(5,7),(6,8)\}$, we can write

$$
\mathrm{E}\left(\left(\Phi_{n, N}^{(2)}\right)^{2}\right) \leq \frac{1}{n^{4}} \sum_{i_{1}, \ldots, i_{8}=1}^{n} \sum_{q_{1}, \ldots, q_{8}=2}^{N} \sum_{\beta \in \mathscr{C}_{q}^{(2)}} L_{q, \beta}^{(2)}\left(\prod_{1 \leq k<l \leq 8}\left|\rho\left(i_{k}-i_{l}\right)\right|^{\beta_{k l}}\right)
$$

where

$$
L_{q, \beta}^{(2)}=\frac{9 q_{1} q_{5} \prod_{j=1}^{8}\left|c_{q_{j}}\right|\left(q_{j}-1\right)!}{\left(\beta_{12}-1\right)!\left(\beta_{13}-1\right)!\left(\beta_{24}-1\right)!\left(\beta_{56}-1\right)!\left(\beta_{57}-1\right)\left(\beta_{68}-1\right)!\prod_{(k, l) \in \mathscr{E}} \beta_{k l}!},
$$

with $\mathscr{E}=\{(k, l): 1 \leq k<l \leq 8,(k, l) \neq(1,2),(1,3),(2,4),(5,6),(5,7),(6,8)\}$ and

$$
\mathscr{C}_{q}^{(2)}=\left\{\left(\beta_{k l}\right)_{1 \leq k<l \leq 8}: \sum_{k o r l=j} \beta_{k l}=q_{j} \text { for } j=1, \ldots, 8 \text { and } \beta_{12}, \beta_{13}, \beta_{24}, \beta_{56}, \beta_{57}, \beta_{6,8} \geq 1\right\} .
$$

Then, we have

$$
\left.\mathrm{E}\left(\Phi_{n, N}^{(2)}\right)^{2}\right) \leq \sup _{\beta \in \mathscr{C}_{q}^{(12)}} A_{n, \beta}^{(2)} \sum_{q_{1}, \ldots, q_{8}=2}^{N} \sum_{\beta \in \mathscr{C}_{q}^{(2)}}\left|L_{q, \beta}^{(2)}\right|
$$

where

$$
A_{n, \beta}^{(2)}=\frac{1}{n^{4}} \sum_{i_{1}, \ldots, i_{8}=1}^{n} \prod_{1 \leq j \leq k \leq 8}\left|\rho\left(i_{i}-i_{k}\right)\right|^{\beta_{j k}}
$$

and the supremum is taken over all sets of nonnegative integers $\beta_{j k}, 1 \leq j<k \leq 8$, satisfying $\beta_{12}, \beta_{13}, \beta_{24}, \beta_{56}, \beta_{57}, \beta_{68} \geq 1, \beta_{j k} \leq 2$ for $1 \leq j<k \leq 8$ and

$$
2 \leq \sum_{j \text { or } k=\ell} \beta_{j k}, \quad \text { for } \quad 1 \leq \ell \leq 8
$$

We need to estimate $A_{n, \beta}^{(2)}$ and to show that

$$
\begin{equation*}
\sum_{q_{1}, \ldots, q_{8}=2}^{\infty} \sum_{\beta \in \mathscr{C}_{q}^{(2)}} L_{q, \beta}^{(2)}<\infty . \tag{7.32}
\end{equation*}
$$

Estimation of $A_{n, \beta}^{(2)}$ : We claim that

$$
\sup _{\beta} A_{n, \beta}^{(2)} \leq C n^{-1}\left(\sum_{|k| \leq n}|\rho(k)|^{\frac{3}{2}}\right)^{4} .
$$

As in the proof of Theorem 7.15, we will make use of ideas from graph theory. The exponents $\beta_{j k}$ induce an unordered simple graph on the set of vertices $V=\{1,2,3,4,5,8\}$ by putting an edge between $j$ and $k$ whenever $\beta_{j k} \neq 0$. Because $\beta_{12} \geq 1, \beta_{13} \geq 1, \beta_{24} \geq 1, \beta_{56} \geq 1, \beta_{57} \geq 1$ and $\beta_{68} \geq 1$, there are edges connecting the pairs of vertices $(1,2),(1,3),(2,4),(5,6)(5,7)$ and $(6,8)$. Condition (7.41) means that the degree of each vertex is at least 2 . Then we consider two cases, depending whether graph is connected or not.

Case 1: Suppose that the graph is not connected. This means that $\beta_{j k}=0$ if $j \in\{1,2,3,4\}$ and $k \in\{5,6,7,8\}$ and there is no edge between the sets $V_{1}=\{1,2,3,4\}$ and $V_{2}=\{5,6,7,8\}$. Therefore,

$$
A_{n, \beta}^{(2)} \leq\left(A_{n, \beta}^{(0)}\right)^{2},
$$

where

$$
A_{n, \beta}^{(0)}=\frac{1}{n^{2}} \sum_{i_{1}, \ldots, i_{4}=1}^{n} \prod_{1 \leq j \leq k \leq 4}\left|\rho\left(i_{i}-i_{k}\right)\right|^{\beta_{j k}}
$$

and the nonnegative integers $\beta_{j k}, 1 \leq j<k \leq 4$, satisfy $\beta_{12}, \beta_{13}, \beta_{24} \geq 1, \beta_{j k} \leq 2$ for $1 \leq j<k \leq 4$ and

$$
2 \leq \sum_{j \text { or } k=\ell} \beta_{j k}, \quad \text { for } \quad 1 \leq \ell \leq 4
$$

As a consequence, $\beta_{23}+\beta_{34} \geq 1$ and $\beta_{14}+\beta_{34} \geq 1$. This means $\beta_{34} \geq 1$ or both $\beta_{23}$ and $\beta_{14}$ are larger or equal than one. There are two possible cases:
(i) Suppose $\beta_{34} \geq 1$, Considering the worst case, we can assume that $\beta_{34}=1$. Then, applying (A.1) and Hölder's inequality, we obtain

$$
A_{n, \beta}^{(0)} \leq n^{-1} \sum_{\left|k_{1}\right|,\left|k_{2}\right|,\left|k_{3}\right| \leq n}\left|\rho\left(k_{1}\right) \rho\left(k_{2}\right) \rho\left(k_{3}\right) \rho\left(k_{1}+k_{3}-k_{2}\right)\right| \leq n^{-1}\left(\sum_{|k| \leq n}|\rho(k)|^{\frac{4}{3}}\right)^{3}
$$

By Hölder's inequality, we can show that

$$
\left(A_{n, \beta}^{(0)}\right)^{2} \leq C n^{-1}\left(\sum_{|k| \leq n}|\rho(k)|^{\frac{3}{2}}\right)^{4} .
$$

(ii) Suppose $\beta_{23} \geq 1$ and $\beta_{14} \geq 1$. Then,

$$
A_{n, \beta}^{(0)} \leq n^{-1} \sum_{\left|k_{1}\right|,\left|k_{2}\right|,\left|k_{3}\right| \leq n}\left|\rho\left(k_{1}\right) \rho\left(k_{2}\right) \rho\left(k_{3}\right) \rho\left(k_{1}+k_{3}\right) \rho\left(k_{1}-k_{2}\right)\right|,
$$

and this case can be treated as (7.31).

Case 2: Suppose that the graph is connected. This means that there is an edge connecting the sets $V_{1}$ and $V_{2}$. Suppose that $\beta_{\alpha_{0} \delta_{0}} \geq 1$, where $\alpha_{0} \in\{1,2,3,4\}$ and $\delta_{0} \in\{5,6,7,8\}$. We have then 7 nonzero coefficients $\beta$ : $\beta_{12}, \beta_{13}, \beta_{24}, \beta_{56}, \beta_{57}, \beta_{68}$ and $\beta_{\alpha_{0} \delta_{0}}$. Because all the edges have at least degree 2 , there must be another nonzero coefficient $\beta$. Assume it is $\beta_{\alpha_{1} \delta_{1}}$. Then, the worse case will be when $\beta_{12}=\beta_{13}=\beta_{24}=\beta_{56}=\beta_{57}=\beta_{68}=\beta_{\alpha_{0} \delta_{0}}=\beta_{\alpha_{1} \delta_{1}}=1$ and all the other coefficients are zero. Consider the change of variables $i_{1}-i_{2}=k_{1}, i_{1}-i_{3}=k_{2}, i_{2}-i_{4}=k_{3}, i_{5}-i_{6}=k_{4}$, $i_{5}-i_{7}=k_{5}, i_{6}-i_{8}=k_{6}, i_{\alpha_{0}}-i_{\delta_{0}}=k_{7}$. Then, it is easy to show that $i_{\alpha_{1}}-i_{\delta_{1}}=\mathbf{k} \cdot \mathbf{v}$, where $\mathbf{k}=\left(k_{1}, \ldots, k_{5}\right)$ and $\mathbf{v}$ is a 7 -dimensional vector whose components are 0,1 or -1 . Then, using (A.2) and Hölder's inequality, we obtain

$$
A_{n, \beta}^{(1)} \leq C n^{-2}\left(\sum_{|k| \leq n}|\rho(k)|\right)^{6} \leq C n^{-2}\left(\sum_{|k| \leq n}|\rho(k)|^{\frac{3}{2}}\right)^{4}
$$

Proof of (7.32): We have

$$
\begin{aligned}
\sum_{q_{1}, \ldots, q_{8}=2}^{\infty} \sum_{\beta \in \mathscr{C}_{q}^{(2)}} L_{q, \beta}^{(2)} & =9 \mathrm{E}\left(\left|A\left(g^{\prime \prime}\right)^{(N)}\left(X_{1}\right) A\left(g_{1}^{\prime}\right)\left(X_{1}\right) A\left(g_{1}\right)\left(X_{1}\right)^{2}\right|^{2}\right) \\
& \leq 9\left\|A\left(g^{\prime \prime}\right)^{(N)}\right\|_{L^{8}(\mathbb{R}, \phi(x) d x)}^{2}\left\|A\left(g_{1}^{\prime}\right)^{(N)}\right\|_{L^{8}(\mathbb{R}, \phi(x) d x)}^{2}\left\|A\left(g_{1}\right)^{(N)}\right\|_{L^{8}(\mathbb{R}, \phi(x) d x)}^{4}
\end{aligned}
$$

which converges as $N \rightarrow \infty$ to

$$
9\left\|A\left(g^{\prime \prime}\right)\right\|_{L^{8}(\mathbb{R}, \phi(x) d x)}^{2}\left\|A\left(g_{1}^{\prime}\right)\right\|_{L^{8}(\mathbb{R}, \phi(x) d x)}^{2}\left\|A\left(g_{1}\right)\right\|_{L^{8}(\mathbb{R}, \phi(x) d x)}^{4}<\infty .
$$

Case $i=3$. The term $\mathrm{E}\left[\left[\left|\Phi_{n, N}^{(3)}\right|^{2}\right]\right]$ can be handled in a similar way and we omit the details.

### 7.3.3 Some other results

In [46] this estimate is obtained applying Poincare inequality to estimate the variance plus twice the integration-by-parts formula and for this reason one requires the function $f$ to be four times differentiable.

## Theorem 7.11.

(i) For functions $f \in \mathbb{D}^{4,4}(\mathbb{R}, \phi(x) d x)$ with Hermite rank $d=2$, then (7.11).
(ii) For functions $f \in \mathbb{D}^{3 d-2,4}(\mathbb{R}, \phi(x) d x)$ with Hermite rank $d \geq 3$, then (7.12).

In [41] assuming only $f \in \mathbb{D}^{1,4}(\mathbb{R}, \phi(x) d x)$ and applying Gebelein's inequality, instead of Poincare's inequality to estimate the variance of $\left\langle D F_{n}, u_{n}\right\rangle_{\mathfrak{H}}$ the authors have obtained the following weaker bound. This result applies to the case where $f(x)=|x|-\mathrm{E}[|Z|]$.

Theorem 7.12.
(i) For functions $f \in \mathbb{D}^{1,4}(\mathbb{R}, \phi(x) d x)$ with Hermite rank $d=2$,

$$
d_{\mathrm{TV}}\left(Y_{n}, Z\right) \leq \frac{C}{\sqrt{n}}
$$

(ii) For even functions $f \in \mathbb{D}^{1,4}(\mathbb{R}, \phi(x) d x)$,

$$
d_{\mathrm{TV}}\left(Y_{n}, Z\right) \leq \frac{C}{\sqrt{n}}\left(\sum_{|k| \leq n}|\rho(k)|\right)
$$

In [41], using a non-trivial combination of Gabelein's inequality and some new estimates involving Malliavin operators, authors obtained following result under minimal regularity assumptions. In particular, this result applies to the functions $f(x)=|x|^{p}-\mathrm{E}\left[|Z|^{p}\right]$ for any $p \geq 1$.

## Theorem 7.13.

(i) For functions $f \in L^{2}(\mathbb{R}, \phi(x) d x) \cap \mathbb{D}^{1,4}(\mathbb{R}, \phi(x) d x)$ with Hermite rank $d=2$,

$$
d_{\mathrm{TV}}\left(Y_{n}, Z\right) \leq \frac{C}{\sqrt{n}}\left(\sum_{|k| \leq n}|\rho(k)|\right)^{1 / 2}+\frac{C}{\sqrt{n}}\left(\sum_{|k| \leq n}|\rho(k)|^{4 / 3}\right)^{3 / 2}
$$

It is also important to note the following lemma from [41] to conclude that under the assumptions Theorem 7.13 convergence in total variation holds if $\|\rho\|_{l^{2}}<\infty$.

Lemma 7.14. Let $\{\rho(k)\}_{k \in \mathbb{Z}} \in l^{2}$, and $0<\alpha<2$ and $\beta, \gamma>0$ be such that

$$
\frac{2-\alpha}{2} \leq \frac{\gamma}{\beta}
$$

Then,

$$
\lim _{n \rightarrow \infty} \frac{1}{n^{\gamma}}\left(\sum_{|k| \leq n}|\rho(k)|^{\alpha}\right)^{\beta}
$$

### 7.4 Wasserstein distance

Theorem 7.15. For functions $f \in L^{2}(\mathbb{R}, \phi(x) d x)$ with Hermite rank $d=2$,

$$
d_{\mathrm{W}}\left(Y_{n}, Z\right) \leq \frac{C}{\sqrt{n}}\left(\sum_{|k| \leq n}|\rho(k)|\right)^{1 / 2}+\frac{C}{\sqrt{n}}\left(\sum_{|k| \leq n}|\rho(k)|^{3 / 2}\right)^{2}
$$

provided $A(f)=\sum_{q=d}^{\infty}\left|a_{q}\right| H_{q}(x) \in \mathbb{D}^{2,6}(\mathbb{R}, \phi(x) d x)$.
Proof. Using the same ideas, we have the estimate

$$
\begin{equation*}
d_{W}\left(Y_{n}, Z\right) \leq C \sqrt{\operatorname{Var}\left[\left\langle D^{2} V_{n}, v_{n}\right\rangle_{\mathfrak{H}^{\otimes 2}}\right]}+C \mathrm{E}\left[\left(\left|\left\langle D V_{n} \otimes D V_{n}, F_{n}\right\rangle_{\mathfrak{S}^{\otimes 2}}\right|\right] .\right. \tag{7.33}
\end{equation*}
$$

Therefore, we need to estimate the quantities

$$
\operatorname{Var}\left[\left\langle D^{2} F_{n}, v_{n}\right\rangle_{\mathfrak{s}^{\otimes 2}}\right] \text { and } \mathrm{E}\left[\left\langle\left\langle D F_{n} \otimes D F_{n}, v_{n}\right\rangle_{\mathfrak{s}^{\otimes 2}}\right|\right] .
$$

(i) Estimation of $\operatorname{Var}\left[\left\langle D^{2} F_{n}, v_{n}\right\rangle_{\mathfrak{H}^{\otimes 2}}\right]$. We will follow similar arguments as in the proof of Theorem 7.8. First, we write

$$
\left\langle D^{2} F_{n}, v_{n}\right\rangle_{\mathfrak{H}^{\otimes 2}}=\frac{1}{n} \sum_{i, j=1}^{n} g^{\prime \prime}\left(X_{i}\right) g_{2}\left(X_{j}\right) \rho^{2}(i-j)
$$

Using a limit argument, we obtain

$$
\left\langle D^{2} F_{n}, v_{n}\right\rangle_{\mathfrak{H}^{\otimes 2}}=\lim _{N \rightarrow \infty} \Phi_{n, N}
$$

where the convergence holds in $L^{1}(\Omega)$ and

$$
\Phi_{n, N}=\frac{1}{n} \sum_{i, j=1}^{n} \sum_{q_{1}, q_{2}=2}^{N} c_{q_{1}} c_{q_{2}} q_{1}\left(q_{1}-1\right) H_{q_{1}-2}\left(X_{i}\right) H_{q_{2}-2}\left(X_{j}\right) \rho^{2}(i-j)
$$

Therefore, by Fatou's lemma

$$
\operatorname{Var}\left[\left\langle D^{2} F_{n}, v_{n}\right\rangle_{\mathfrak{H}^{\otimes 2}}\right] \leq \liminf _{N \rightarrow \infty} \operatorname{Var}\left[\Phi_{n, N}\right]
$$

We can write

$$
\begin{align*}
\operatorname{Var}\left[\Phi_{n, N}\right]= & \frac{1}{n^{2}} \sum_{i_{1}, i_{2}, i_{3}, i_{4}=1}^{n} \sum_{q_{1}, q_{2}, q_{3}, q_{4}=2}^{N} q_{1}\left(q_{1}-1\right) q_{3}\left(q_{3}-1\right) c_{q_{1}} c_{q_{2}} c_{q_{3}} c_{q_{4}} \rho^{2}\left(i_{1}-i_{2}\right) \rho^{2}\left(i_{3}-i_{4}\right) \\
& \times \operatorname{Cov}\left(H_{q_{1}-2}\left(X_{i_{1}}\right) H_{q_{2}-2}\left(X_{i_{2}}\right), H_{q_{3}-2}\left(X_{i_{3}}\right) H_{q_{4}-2}\left(X_{i_{4}}\right)\right) . \tag{7.34}
\end{align*}
$$

With a very similar calculation as in the proof of Theorem 7.8, we have

$$
\begin{equation*}
\operatorname{Cov}\left[H_{q_{1}-1}\left(X_{i_{1}}\right) H_{q_{2}-1}\left(X_{i_{2}}\right), H_{q_{3}-1}\left(X_{i_{3}}\right) H_{q_{4}-1}\left(X_{i_{4}}\right)\right]=\sum_{\beta \in \mathscr{D}_{q}^{\prime}} C_{q, \beta} \prod_{1 \leq j<k \leq 4} \rho\left(i_{j}-i_{k}\right)^{\beta_{j k}}, \tag{7.35}
\end{equation*}
$$

where $\mathscr{D}_{q}^{\prime}$ is the set of nonnegative integers $\beta_{j k}, 1 \leq j<k \leq 4$, satisfying

$$
\begin{equation*}
q_{\ell}-2=\sum_{j \text { or } k=\ell} \beta_{j k}, \quad \text { for } \quad 1 \leq \ell \leq 4 \tag{7.36}
\end{equation*}
$$

and

$$
\beta_{13}+\beta_{14}+\beta_{23}+\beta_{24} \geq 1 .
$$

Substituting (7.35) into (7.34) yields

$$
\begin{aligned}
\operatorname{Var}\left[\Phi_{n, N}\right]= & \frac{1}{n^{2}} \sum_{i_{1}, i_{2}, i_{3}, i_{4}=1}^{n} \sum_{q_{1}, q_{2}, q_{3}, q_{4}=2}^{N} \sum_{\beta \in \mathscr{Q}_{q}^{\prime}} C_{q, \beta} q_{1}\left(q_{1}-1\right) q_{3}\left(q_{3}-1\right) c_{q_{1}} c_{q_{2}} c_{q_{3}} c_{q_{4}} \\
& \times \rho^{\beta_{12}+2}\left(i_{1}-i_{2}\right) \rho^{\beta_{13}}\left(i_{1}-i_{3}\right) \rho^{\beta_{14}}\left(i_{1}-i_{4}\right) \rho^{\beta_{23}}\left(i_{2}-i_{3}\right) \rho^{\beta_{24}}\left(i_{2}-i_{4}\right) \rho^{\beta_{34}+2}\left(i_{3}-i_{4}\right) .
\end{aligned}
$$

Replacing $\beta_{12}+2$ and $\beta_{34}+2$ by $\beta_{12}$ and $\beta_{34}$, the above equality can be rewritten as

$$
\operatorname{Var}\left[\Phi_{n, N}\right]=\frac{1}{n^{2}} \sum_{i_{1}, i_{2}, i_{3}, i_{4}=1}^{n} \sum_{q_{1}, q_{2}, q_{3}, q_{4}=2}^{N} \sum_{\beta \in \mathscr{E}_{q}} K_{q, \beta} c_{q_{1}} c_{q_{2}} c_{q_{3}} c_{q_{4}} \prod_{1 \leq j<k \leq 4} \rho\left(i_{j}-i_{k}\right)^{\beta_{j k}},
$$

where

$$
K_{q, \beta}=\frac{q_{1}!\left(q_{2}-2\right)!q_{3}!\left(q_{4}-2\right)!}{\left(\beta_{12}-2\right)!\beta_{13}!\beta_{14}!\beta_{23}!\beta_{24}!\left(\beta_{34}-2\right)!}
$$

and $\mathscr{E}_{q}$ is the set of nonnegative integers $\beta_{j k}, 1 \leq j<k \leq 4$, satisfying $\beta_{13}+\beta_{14}+\beta_{23}+\beta_{24} \geq 1$, $\beta_{12} \geq 2, \beta_{34} \geq 2$ and

$$
q_{\ell}=\sum_{j \text { or } k=\ell} \beta_{j k}, \quad \text { for } \quad 1 \leq \ell \leq 4 .
$$

We can write

$$
\operatorname{Var}\left[\Phi_{n, N}\right] \leq \sup _{\beta} A_{n, \beta} \sum_{q_{1}, q_{2}, q_{3}, q_{4}=2}^{N} \sum_{\beta \in \mathscr{E}_{q}} K_{q, \beta}\left|c_{q_{1}} c_{q_{2}} c_{q_{3}} c_{q_{4}}\right|,
$$

where

$$
A_{n, \beta}=\frac{1}{n^{2}} \sum_{i_{1}, i_{2}, i_{3}, i_{4}=1}^{n} \prod_{1 \leq j<k \leq 4}\left|\rho\left(i_{j}-i_{k}\right)\right|^{\beta_{j k}}
$$

and the supremum is taken over all sets of nonnegative integers $\beta_{j k}, 1 \leq j<k \leq 4$, satisfying $\beta_{13}+\beta_{14}+\beta_{23}+\beta_{24} \geq 1, \beta_{12} \geq 2, \beta_{34} \geq 2$, for $1 \leq j<k \leq 4$ and

$$
2 \leq \sum_{j \text { or } k=\ell} \beta_{j k}, \quad \text { for } \quad 1 \leq \ell \leq 4
$$

Then, in this case we have

$$
A_{n, \beta} \leq \frac{1}{n^{2}} \sum_{i_{1}, i_{2}, i_{3}, i_{4}=1}^{n}\left|\rho\left(i_{1}-i_{2}\right)^{2} \rho\left(i_{\alpha_{1}}-i_{\alpha_{2}}\right) \rho\left(i_{3}-i_{4}\right)^{2}\right|
$$

where $\alpha_{1} \in\{1,2\}$ and $\alpha_{2} \in\{3,4\}$. After making the change $i_{1}=i_{1}, k_{1}=i_{1}-i_{2}, k_{2}=i_{\alpha_{1}}-i_{\alpha_{2}}$ and $k_{3}=i_{3}-i_{4}$, we obtain

$$
A_{n, \beta} \leq \frac{1}{n} \sum_{\left|k_{i}\right| \leq n, i=1,2,3}\left|\rho\left(k_{1}\right)^{2} \rho\left(k_{2}\right) \rho\left(k_{3}\right)^{2}\right| \leq \frac{C}{n} \sum_{|k| \leq n}|\rho(k)| .
$$

Now, it is left to show that

$$
\begin{equation*}
\sum_{q_{1}, q_{2}, q_{3}, q_{4}=2}^{N} \sum_{\beta \in \mathscr{E}_{q}} K_{q, \beta}\left|c_{q_{1}} c_{q_{2}} c_{q_{3}} c_{q_{4}}\right|<\infty . \tag{7.37}
\end{equation*}
$$

We have

$$
\begin{aligned}
& \sum_{q_{1}, q_{2}, q_{3}, q_{4}=2}^{N} \sum_{\beta \in \mathscr{E}_{q}} K_{q, \beta}\left|c_{q_{1}} c_{q_{2}} c_{q_{3}} c_{q_{4}}\right|=\sum_{q_{1}, q_{2}, q_{3}, q_{4}=2}^{N} q_{1}\left(q_{1}-1\right) q_{3}\left(q_{3}-1\right)\left|c_{q_{1}} c_{q_{2}} c_{q_{3}} c_{q_{4}}\right| \\
\times & \mathrm{E}\left[H_{q_{1}-2}\left(X_{1}\right) H_{q_{2}-2}\left(X_{1}\right) H_{q_{3}-2}\left(X_{1}\right) H_{q_{4}-2}\left(X_{1}\right)\right] \\
= & \mathrm{E}\left[\left(A\left(g^{\prime \prime}\right)^{(N)}\right)^{2}\left(A\left(g_{2}\right)^{(N)}\right)^{2}\right] .
\end{aligned}
$$

By Hölder's inequality, we obtain

$$
\sum_{q_{1}, q_{2}, q_{3}, q_{4}=2}^{N} \sum_{\beta \in \mathscr{E}_{q}} K_{q, \beta}\left|c_{q_{1}} c_{q_{2}} c_{q_{3}} c_{q_{4}}\right| \leq\left\|A\left(g^{\prime \prime}\right)^{(N)}\right\|_{L^{4}(\mathbb{R}, \gamma)}^{1 / 2}\left\|A\left(g_{2}\right)^{(N)}\right\|_{L^{4}(\mathbb{R}, \gamma)}^{1 / 2} .
$$

From the hypothesis and the Proposition 7.18, $\left(A\left(g^{\prime \prime}\right)^{(N)}\right)^{2}$ and $\left(A\left(g_{2}\right)^{(N)}\right)^{2}$ converge to $A\left(g^{\prime \prime}\right)^{2}$ and $A\left(g_{2}\right)^{2}$ in $L^{2}(\mathbb{R}, \gamma)$ respectively. Hence, (7.37) holds.
(ii) Estimation of $\mathrm{E}\left[\left|\left\langle D F_{n} \otimes D F_{n}, v_{n}\right\rangle_{\mathfrak{H}^{\otimes 2}}\right|\right]$. We can write

$$
\left\langle D F_{n} \otimes D F_{n}, v_{n}\right\rangle_{\mathfrak{H}} \otimes 2=n^{-\frac{3}{2}} \sum_{i, j, k=1}^{n} g^{\prime}\left(X_{i}\right) g^{\prime}\left(X_{j}\right) g_{2}\left(X_{k}\right) \rho(i-k) \rho(j-k) .
$$

We have, in the $L^{1}(\Omega)$ sense,

$$
\left\langle D F_{n}, u_{n}\right\rangle_{\mathfrak{H}}=\lim _{N \rightarrow \infty} \Psi_{n, N}
$$

where

$$
\Psi_{n, N}=n^{-\frac{3}{2}} \sum_{i, j, k=1}^{n} \sum_{q_{1}, q_{2}, q_{3}=2}^{N} c_{q_{1}} c_{q_{2}} c_{q_{3}} q_{1} q_{2} H_{q_{1}-1}\left(X_{i}\right) H_{q_{2}-1}\left(X_{j}\right) H_{q_{3}-2}\left(X_{k}\right) \rho(i-k) \rho(j-k) .
$$

Therefore, by Fatou's lemma

$$
\mathrm{E}\left[\langle D F \otimes D F, v\rangle_{\mathfrak{H}^{\otimes 2}}^{2}\right] \leq \liminf _{N \rightarrow \infty} \mathrm{E}\left[\Psi_{n, N}^{2}\right] .
$$

We can write

$$
\begin{align*}
\mathrm{E}\left[\Psi_{n, N}^{2}\right]=n^{-3} & \sum_{i_{1}, \ldots, i_{6}=1}^{n} \sum_{q_{1}, \ldots, q_{6}=2}^{N}\left(\prod_{i=1}^{6} c_{q_{i}}\right) q_{1} q_{2} q_{4} q_{5} \\
& \times \mathrm{E}\left[H_{q_{1}-1}\left(X_{i_{1}}\right) H_{q_{2}-1}\left(X_{i_{2}}\right) H_{q_{3}-2}\left(X_{i_{3}}\right) H_{q_{4}-1}\left(X_{i_{4}}\right) H_{q_{5}-1}\left(X_{i_{5}}\right) H_{q_{6}-2}\left(X_{i_{6}}\right)\right] \\
& \times \rho\left(i_{1}-i_{3}\right) \rho\left(i_{2}-i_{3}\right) \rho\left(i_{4}-i_{6}\right) \rho\left(i_{5}-i_{6}\right) . \tag{7.38}
\end{align*}
$$

Using Lemma 7.17, we obtain

$$
\begin{align*}
& \mathrm{E}\left[H_{q_{1}-1}\left(X_{i_{1}}\right) H_{q_{2}-1}\left(X_{i_{2}}\right) H_{q_{3}-2}\left(X_{i_{3}}\right) H_{q_{4}-1}\left(X_{i_{4}}\right) H_{q_{5}-1}\left(X_{i_{5}}\right) H_{q_{6}-2}\left(X_{i_{6}}\right)\right] \\
& =\sum_{\beta \in \mathscr{D}_{q}} C_{q, \beta} \prod_{1 \leq j<k \leq 6} \rho\left(i_{j}-i_{k}\right)^{\beta_{j k}}, \tag{7.39}
\end{align*}
$$

where

$$
C_{q, \beta}=\frac{\left(q_{3}-2\right)!\left(q_{6}-2\right)!\prod_{j=1,2,4,5}^{4}\left(q_{j}-1\right)!}{\prod_{1 \leq j<k \leq 6} \beta_{j k}!}
$$

and $\mathscr{D}_{q}$ is the set of nonnegative integers $\beta_{j k}, 1 \leq j<k \leq 6$, satisfying

$$
\begin{align*}
q_{\ell}-1 & =\sum_{j \text { or } k=\ell} \beta_{j k}, \text { for } \quad \ell=1,2,4,5, \\
q_{3}-2 & =\sum_{j \text { or } k=3} \beta_{j k}, \\
q_{6}-2 & =\sum_{j \text { or } k=6} \beta_{j k} . \tag{7.40}
\end{align*}
$$

Replacing (7.39) into (7.38) yields

$$
\begin{aligned}
& \mathrm{E}\left(\Psi_{n, N}^{2}\right)=n^{-3} \sum_{i_{1}, \ldots, i_{6}=1}^{n} \sum_{q_{1}, \ldots, q_{6}=2}^{N} \sum_{\beta \in \mathscr{Q}_{q}} C_{q, \beta}\left(\prod_{i=1}^{6} c_{q_{i}}\right) q_{1} q_{2} q_{4} q_{5} \\
& \times \rho\left(i_{1}-i_{3}\right) \rho\left(i_{2}-i_{3}\right) \rho\left(i_{4}-i_{6}\right) \rho\left(i_{5}-i_{6}\right) \prod_{j, k=1, j<k}^{6} \rho\left(i_{j}-i_{k}\right)^{\beta_{j k}} .
\end{aligned}
$$

Substituting $\beta_{13}+1, \beta_{23}+1, \beta_{46}+1$ and $\beta_{56}+1$ by $\beta_{13}, \beta_{23}, \beta_{46}$ and $\beta_{56}$, respectively, we can write

$$
\mathrm{E}\left(\Psi_{n, N}^{2}\right)=n^{-3} \sum_{i_{1}, \ldots, i_{6}=1}^{n} \sum_{q_{1}, \ldots, q_{6}=2}^{N} \sum_{\beta \in \mathscr{E}_{q}} K_{q, \beta}\left(\prod_{i=1}^{6} c_{q_{i}}\right) q_{1} q_{2} q_{4} q_{5} \prod_{j, k=1, j<k}^{6} \rho\left(i_{j}-i_{k}\right)^{\beta_{j k}}
$$

where

$$
K_{q, \beta}=\frac{\beta_{13} \beta_{23} \beta_{46} \beta_{56}\left(q_{3}-2\right)!\left(q_{6}-2\right)!\prod_{j=1,2,4,5}^{4}\left(q_{j}-1\right)!}{\prod_{j, k=1, j<k}^{6} \beta_{j k}!}
$$

and $\mathscr{E}_{q}$ is the set of nonnegative integers $\beta_{j k}, 1 \leq j<k \leq 6$, satisfying

$$
q_{\ell}=\sum_{j \text { or } k=\ell} \beta_{j k}, \quad \text { for } \quad \ell=1, \ldots, 6
$$

Hence

$$
\mathrm{E}\left(\Psi_{n, N}^{2}\right) \leq \sup _{\beta} A_{n, \beta} \sum_{q_{1}, \ldots, q_{6}=2}^{N} \sum_{\beta \in \mathscr{E}_{q}} K_{q, \beta}\left(\prod_{i=1}^{6}\left|c_{q_{i}}\right|\right) q_{1} q_{2} q_{4} q_{5},
$$

where

$$
A_{n, \beta}=n^{-3} \sum_{i_{1}, \ldots, i_{6}=1}^{n} \prod_{1 \leq j<k \leq 6}\left|\rho\left(i_{j}-i_{k}\right)\right|^{\beta_{j k}}
$$

and the supremum is taken over all sets of nonnegative integers $\beta_{j k}, j, k=1, \ldots, 6, j<k$, satisfying $\beta_{13} \geq 1, \beta_{23} \geq 1, \beta_{46} \geq 1, \beta_{56} \geq 1$ and

$$
\begin{equation*}
2 \leq \sum_{j \text { or } k=\ell} \beta_{j k}, \quad \text { for } \quad \ell=1, \ldots, 6 \tag{7.41}
\end{equation*}
$$

As in the proof of Theorem 7.8, we can show that

$$
\begin{equation*}
\sum_{q_{1}, \ldots, q_{6}=2}^{\infty} \sum_{\beta \in \mathscr{E}_{q}} K_{q, \beta}\left(\prod_{i=1}^{6}\left|c_{q_{i}}\right|\right) q_{1} q_{2} q_{4} q_{5}<\infty . \tag{7.42}
\end{equation*}
$$

In fact,

$$
\begin{aligned}
& \sum_{q_{1}, \ldots, q_{6}=2}^{N} \sum_{\beta \in \mathscr{E}_{q}} K_{q, \beta}\left(\prod_{i=1}^{6}\left|c_{q_{i}}\right|\right) q_{1} q_{2} q_{4} q_{5}=\sum_{q_{1}, \ldots, q_{6}=2}^{N}\left(\prod_{i=1}^{6}\left|c_{q_{i}}\right|\right) q_{1} q_{2} q_{4} q_{5} \\
\times & \mathrm{E}\left[H_{q_{1}-1}\left(X_{1}\right) H_{q_{2}-1}\left(X_{1}\right) H_{q_{3}-2}\left(X_{1}\right) H_{q_{4}-1}\left(X_{1}\right) H_{q_{5}-1}\left(X_{1}\right) H_{q_{6}-2}\left(X_{1}\right)\right] \\
= & \mathrm{E}\left[\left(A\left(g^{\prime}\right)^{(N)}\right)^{4}\left(X_{1}\right)\left(A\left(g_{2}\right)^{(N)}\right)^{2}\left(X_{1}\right)\right],
\end{aligned}
$$

where, as before, $A\left(g^{\prime}\right)^{(N)}$ and $A\left(g_{2}\right)^{(N)}$ are the truncated expansions of $A\left(g^{\prime}\right)$ and $A\left(g_{2}\right)$, respectively. By Hölder's inequality, we can write

$$
\sum_{q_{1}, \ldots, q_{6}=2}^{N} \sum_{\beta \in \mathscr{E}_{q}} K_{q, \beta}\left(\prod_{i=1}^{6}\left|c_{q_{i}}\right|\right) q_{1} q_{2} q_{4} q_{5} \leq\left\|A\left(g^{\prime}\right)^{(N)}\right\|_{L^{6}(\mathbb{R}, \gamma)}^{\frac{2}{3}}\left\|A\left(g_{2}\right)^{(N)}\right\|_{L^{6}(\mathbb{R}, \gamma)}^{\frac{1}{3}} .
$$

From our hypothesis and in view of Proposition 7.18, $\left(A\left(g^{\prime}\right)^{(N)}\right)^{3}$ and $\left(A\left(g_{2}\right)^{(N)}\right)^{3}$ converge in $L^{2}(\mathbb{R}, \gamma)$ to $A\left(g^{\prime}\right)$ and $A\left(g_{2}\right)$, respectively. Thus, (7.42) holds true.

To complete the proof, it remains to show that,

$$
\sup _{\beta} A_{n, \beta} \leq C n^{-1}\left(\sum_{|k| \leq n}|\rho(k)|^{\frac{3}{2}}\right)^{4}
$$

As in the proof of Theorem 7.8, in order to show this estimate we will make use of some ideas from graph theory. The exponents $\beta_{j k}$ induce an unordered simple graph on the set of vertices $V=\{1,2,3,4,5,6\}$ by putting an edge between $j$ and $k$ whenever $\beta_{j k} \neq 0$. Because $\beta_{13} \geq 1$, $\beta_{23} \geq 1, \beta_{46} \geq 1$ and $\beta_{56} \geq 1$, there are edges connecting the pairs of vertices $(1,3),(2,3),(4,6)$ and $(5,6)$. Condition (7.41) means that the degree of each vertex is at least 2 . Then we consider two cases, depending whether graph is connected or not.

Case 1: Suppose that the graph is not connected. This implies that $\beta_{12} \geq 1, \beta_{45} \geq 1$ and there is no edge between the sets $V_{1}=\{1,2,3\}$ and $V_{2}=\{4,5,6\}$. The worse case is when $\beta_{12}=\beta_{13}=$ $\beta_{23}=\beta_{45}=\beta_{46}=\beta_{56}=1$ and all the other exponents are zero. In this case we have the estimate

$$
A_{n, \beta} \leq n^{-1}\left(\sum_{\left|k_{1}\right|,\left|k_{2}\right| \leq n}\left|\rho\left(k_{1}\right) \rho\left(k_{2}\right) \rho\left(k_{1}-k_{2}\right)\right|\right)^{2}
$$

Using (A.1), we obtain

$$
A_{n, \beta} \leq C n^{-1}\left(\sum_{|k| \leq n}|\rho(k)|^{\frac{3}{2}}\right)^{4}
$$

Case 2: Suppose that the graph is connected. This means that there is an edge connecting the sets $V_{1}$ and $V_{2}$. Suppose that $\beta_{\alpha_{0} \delta_{0}} \geq 1$, where $\alpha_{0} \in\{1,2,3\}$ and $\delta_{0} \in\{4,5,6\}$. We have then 5 nonzero coefficients $\beta$ : $\beta_{13}, \beta_{23}, \beta_{46}, \beta_{56}$ and $\beta_{\alpha_{0} \delta_{0}}$. Because all the edges have at least degree 2 , there must be at least two more nonzero coefficients $\beta$. Let us denote them by $\beta_{\alpha_{1} \delta_{1}}$ and $\beta_{\alpha_{2} \delta_{2}}$.

Then, the worse case will be when $\beta_{13}=\beta_{23}=\beta_{46}=\beta_{56}=\beta_{\alpha_{0} \delta_{0}}=\beta_{\alpha_{1} \delta_{1}}=\beta_{\alpha_{2} \delta_{2}}=1$ and all the other coefficients are zero. Consider the change of variables $i_{1}-i_{3}=k_{1}, i_{2}-i_{3}=k_{2}, i_{4}-i_{6}=$ $k_{3}, i_{5}-i_{6}=k_{4}, i_{\alpha_{0}}-i_{\delta_{0}}=k_{5}$. Then, $i_{\alpha_{1}}-i_{\delta_{1}}=\mathbf{k} \cdot \mathbf{v}$ and $i_{\alpha_{2}}-i_{\delta_{2}}=\mathbf{k} \cdot \mathbf{w}$, where $\mathbf{k}=\left(k_{1}, \ldots, k_{5}\right)$ and $\mathbf{v}, \mathbf{w}$ are 5 -dimensional linearly independent vectors whose components are 0,1 or -1 . Then, we can write, using (A.3) and Hölder's inequality,

$$
\begin{aligned}
A_{n, \beta} & \leq n^{-2} \sum_{\left|k_{i}\right| \leq n, 2 \leq i \leq 5} \prod_{i=2}^{5}\left|\rho\left(k_{i}\right)\right||\rho(\mathbf{k} \cdot \mathbf{v}) \rho(\mathbf{k} \cdot \mathbf{w})| \leq C n^{-2}\left(\sum_{|k| \leq n}|\rho(k)|\right)^{3} \\
& \leq C n^{-1}\left(\sum_{|k| \leq n}|\rho(k)|^{\frac{3}{2}}\right)^{4}
\end{aligned}
$$

Remark 7.16. In the case $g(x)=x^{2}-1$, the term $\operatorname{Var}\left[\left\langle D^{2} F_{n}, v_{n}\right\rangle_{\mathfrak{H}^{\otimes 2}}\right]$ is zero because $\left\langle D^{2} F_{n}, v_{n}\right\rangle_{\mathfrak{H}^{\otimes 2}}$ is deterministic, and for the second term we get the estimate (7.6).

### 7.5 Technical results

Following we present some technical results with their proofs which are used in the previous sections. We first recall a formula for the expectation of the product of multiple stochastic integrals.

Lemma 7.17. Let $q_{i} \geq 1$ be integers, and consider functions $f_{i} \in \mathfrak{H}^{\odot} q_{i}, i=1, \ldots, M$. Then,

$$
\mathrm{E}\left[\prod_{i=1}^{M} I_{q_{i}}\left(f_{i}\right)\right]=\sum_{\beta \in \mathscr{D}_{q}} C_{q, \beta}\left(\otimes_{i=1}^{M} f_{i}\right)_{\beta}
$$

where

$$
C_{q, \beta}=\frac{\prod_{i=1}^{M} q_{i}!}{\prod_{1 \leq j<k \leq M} \beta_{j k}!},
$$

$\mathscr{D}_{q}$ is the set of nonnegative integers $\beta_{j k}, 1 \leq j<k \leq M$ satisfying

$$
q_{i}=\sum_{j \text { or } k=i} \beta_{j k}, \quad i=1 \ldots, M
$$

and $\left(\otimes_{i=1}^{M} f_{i}\right)_{\beta}$ denotes the contraction of $\beta_{j k}$ indexes between $f_{j}$ and $f_{k}$, for all $1 \leq j<k \leq M$.
Proof. The product formula for multiple stochastic integrals (see, for instance, [49, Theorem 6.1.1], or formula (2.1) in [5] for $M=2$ ) says that

$$
\begin{equation*}
\prod_{i=1}^{M} I_{q_{i}}\left(f_{i}\right)=\sum_{\mathscr{P}, \psi} I_{\gamma_{1}+\cdots+\gamma_{M}}\left(\left(\otimes_{i=1}^{M} f_{i}\right)_{\mathscr{P}, \psi}\right) \tag{7.43}
\end{equation*}
$$

where $\mathscr{P}$ denotes the set of all partitions $\left\{1, \ldots, q_{i}\right\}=J_{i} \cup\left(\cup_{k=1, \ldots, M, k \neq i} I_{i k}\right)$, where for any $i, k=$ $1, \ldots, M, I_{i k}$ and $I_{k i}$ have the same cardinality, $\psi_{i k}$ is a bijection between $I_{i k}$ and $I_{k i}$ and $\gamma_{i}=\left|J_{i}\right|$. Moreover, $\left(\otimes_{i=1}^{M} f_{i}\right)_{\mathscr{P}, \psi}$ denotes the contraction of the indexes $\ell$ and $\psi_{i k}(\ell)$ for any $\ell \in I_{i k}$ and any $i, k=1 \ldots, M$. Then, the expectation $\mathrm{E}\left(\prod_{i=1}^{M} I_{q_{i}}\left(f_{i}\right)\right)$ corresponds to the case $\gamma_{1}=\cdots=\gamma_{M}=$ 0 , and, if we specify the number of partitions for fixed cardinalities $\beta_{j k}$, we obtain the desired formula.

In general, given a random variable $F \in L^{2}(\Omega, \mathfrak{F}, \mathrm{P})$ with chaos expansion (Theorem 2.13), the fact that $\mathrm{E}\left[|F|^{p}\right]<\infty$ for some $p>2$ does not imply that the chaos expansion converges in $L^{p}(\Omega, \mathfrak{F}, \mathrm{P})$. The next proposition provides a partial result in this direction for $p=2 M$ and in the one-dimensional case, assuming that all the coefficients are nonnegative.

Proposition 7.18. Consider a function $g \in L^{2}(\mathbb{R}, \mathscr{B}(\mathbb{R}) \phi(x) d x)$, with an expansion of the form $g(x)=\sum_{q=0}^{\infty} c_{q} H_{q}(x)$. Suppose that $c_{q} \geq 0$ for each $q \geq 0$ and $g \in L^{2 M}(\mathbb{R}, \mathscr{B}(\mathbb{R}) \phi(x) d x)$ for some $M \geq 1$. Consider the truncated sequence

$$
\begin{equation*}
g^{(N)}:=\sum_{q=0}^{N} c_{q} H_{q} . \tag{7.44}
\end{equation*}
$$

Then $\left(g^{(N)}\right)^{M}$ converges in $L^{2}(\mathbb{R}, \mathscr{B}(\mathbb{R}) \phi(x) d x)$ to $g^{M}$.

Proof. The proof will be done by induction on $M$. The result is clearly true for $M=1$. Suppose that $M \geq 2$ and the result holds for $M-1$. Using the product formula for Hermite polynomials, which is a particular case of (7.43), we can write

$$
\begin{aligned}
\left(g^{(N)}\right)^{M} & =\sum_{q_{1}, \ldots, q_{M}=0}^{N} \prod_{i=1}^{M} c_{q_{i}} H_{q_{i}} \\
& =\sum_{q_{1}, \ldots, q_{M}=0}^{N}\left(\prod_{i=1}^{M} c_{q_{i}}\right) \sum_{(\beta, \gamma) \in \widehat{\mathscr{Q}}_{q}} C_{q, \beta, \gamma} H_{\gamma_{1}+\cdots+\gamma_{M}},
\end{aligned}
$$

where

$$
C_{q, \beta, \gamma}=\frac{\prod_{i=1}^{M} q_{i}!}{\prod_{i=1}^{M} \gamma_{i}!\prod_{1 \leq j<k \leq M} \beta_{j k}!},
$$

and $\widehat{\mathscr{D}}_{q}$ is the set of nonnegative integers $\beta_{j k}, 1 \leq j<k \leq M$ and $\gamma_{i}, 1 \leq i \leq M$, satisfying

$$
\begin{equation*}
q_{i}=\gamma_{i}+\sum_{j \text { or } k=i} \beta_{j k}, \quad i=1, \ldots, M \tag{7.45}
\end{equation*}
$$

As a consequence, we obtain

$$
\left(g^{(N)}\right)^{M}=\sum_{m=0}^{\infty} d_{m, N} H_{m},
$$

where

$$
d_{m, N}=\sum_{q_{1}, \ldots, q_{M}=0}^{N}\left(\prod_{i=1}^{M} c_{q_{i}}\right) \sum_{(\beta, \gamma) \in \widehat{\mathscr{D}}_{q}, \gamma_{1}+\cdots+\gamma_{M}=m} C_{q, \beta, \gamma}
$$

The function $g^{M}$ belongs to $L^{2}(\mathbb{R}, \mathscr{B}(\mathbb{R}) \phi(x) d x)$. Therefore, it will have an expansion of the form

$$
g^{M}=\sum_{m=0}^{\infty} d_{m} H_{m}
$$

In order to compute the coefficients $d_{m}$, taking into account that $g H_{m} \in L^{2}(\mathbb{R}, \mathscr{B}(\mathbb{R}) \phi(x) d x)$ and, by the induction hypothesis, $\left(g^{(N)}\right)^{M-1}$ converges to $g^{M-1}$ in $L^{2}(\mathbb{R}, \mathscr{B}(\mathbb{R}) \phi(x) d x)$ as $N \rightarrow \infty$, we can write

$$
d_{m}=\frac{1}{m!} \mathrm{E}\left[g^{M} H_{m}\right]=\lim _{N \rightarrow \infty} \frac{1}{m!} \mathrm{E}\left[g\left(g^{(N)}\right)^{M-1} H_{m}\right] .
$$

To compute the expectation $\mathrm{E}\left[g\left(g^{(N)}\right)^{M-1} H_{m}\right]$ we need the chaos expansion of $\left(g^{(N)}\right)^{M-1} H_{m}$ :

$$
\left(g^{(N)}\right)^{M-1} H_{m}=\sum_{q_{1}, \ldots, q_{M-1}=0}^{N} \prod_{i=1}^{M-1} c_{q_{i}} \sum_{\left(\beta^{\prime}, \gamma^{\prime}\right) \in \widehat{\mathscr{Q}_{q}^{\prime}}} C_{q, \beta^{\prime}, \gamma^{\prime}} H_{\gamma_{1}^{\prime}+\cdots+\gamma_{M}^{\prime}},
$$

where

$$
C_{q, \beta^{\prime}, \gamma}=\frac{m!\prod_{i=1}^{M-1} q_{i}!}{\prod_{i=1}^{M} \gamma_{i}^{\prime}!\prod_{1 \leq j<k \leq M} \beta_{j k}^{\prime}!},
$$

and $\widehat{\mathscr{D}}_{q}^{\prime}$ is the set of $\beta$ 's and $\gamma$ 's such that (7.45) holds for $i=1, \ldots, M-1$ and

$$
m=\gamma_{M}+\sum_{j \text { or } k=M} \beta_{j k}^{\prime}
$$

As a consequence,

$$
\mathrm{E}\left[\left(g\left(g^{(N)}\right)^{M-1} H_{m}\right]=\sum_{q=0}^{\infty} q!c_{q} \sum_{q_{1}, \ldots, q_{M-1}=0}^{N} \prod_{i=1}^{M-1} c_{q_{i}} \sum_{\left(\beta^{\prime} \gamma^{\prime}\right) \in \widehat{\mathscr{O}}_{q}^{\prime}, \gamma_{1}^{\prime}+\cdots+\gamma_{M}^{\prime}=q} C_{q, \beta^{\prime}, \gamma^{\prime}}\right.
$$

and, taking into account that the coefficients $c_{q}$ are nonnegative and putting $q=q_{M}$,

$$
d_{m}=\sum_{q_{1}, \ldots, q_{M}=0}^{\infty} \prod_{i=1}^{M} c_{q_{i}} \sum_{\left(\beta^{\prime}, \gamma^{\prime}\right) \in \widehat{\mathscr{O}}_{q}^{\prime}, \gamma_{1}^{\prime}+\cdots+\gamma_{M}^{\prime}=q_{M}} \frac{\prod_{i=1}^{M} q_{i}!}{\prod_{i=1}^{M} \gamma_{i}^{\prime}!\prod_{1 \leq j<k \leq M} \beta_{j k}^{\prime}!} .
$$

We claim that for any $\left(\beta^{\prime}, \gamma^{\prime}\right) \in \widehat{\mathscr{D}}_{q}^{\prime}$ there exist a unique element $(\beta, \gamma) \in \widehat{\mathscr{D}}_{q}$ such that

$$
\prod_{i=1}^{M} \gamma_{i}!\prod_{1 \leq j<k \leq M} \beta_{j k}!=\prod_{i=1}^{M} \gamma_{i}^{\prime}!\prod_{1 \leq j<k \leq M} \beta_{j k}^{\prime}!
$$

Indeed, it suffices to take $\beta_{j k}=\beta_{j k}^{\prime}$ if $1 \leq j<k \leq M-1, \gamma_{i}=\beta_{i M}^{\prime}$ for $i=1, \ldots, M-1, \gamma_{M}=\gamma_{M}^{\prime}$, and $\beta_{j M}=\gamma_{j}^{\prime}$ for $1 \leq j \leq M-1$. It follows that $\lim _{N \rightarrow \infty} d_{m, N}=d_{m}$. This implies that $\left(g^{(N)}\right)^{M}$ converges in $L^{2}(\mathbb{R}, \mathscr{B}(\mathbb{R}), \phi(x) d x)$ to $g^{M}$ and allows us to complete the proof.

## Appendix A

## Appendix

## A. 1 Some inequalities

We will give some particular versions of Brascamp-Lieb inequality in the following lemma which is obtained in the paper [46] using Brascamp-Lieb inequality. For the general inequality, one can consult the original paper by Brascamp-Lieb in [7].

Lemma A.1. Fix an integer $M \geq 2$. Let $f$ be a non-negative function on the integers and set $\mathbf{k}=\left(k_{1}, \ldots, k_{M}\right)$. Then, we have:
(i) For any vector $\mathbf{v} \in \mathbb{R}^{M}$ whose components are 1 or -1

$$
\begin{equation*}
\sum_{\mathbf{k} \in \mathbb{Z}^{M}} f(\mathbf{k} \cdot \mathbf{v}) \prod_{j=1}^{M} f\left(k_{j}\right) \leq C\left(\sum_{k \in \mathbb{Z}} f(k)^{1+\frac{1}{M}}\right)^{M} . \tag{A.1}
\end{equation*}
$$

(ii) For any vector $\mathbf{v} \in \mathbb{R}^{M}$ whose components are 0 , 1 or -1 , assuming $\sum_{k \in \mathbb{Z}} f(k)^{2}<\infty$,

$$
\begin{equation*}
\sum_{\mathbf{k} \in \mathbb{Z}^{M}} f(\mathbf{k} \cdot \mathbf{v}) \prod_{j=1}^{M} f\left(k_{j}\right) \leq C\left(\sum_{k \in \mathbb{Z}} f(k)\right)^{M-1} \tag{A.2}
\end{equation*}
$$

(iii) Suppose $M \geq 3$. Let $\mathbf{v}, \mathbf{w} \in \mathbb{R}^{M}$ be linearly independent vectors, whose components are 0,1 or -1 . Suppose $\sum_{k \in \mathbb{Z}} f(k)^{2}<\infty$. Then,

$$
\begin{equation*}
\sum_{\mathbf{k} \in \mathbb{Z}^{M}} f(\mathbf{k} \cdot \mathbf{v}) f(\mathbf{k} \cdot \mathbf{w}) \prod_{j=1}^{M} f\left(k_{j}\right) \leq C\left(\sum_{k \in \mathbb{Z}} f(k)\right)^{M-2} \tag{A.3}
\end{equation*}
$$

See [20] for the proof of following extension of the Gronwall's lemma.

Lemma A.2. Let $f_{n}:[0, T] \rightarrow \mathbb{R}_{+}$be a function such that

$$
f_{n+1}(t) \leq \int_{0}^{t} f_{n}(s) g(t-s) d s
$$

for all $t \in[0, T]$ and $n \in \mathbb{N}_{0}$, for a nonnegative function g which is integrable on $[0, T]$. Suppose that $f_{0}(t) \leq M$ for all $t \in[0, T]$. Then for all $n \in \mathbb{N}_{0}$ and $t \in[0, T]$,

$$
f_{n}(t) \leq M a_{n},
$$

where $\left(a_{n}\right)_{n \in \mathbb{N}_{0}}$ is a sequence of positive numbers with the property that $\sum_{n} a_{n}^{1 / p}<\infty$ for all $p \geq 1$. In particular, $\sum_{n} f_{n}(t)^{1 / p}$ converges uniformly on $[0, T]$.

Remark A.3. Note that $a_{n}$ 's only depends on $g$ not $f_{n}$ 's. More precisely, $a_{n}=G(T)^{n} \mathrm{P}\left(S_{n} \leq T\right)$ where $G(T)=\int_{0}^{T} g(s) d s$ and $S_{n}=\sum_{i=1}^{n} X_{i}$ where $\left(X_{i}\right)_{i \in \mathbb{N}}$ are i.i.d. random variables on $[0, T]$ with density $g(s) / G(T)$.

## A. 2 Brownian bridge

$\left\{\widehat{B}_{[a, b]}^{x, y}(s) ; s \in[a, b]\right\}$ denote a $d$-dimensional Brownian bridge in the time interval $[a, b]$ that goes from the starting point $x$ at time $a$ to the end point $y$ at time $b$. We also set $\widehat{B}_{[a, b]}:=\widehat{B}_{[a, b]}^{0,0}$. We recall that the Brownian bridge $\widehat{B}_{[a, b]}^{x, y}$ can be expressed as

$$
\begin{equation*}
\widehat{B}_{[a, b]}^{x, y}(s)=\widehat{B}_{[a, b]}(s)+\frac{s-a}{b-a} y+\frac{b-s}{b-a} x, \quad x, y \in \mathbb{R}^{d} . \tag{A.4}
\end{equation*}
$$

Proposition A.4. Fix an integer $k \geq 2$. Let $B_{[a, b]}^{j}, j=1, \ldots, k$ be independent $d$-dimensional Brownian bridges in $[a, b]$ from 0 to 0 , where $[a, b] \subset[0, t]$. Consider a measurable function $\alpha=$
$\left(\alpha^{j, l}\right)_{1 \leq j<l \leq k}:[a, b] \rightarrow \mathbb{R}^{k(k-1) / 2}$. For each $1 \leq j<l \leq k$ we set

$$
G_{\varepsilon}^{j, l}:=\int_{a}^{b} \Lambda_{\varepsilon}\left(B_{[a, b]}^{j}(s)-B_{[a, b]}^{l}(s)+\alpha^{j, l}(s)\right) d s
$$

Then the following results hold true:
(i) For each $\kappa \in \mathbb{R}$,

$$
\begin{equation*}
\sup _{\varepsilon \in(0,1]} \sup _{\alpha} E\left[\exp \left(\kappa \sum_{1 \leq j<l \leq k} G_{\varepsilon}^{j, l}\right)\right]=K_{t, \kappa}<\infty \tag{A.5}
\end{equation*}
$$

where the constant $K_{t, \kappa}$ only depends on $t$ and $\kappa$.
(ii) For each $1 \leq j<l \leq k$, the random variables $G_{\varepsilon}^{j, l}$ converge in $L^{p}(\Omega)$ for all $p \geq 2$, as $\varepsilon \downarrow 0$, to a limit denoted by $G^{j, l}:=\int_{a}^{b} \Lambda\left(B_{[a, b]}^{j}(s)-B_{[a, b]}^{l}(s)+\alpha^{j, l}(s)\right) d s$.
(iii) We have, for all $\kappa \in \mathbb{R}$,

$$
\lim _{\varepsilon \downarrow 0} \mathrm{E}\left(\exp \left(\kappa \sum_{1 \leq j<l \leq k} G_{\varepsilon}^{j, l}\right)\right)=\mathrm{E}\left(\exp \left(\kappa \sum_{1 \leq j<l \leq k} G^{j, l}\right)\right),
$$

where the convergence is uniform in $\alpha$ and in $a, b$.

Proof. Property (A.5) has been proved in [26] (see Lemma 4.1 and the proof of (4.3) in Proposition 4.2 for details). For property (ii), in view of (A.5) it suffices to show that the convergence holds in $L^{2}(\Omega)$ as $\varepsilon$ tends to zero. This is done by first showing that for any sequence $\varepsilon_{k} \downarrow 0$, the sequence of random variables $G_{\varepsilon_{k}}^{j . l}$ is Cauchy in $L^{2}(\Omega)$. This Cauchy property is established in proof of Proposition 4.2 in [26] for the case $\alpha^{j, l}(x)=x^{j}-x^{l}$ and the case of a general $\alpha$ can be done in a similar way. Finally, the convergence in (iii) is obtained by using properties (i) and (ii) and the elementary inequality $e^{a}-e^{b} \leq \frac{1}{2}\left(e^{a}+e^{b}\right)(a-b)$ for $a>b$.

## A. 3 Some elementary computations

Lemma A.5. For $0<s<t, a, b \in \mathbb{R}^{d}$,

$$
\begin{equation*}
\boldsymbol{p}_{t-s}(a) \boldsymbol{p}_{s}(b)=\boldsymbol{p}_{t}(a+b) \boldsymbol{p}_{\frac{s(t-s)}{t}}\left(b-\frac{s}{t}(a+b)\right) \tag{A.6}
\end{equation*}
$$

Lemma A.6. For $0<r<s<t$ and $y, z, x \in \mathbb{R}$, we have

$$
K_{r, z, s, y}(t, x) \leq C_{t} \Phi_{r, z, s, y}(t, x),
$$

where $\Phi$ and $K$ are defined in (5.28) and (5.35) respectively.

Proof. Using the identity $p_{t}^{2}(a)=\frac{1}{\sqrt{2 \pi t}} p_{t / 2}(a)$, we see that the first term in $K_{r, z, s, y}(t, x)$ is bounded by a constant depending on $t$ times the first term in $\Phi_{r, z, s, y}(t, x)$. So, we estimate the integral term in $K_{r, z, s, y}(t, x)$ that we denote by $I$. Using the above identity for the square of the Gaussian together with the identity (A.6) we get

$$
\begin{aligned}
I= & \int_{s}^{t} \int_{\mathbb{R}} p_{t-\theta}^{2}(x-w) p_{\theta-s}^{2}(w-y) p_{\theta-r}^{2}(w-z) d w d \theta \\
= & \int_{s}^{t} \int_{\mathbb{R}} \frac{1}{\sqrt{(2 \pi)^{3}(t-\theta)(\theta-s)(\theta-r)}} p_{\frac{t-\theta}{2}}(x-w) p_{\frac{\theta-s}{2}}(w-y) p_{\frac{\theta-r}{2}}(w-z) d w d \theta \\
= & p_{\frac{t-s}{2}}(x-y) \int_{s}^{t} \int_{\mathbb{R}} \frac{1}{\sqrt{(2 \pi)^{3}(t-\theta)(\theta-s)(\theta-r)}} p_{\frac{(t-\theta)(\theta-s)}{2(t-s)}}\left(w-y-\frac{\theta-s}{t-s}(x-y)\right) \\
& \quad \times p_{\frac{\theta-r}{2}}(w-z) d w d \theta .
\end{aligned}
$$

Now, applying the semigroup property,

$$
I=\frac{p_{\frac{t-s}{2}}(x-y)}{(2 \pi)^{3 / 2}} \int_{s}^{t} \frac{1}{\sqrt{(t-\theta)(\theta-s)(\theta-r)}} p_{\frac{(t-\theta)(\theta-s)}{2(t-s)}+\frac{\theta-r}{2}}\left(z-y-\frac{\theta-s}{t-s}(x-y)\right) d \theta .
$$

Since for $r<s<\theta<t$

$$
\frac{\theta-r}{2} \leq \frac{(t-\theta)(\theta-s)}{2(t-s)}+\frac{\theta-r}{2} \leq \frac{t-r}{2}
$$

we have

$$
p_{\frac{(t-\theta)(\theta-s)}{2(t-s)}+\frac{\theta-r}{2}}\left(z-y-\frac{\theta-s}{t-s}(x-y)\right) \leq \frac{\sqrt{t-r}}{\sqrt{\theta-r}} p_{\frac{t-r}{2}}\left(z-y-\frac{\theta-s}{t-s}(x-y)\right)
$$

and

$$
\begin{aligned}
I & \leq \frac{p_{\frac{t-s}{2}}(x-y)}{(2 \pi)^{3 / 2}} \int_{s}^{t} \frac{\sqrt{t-r}}{\sqrt{(t-\theta)(\theta-r)^{2}(\theta-s)}} p_{\frac{t-r}{2}}\left(z-y-\frac{\theta-s}{t-s}(x-y)\right) d \theta \\
& \leq \frac{\sqrt{t-r} p_{\frac{t-s}{2}}(x-y)}{(2 \pi)^{3 / 2}} J,
\end{aligned}
$$

where

$$
J=\int_{s}^{t} \frac{\sqrt{t-r}}{(\theta-r) \sqrt{(t-\theta)(\theta-s)}} p_{\frac{t-r}{2}}\left(z-y-\frac{\theta-s}{t-s}(x-y)\right) d \theta .
$$

Making the change of variables $\frac{\theta-s}{t-s}=\gamma$ and putting $\beta=\frac{s-r}{t-s}>0$ yields $\theta-r=\theta-s+s-r=$ $(t-s)(\gamma+\beta)$ and

$$
J=\frac{1}{t-s} \int_{0}^{1}(1-\gamma)^{-\frac{1}{2}} \gamma^{-\frac{1}{2}}(\gamma+\beta)^{-1} p_{\frac{t-r}{2}}(z-y+\gamma(y-x)) d \gamma .
$$

We consider two cases:
Case 1: If $z-y$ and $z-x$ have same sign, then

$$
p_{\frac{t-r}{2}}(z-y+\gamma(y-x)) \leq p_{\frac{t-r}{2}}(z-y)+p_{\frac{t-r}{2}}(z-x) .
$$

Case 2: If $z-y$ and $z-x$ have different sign, suppose firstly that $z-y>0$ and $z-x=z-y+y-x<$
0 . Then, $0<z-y<-(y-x)$; so $|z-y|<|y-x|$ and

$$
p_{\frac{t-r}{2}}(z-y+\gamma(y-x)) \leq \frac{1}{\sqrt{\pi(t-r)}} \mathbf{1}_{\{|y-x|>|z-y|\}} .
$$

Similarly, if $z-y<0$ and $z-x=z-y+y-x>0$, then $0>z-y>-(y-x)$, which implies $|z-y|<|y-x|$ and we end up with the same inequality.

Finally, noting that for $\beta=\frac{s-r}{t-s}>0$

$$
\int_{0}^{1}(1-\gamma)^{-1 / 2} \gamma^{-1 / 2}(\gamma+\beta)^{-1} d \gamma=\frac{1}{\sqrt{\beta(\beta+1)}}=\frac{t-s}{\sqrt{(t-r)(s-r)}}
$$

we get

$$
\begin{aligned}
I & \leq \frac{\sqrt{t-r} p_{\frac{t-s}{2}}(x-y)}{(2 \pi)^{3 / 2}} J \\
& \leq C_{T} \frac{p_{\frac{t-s}{2}}^{2}(x-y)}{\sqrt{s-r}}\left(p_{\frac{t-r}{2}}(z-y)+p_{\frac{t-r}{2}}(z-x)+\mathbf{1}_{\{|y-x|>|z-y|\}}\right) \\
& \leq C_{T}^{\prime} \frac{p_{t-s}^{2}(x-y)}{\sqrt{s-r}}\left(p_{t-r}^{2}(z-y)+p_{t-r}^{2}(z-x)+\mathbf{1}_{\{|y-x|>|z-y|\}}\right),
\end{aligned}
$$

which then completes our proof by taking the square roots on both sides.

Lemma A.7. Let $\Phi$ be as in (5.28) and $(t, x) \in \mathbb{R}_{+} \times \mathbb{R}$. Then,
(a) For fixed $0<r<s<t$,

$$
\int_{\mathbb{R}^{2}} \Phi_{r, z, s, y}(t, x) d y d z \leq C_{t}\left(1+\frac{1}{(s-r)^{1 / 4}}\right) .
$$

(b) For fixed $0<r<s<t$,

$$
\int_{\mathbb{R}^{2}} \Phi_{r, z, s, y}^{2}(t, x) d y d z \leq \frac{C_{t}}{(s-r)^{1 / 2}(t-s)^{1 / 2}}\left(1+\frac{1}{(t-r)^{1 / 2}}\right),
$$

and

$$
\int_{0}^{t} \int_{r}^{t} \int_{\mathbb{R}^{2}} \Phi_{r, z, s, y}^{2}(t, x) d y d z d s d r \leq C_{t}
$$

Proof. Fix $0<r<s<t$ and $x \in \mathbb{R}$. (a) Using the semigroup property and Gaussian integrals, we
have

$$
\begin{aligned}
& \int_{\mathbb{R}^{2}} p_{t-s}(x-y)\left(p_{s-r}(y-z)+\frac{p_{t-r}(z-y)+p_{t-r}(z-x)+\mathbf{1}_{\{|y-x|>|z-y|\}}}{(s-r)^{1 / 4}}\right) d y d z \\
& =1+\frac{1}{(s-r)^{1 / 4}}+\frac{1}{(s-r)^{1 / 4}} \int_{\mathbb{R}^{2}} p_{t-s}(x-y) \mathbf{1}_{\{|y-x|>|z-y|\}} d y d z \\
& \leq C_{t}\left(1+\frac{1}{(s-r)^{1 / 4}}\right) .
\end{aligned}
$$

(b) Using $(a+b)^{2} \leq 2\left(a^{2}+b^{2}\right)$, and $p_{t}^{2}(a)=\frac{1}{2 \pi t} p_{t / 2}(x)$ we have

$$
\begin{aligned}
& \int_{\mathbb{R}^{2}} p_{t-s}^{2}(x-y)\left(p_{s-r}^{2}(y-z)+\frac{p_{t-r}^{2}(z-y)+p_{t-r}^{2}(z-x)+\mathbf{1}_{\{|y-x|>|z-y|\}}}{(s-r)^{1 / 2}}\right) d y d z \\
& =\frac{C_{t}}{(s-r)^{1 / 2}(t-s)^{1 / 2}}\left(1+\frac{1}{(t-s)^{1 / 2}}\right) \int_{\mathbb{R}^{2}} d y d z p_{(t-s) / 2}(x-y) \\
& \quad \times\left(p_{(s-r) / 2}(y-z)+p_{(t-r) / 2}(z-y)+p_{(t-r) / 2}(z-x)+\mathbf{1}_{\{|y-x|>|z-y|\}}\right) .
\end{aligned}
$$

Now, using semigroup property and integrating the last two term by elementary means, we obtain

$$
\int_{\mathbb{R}^{2}} \Phi_{r, z, s, y}^{2}(t, x) d y d z \leq \frac{C_{t}}{(s-r)^{1 / 2}(t-s)^{1 / 2}}\left(1+\frac{1}{(t-r)^{1 / 2}}\right)
$$

Finally, after the change of variables $u=\frac{s-r}{t-r}$, the inner time integral becomes

$$
\int_{r}^{t} \frac{d s}{(s-r)^{1 / 2}(t-s)^{1 / 2}}=\int_{0}^{1} \frac{d u}{\sqrt{u(1-u)}} d u=\pi
$$

and hence

$$
\int_{0}^{t} \int_{r}^{t} \int_{\mathbb{R}^{2}} \Phi_{r, z, s, y}^{2}(t, x) d y d z d s d r \leq C_{t} \int_{0}^{t}\left(1+\frac{1}{(t-r)^{1 / 2}}\right) d r \leq C_{t}
$$

which completes the proof.

Lemma A.8. Let $F$ be a nonnegative random variable. Then $\mathrm{E}\left[F^{-p}\right]<\infty$ for all $p \geq 2$ if and only if for all $q \geq 2$, there exists $C=C(q)>0$ and $\varepsilon_{0}=\varepsilon_{0}(q)>0$ such that $\mathrm{P}(F<\varepsilon) \leq C \varepsilon^{q}$ for all
$\varepsilon \leq \varepsilon_{0}$.

Lemma A.9. Fix $t>0$. Let $\phi_{R, t}$ and $\varphi_{R, t}$ be defined as in (6.1) and (6.38). Then, there exists $R_{0} \geq 1$, depending on $t$, such that for all $0<s<t$ and $R \geq R_{0}$ :
(a) $c_{t} \leq \int_{\mathbb{R}} \phi_{R, t}^{2}(s, y) d y \leq C_{t}$, where the lower bound holds for $t / 2<s<t$.
(b) $\frac{c_{t}}{s \log R} \leq \int_{\mathbb{R}} \varphi_{R, t}^{2}(s, y) d y \leq \frac{C_{t}}{s \log R}$ where the lower bound holds for $t / 2<s<t$.

Proof. (a) We start with the upper bound. Using the semigroup property, we see that

$$
\begin{aligned}
\int_{\mathbb{R}} \phi_{R, t}^{2}(s, y) d y & =\frac{1}{\sigma_{R, t}^{2}} \int_{Q_{R}^{2}} \int_{\mathbb{R}} p_{t-s}\left(y-x_{1}\right) p_{t-s}\left(x_{2}-y\right) d y d x_{1} d x_{2} \\
& =\frac{1}{\sigma_{R, t}^{2}} \int_{Q_{R}^{2}} p_{2(t-s)}\left(x_{1}-x_{2}\right) d x_{1} d x_{2} \\
& \leq \frac{1}{\sigma_{R, t}^{2}} \int_{Q_{R}} \int_{\mathbb{R}} p_{2(t-s)}\left(x_{1}-x_{2}\right) d x_{1} d x_{2}=\frac{2 R}{\sigma_{R, t}^{2}} \leq C_{t},
\end{aligned}
$$

where the last bound follows from Lemma 6.1. To see the lower bound, let $R \geq 1$, and $t / 2<s<t$. Then,

$$
\begin{aligned}
\int_{\mathbb{R}} \phi_{R, t}^{2}(s, y) d y & =\frac{1}{\sigma_{R, t}^{2}} \int_{Q_{R}^{2}} p_{2(t-s)}\left(x_{1}-x_{2}\right) d x_{1} d x_{2} \geq \frac{1}{2 \sigma_{R, t}^{2}} \int_{Q_{R / \sqrt{2}}^{2}} p_{2(t-s)}\left(y_{1}\right) d y_{1} d y_{2} \\
& \geq \frac{R}{\sqrt{2} \sigma_{R, t}^{2}} \int_{-1 / \sqrt{2}}^{1 / \sqrt{2}} p_{2(t-s)}(y) d y \geq c_{t}
\end{aligned}
$$

where the last bound follows from Lemma 6.1.
(b) Similarly, using the semigroup property, we see that

$$
\begin{aligned}
\int_{\mathbb{R}} \varphi_{R, t}^{2}(s, y) d y & =\frac{1}{\sum_{R, t}^{2}} \int_{Q_{R}^{2}} \int_{\mathbb{R}} p_{\frac{s(t-s)}{t}}\left(y-\frac{s}{t} x_{1}\right) p_{\frac{s(t-s)}{t}}\left(y-\frac{s}{t} x_{2}\right) d y d x_{1} d x_{2} \\
& =\frac{1}{\sum_{R, t}^{2}} \int_{Q_{R}^{2}} p_{\frac{2 s(t-s)}{t}}\left(\frac{s}{t}\left(x_{1}-x_{2}\right)\right) d x_{1} d x_{2} \\
& =\frac{t^{2}}{s^{2} \Sigma_{R, t}^{2}} \int_{Q_{s R / t}^{2}} p_{\frac{2 s(t-s)}{t}}\left(y_{1}-y_{2}\right) d y_{1} d y_{2} \\
& \leq \frac{2 R t}{s \Sigma_{R, t}^{2}} \leq \frac{C_{t}}{s \log R}
\end{aligned}
$$

for all $R \geq R_{0}$, where the last bound follows from Lemma 6.6. To see the lower bound, let $t / 2<$ $s<t$. Then, assuming $R \geq 1$,

$$
\begin{aligned}
\int_{\mathbb{R}} \varphi_{R, t}^{2}(s, y) d y & =\frac{t^{2}}{s^{2} \sum_{R, t}^{2}} \int_{Q_{s R / t}^{2}} p_{\frac{2 s(t-s)}{t}}\left(y_{1}-y_{2}\right) d y_{1} d y_{2} \\
& \geq \frac{\sqrt{2} t R}{s \Sigma_{R, t}^{2}} \int_{Q_{\frac{s R}{t \sqrt{2}}}} p_{\frac{2 s(t-s)}{t}}(z) d z \\
& \geq \frac{\sqrt{2} t R}{s \Sigma_{R, t}^{2}} \mathrm{P}\left(|N| \leq \frac{R}{2} \sqrt{\frac{s}{t(t-s)}}\right) \\
& \geq \frac{\sqrt{2} t R}{s \Sigma_{R, t}^{2}} \mathrm{P}\left(|N| \leq \frac{1}{2 \sqrt{t}}\right) \geq \frac{c_{t}}{s \log R}
\end{aligned}
$$

where the last bound follows from Lemma 6.6 and $N$ denotes a $N(0,1)$ random variable.

Lemma A.10. For all $R, t>0$,

$$
\int_{Q_{R}^{2}} p_{t}\left(x_{1}-x_{2}\right) d x_{1} d x_{2}=\frac{4 R}{\pi} \int_{\mathbb{R}} \varphi(\xi) e^{-t \frac{\xi^{2}}{R^{2}}} d \xi
$$

where

$$
\varphi(\xi)=\frac{1-\cos \xi}{\xi^{2}}
$$

Proof. See Appendix in [16].

Lemma A.11. For all $R \geq e$ and all $s>0$,

$$
\frac{1}{s} \int_{0}^{s} \frac{1}{r} e^{-s\left(\frac{s-r}{r}\right) \frac{\xi^{2}}{R^{2}}} d r \leq 7 \log R \log \left(e+\frac{1}{s}\right) \log \left(e+\frac{1}{|\xi|}\right)
$$

Proof. See [16, Lemma A.1].

Lemma A.12. Let $\left\{X_{s}: s \in[0, t]\right\}$ be a process such that $\sqrt{\operatorname{Var}\left[X_{s}\right]}$ is integrable on $[0, t]$. Then

$$
\sqrt{\operatorname{Var}\left[\int_{0}^{t} X_{s} d s\right]} \leq \int_{0}^{t} \sqrt{\operatorname{Var}\left[X_{s}\right]} d s
$$
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