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Abstract

The High Energy Physics (HEP) community is working towards the upgrade of existing re-

search facilities, as well as paving the way for the construction of state-of-the-art particle colliders.

The increased rate of collisions per bunch crossing poses a great challenge in preserving the recon-

struction capabilities of the experiments. This situation has constituted a breeding ground for the

development of particle detectors specialized in reconstructing the time coordinate of events with

great accuracy. This thesis presents the results obtained from the characterization and optimiza-

tion of Low Gain Avalanche Detectors (LGADs) designed for the End-Cap Timing Layer (ETL)

of the Compact Muon Solenoid (CMS) experiment. Together with the Barrel Timing Layer (BTL),

the ETL will be part of the new MIP Timing Detector (MTD) of CMS and will require the instal-

lation of radiation resistant detectors capable of maintaining great timing resolution until the end

of their expected life-cycle. During the tests performed at the Fermilab facilities, the performance

of the detectors were investigated as a function of the irradiation received. The work of analysis

pursued put on display the timing capabilities of these devices, showing a uniform response and

total efficiency of the tested LGADs. The time resolution of the detectors was found to be con-

sistent with the nominal specification required from the MTD, with values ranging from 30 ps for

non irradiated sensors, to about 50 ps for sensors irradiated to a fluence of 1015 neq. The timing

technology of new generations has been extended well beyond the interests of particle physics

experiments and embraces a number of different commercial and technical applications. In addi-

tion to the studies of LGADs for HEP experiments, this thesis describes the original contributions

to two projects that employ the use of timing detectors, fast electronics, and reconstruction tech-

niques. A description of the results obtained from an LGAD-based detector for beam monitoring

of a medical linac, used for cancer treatments and diagnostics, is presented. This work exploits

the synergies between HEP experiments and medical physics for addressing the demand for fast

dosimetric devices. The tests performed in collaboration with the University College of Dublin

(UCD), and the Saint Luke’s Hospital of Dublin, Ireland, proved unprecedented single particle
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resolution capabilities in radiation dense environments. The data analysis show the detector’s lin-

ear behavior in charged particles counting up to about 100 MHz, with a time resolution of about

50 ps. This information was used to characterize the beam temporal profile. It also allowed for the

first ever reconstruction of a medical linac pulse sub-structure, revealing a characteristic oscilla-

tion frequency of about 3.2 GHz. The last section of this thesis presents the Advanced enerGetic

Ion eLectron tElescope (AGILE) project. AGILE exploits the capabilities of fast read-out elec-

tronics, and sampling techniques typically employed for the development of timing detectors to

perform real-time on-board particle identification in space. The project aims in discriminating and

identifying the contribution of ions (form H-Fe) in a wide range of energies (1-100 MeV/nuc) em-

ploying novel Pulse Shape Discrimination (PSD) techniques, with the sole use of silicon sensors.

A prototype of the detector was designed, assembled, and tested using radiation sources at the

KU facilities. The studies of the main key features for particle identification are consistent with

the simulated performance, showing an overall energy resolution between 5.1% and 3.5%. The

results are within the minimum standards required by AGILE for correct identification, of about

10%.
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Introduction

During the last decades a great amount of work has been done to improve the capabilities of

particle colliders: cutting edge hardware technology employed in the development of detectors

and accelerating components has evolved together with modern data collection and reconstruc-

tion techniques. Since the statistical validity of measurements scales proportionally to the number

of independent collected events, the study of rare phenomena requires physicists to constantly

look for more sophisticated ways to study signal events. This is obtained by fine-tuning the en-

ergy of the colliding bunches, increasing the rate of collisions and adjusting the spatial density of

particles inside the bunches or in the targets. Unfortunately, this process also amplifies the rate

of unwanted events (backgrounds) causing a differential growth that often favors the collection of

more ordinary products. In light of future detector upgrades and of the construction of colliders

of new generation, this dilemma has been thoroughly studied: how can we increase the number

of interesting events recorded without getting overwhelmed by the background-like byproduct?

Collecting data in radiation dense environment poses a technological challenge that calls for the

design of fast and precise detectors to track decaying products, spatially locate their collision ver-

tices, and identifying particles while maintaining the acquisition efficiency.

For these reasons, the particle physics community has focused on improving particle detec-

tors and their timing performance. This has required dedicated R&D work that has led to the

design of novel devices. Many research institutes and national laboratories affiliated to the Euro-

pean Organization for Nuclear Research (CERN) have been collaborating for the development of

prototypes of timing detectors for High Energy Physics (HEP) experiments. In particular, this the-

sis covers the description of the new timing layer expected to be installed in the Compact Muon

Solenoid (CMS) experiment at the Large Hadron Collider (LHC) in 2026. As the upgraded LHC

will start colliding particles at increased rate (High-Lumi LHC during run 4, expected for 2027),

this new addition to the experiment will enable CMS to explore a wide variety of physics pro-

grams beyond what has been done so far. Simulation studies and test campaigns highlighted
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Figure 1: The image (1), shows an event display of protons bunches colliding inside the CMS
experiment at the Large Hadron Collider (described in chapter 2). The density of yellow lines,
representing the tracks of charged particles passing through the detectors. It illustrates the chal-
lenge of selecting signal events and rejecting background events.

the effectiveness of solid-state detectors of new generation for fast and accurate measurements.

The growing demand coming from particle physics experiments, and the potential for novel tech-

nological applications has motivated a number of silicon foundries around the world into the

design and production of more technologically advanced devices. Considerable effort has been

put in the studies of the structure of silicon semiconductors and their response to incident radia-

tion. This led to the production of thinner sensors with quicker charge collection times and finer

granularity. Particular attention was devoted to the improvement of the weaknesses that previ-

ously characterized these detectors, such as the quick decrease of their performance as a function

of the absorbed radiation. Producers have been implementing experimental techniques (addition

of carbon atoms, modifying the doping, and intrinsic gain, structural improvement) to achieve

a substantial increase in the average minimum displacement energies, therefore improving the

overall radiation resistance. New detectors have demonstrated to be capable of performing after

absorbed doses in the range 1014 − 1015 neq. This corresponds to to an integrated luminosity of

3000 fb−1 at the CMS experiment.

Before describing how novel timing detectors can help in mitigating the problems listed above,
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We first give an introduction on the topics of fast and precise timing measurements. Precise timing

detectors are used for accurately reconstructing the time coordinate of incident particles. Measur-

ing the relative time needed to reach the detector (i.e. the time between the initial collision and the

detection time) it is possible to extract information on the distance covered by the particle during

its path; the measurement’s precision is defined by the resolution of the timestamps. Combin-

ing this quantity to the spatial tracking information provides a four-dimensional reconstruction

of the particle transport inside the experiment. This can be of crucial importance when investi-

gating multiple overlapping hadronic collisions (a phenomenon called Pile-Up). In particular, the

operation of the CMS experiment during High Luminosity runs of the LHC will be challenged in

matching the decay products to their correct primary interaction vertex within the proton bunches.

This can be achieved by factorizing the contribution of the timing information, as the sole track-

ing reconstruction would not suffice. Fig. 2 depicts a primary vertex detection using the timing

information. The use of precise timing detectors is not only limited to the research environment,

it extends to numerous technical and commercial applications: variation of these devices are mass

produced by companies and employed in the fabrication of precise sensing apparatus (LIDARs,

motion and distance sensors).

Further complications arise when the particle fluences are too large for the detectors to prop-

erly respond to individual energy deposit. The integration time of the sensor and read-out elec-

tronics could be too slow for individually processing consecutive incident particles. In this case

the generated signals contain the sum of multiple consecutive interactions. While this represents

the operating principle of many integrating detectors, this feature leads to the loss of single parti-

cle resolution. We refer to a detector being fast whenever capable of narrowing the acquisition time

of individual measurements to perform single quanta detection, and maintain a linear response

when subjected to large fluxes of particles. This technique often sacrifices the reconstruction pre-

cision of particles timestamp, instead drastically reducing the system’s overall dead time. Irradia-

tion facilities, as well as medical cancer treatment centers have displayed increasing interest in the

capabilities of fast detectors: the possibility of studying the features of individual energy deposits,

or just precisely measuring the particles occupancy makes them suitable for beam monitoring and

dosimetric studies.

In the production of timing detectors, the semiconductor sensors have to be paired with per-
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Figure 2: The figure sketches the section of two dense hadron bunches colliding at an interaction
point. While the sole tracking information might not provide a measurement accurate enough to
match the detected particles to the primary interaction vertices (represented with the red lines and
the red area), the addition of the timing layer (in gray) allows to operate a background rejection
and associate decay products (in blue) to the correct interactions within the bunch crossing.

forming read-out electronics, often tailor-made for preserving all the signals crucial information

(e.g. shape, rise time). These detectors often rely on the use of powerful sampling devices,

which record and digitize the outputs without introducing significant distortions; the collected

signals can then be post-processed and analyzed using customized software. Typical reconstruc-

tion frameworks employ methods for correcting artifacts introduced during the shaping and dig-

itizing process and finally produce cleaner, and revised data sets. An analysis algorithms is then

used for the characterization of the detectors (rise time, amplitude distributions), and for the ex-

traction of crucial physical quantities (time of flights, fluence). For this work, we have explored

the possibility to use the signal-like features for obtaining experimental signatures for particle

identification.

This thesis centers around the R&D work, design and construction of fast semiconductor par-

ticle detectors for timing measurements, and applications. The various research topics presented
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embrace different fields of physics, although similarly describing the implementation and opti-

mization of such novel detectors originally envisioned for HEP experiments.

Chapter 1 provides an introduction on timing measurements and operating principles of parti-

cle timing detectors. After a brief section regarding particles interacting with matter, the reader is

introduced to crucial concepts that serve as a precursor for content that will be expanded in later

sections.

In Chapter 2 we present the results produced during a series of test campaigns (2017-2020) at

the Fermilab beamline testing facilities for the performance evaluation of the Low Gain Avalanche

Detectors (LGADs) expected to be installed in the new Mip Timing Layer at the CMS apparatus.

After a detailed description of the experiment, the chapter introduces the new challenges CMS

will face with the data acquisition system during the High-Luminosity LHC (HL-LHC) period.

This section details the detector upgrade as well as the prospects of the physics program. The

corresponding test-beam and lab-tests performed during the course of this work were important

for KU’s participation to the MTD Technical Report (TDR) of the CMS Collaboration.

The knowledge and experience obtained working on timing measurements with LGADs has

resulted in new applications. Chapter 3 presents the description of a detector developed at KU

for the characterization of a high-rate medical linear accelerator used for cancer treatment and

diagnostics. This work was published by Physics in Medicine & Biology (48) and it represents the

first practical example of the use of LGADs for beam monitoring with single particle resolution.

It constitutes a benchmark of the synergy between timing detectors and medical dosimetry. In

addition to providing fundamental notions on the principles of dosimetry and standard medical

detecting technologies, this chapter describes the Saint Luke’s hospital testing facilities and reports

the results obtained with the KU timing prototype device.

In Chapter 4 we describe the R&D work that led to the design and development of a com-

pact, low-power detector for real-time particle identification in space. The Advanced enerGetic

Ion eLectron tElescope (AGILE) detector is the result of a combined effort from the KU group and

NASA Goddard Space Center. This collaboration has brought together the respective groups ex-

pertise in fast detectors and spaceborne experiments. Although rooted in different physics goals,

this project shares many similarities with the experiments previously described. In particular, this

NASA-funded project uses the powerful performance of fast read-out electronics. AGILE relies
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on fast signal shaping and sampling techniques for processing and recording incident particles. It

aims at extracting unique experimental features of the signal.

Finally, a last section is dedicated to the summary and conclusions of the work presented, as

well as future prospects of the projects reported in this document.

6



Chapter 1

Particle detection with fast solid state sensors

A great improvement in semiconductor technology has rapidly pushed the frontier of timing de-

tectors, attracting the interest of the particle physics community. These timing sensors are optimal

candidates for particle detection for future HEP experiments. This technology will help improv-

ing the experiments reconstruction efficiency, and achieve a better background rejection at high

collision rates. In addition, these detectors display excellent radiation hardness, enabling research

projects exposed to high levels of radiation. Their enhanced features also appealed to tech compa-

nies, which have manifested strong interests in their use for the design of commercially available

sensors.

This chapter introduces the basic concepts of particle detection and interaction of radiation

with matter. It also describes the development steps needed for the construction of solid state

detectors, giving particular attention to the studies of timing measurements. A large fraction

of this thesis centers around the use of silicon detector and, in particular, Low Gain Avalanche

Detectors (LGADs). Their main features will be described in the following sections.

1.1 Timing measurement

Among the tasks of experimental physicists, one of the most fundamentals is verifying the valid-

ity of the theoretical frameworks describing the known and yet undiscovered phenomena. When

constructing an experiment, the community aims for the design of devices, or ‘detectors’, for gath-

ering data to support, or discredit the theoretical models. Detectors represent the core hardware

concept of particle physics experiments. These devices record the passage of particles, convert-

ing low-level quantities such as charge, and current induced signals into higher-level information.

Calibration, and characterization procedures are required to correlate the output data to the fea-

tures of the detected objects. This serves to unfold properties from the measured quantities that
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could not otherwise be directly observed. Some detectors can operate efficiently for certain mea-

surements, while at the same time representing an impracticable option for others. Sets of special-

ized sub-detectors are optimized to study individual features of the particles physics properties

and, when combined, they work in synergy for reconstructing a more comprehensive view of the

physics phenomena.

The use of novel particle timing detectors is a common denominator of the projects described

in this thesis. These sensors enhance the capabilities to precisely reconstruct the time coordinates

of particles time of arrival. This technology is a result of many years of previous experience in

the design of particle detectors and combine the use of performing sensors, such as LGADs, fast

read-out electronics, and fine sampling of the signals. As for any particle detector, timing sensors

seek to produce signals characterized by large amplitudes, while attempting to reduce the various

noise contributions. For achieving excellent time resolution, a good Signal-to-Noise Ratio (SNR)

has to be complemented by a fast rise-time of the pulses. Collecting the timestamp of incident

particles with great accuracy is a technique used in particle physics.

The time employed by a particle to cross two sections of a detector (or two different detectors)

is called Time Of Flight (TOF). This quantity links the uncertainty of the reconstruction of a spatial

coordinate (distance between the detectors) to that of a time coordinate: different particles cross a

system of detectors with different TOF. This strategy is used to measure their mass difference for

identification purposes. One can use:

∆T = L(
1
v1

− 1
v2
)≃ Lc

2p2 (m
2
1 −m2

2), (1.1)

where v1 and v2 are the particle velocities, and m1 and m2 their masses. The second part of the equa-

tion represents the relativistic approximation, where p, the particles momentum is much larger

than mc. In Fig. 1.1 an example of particle identification with TOF is shown. As the luminosity of

particle colliders increases, the experiments are challenged to cope with unprecedented collision

rates resulting in high-pile up events (see Fig. 2). In this thesis we investigate the possibility of us-

ing timing detectors for discriminating signal from background events in the context of the future

upgrade of the Compact Muon Solenoid (CMS) at the Large Hadron Collider (LHC). As each par-

ticle is characterized by a different decay time, timing detectors can be used to precisely match the
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Figure 1.1: At the ALICE experiment, TOF measurements performed with a Time Projection
Chamber is used for discriminating the particles identity (2).

timestamp of particle decays to the primary vertex of interaction. The timestamp measurement is

naturally coupled to the spatial reconstruction of the interaction. Since the particle velocities are

close to that of the speed of light, the resolution of the measurement can be approximated using

the following expression:

σz =
1
N

√
σ2

t1 +σ2
t2 + ...+σ2

tnc, (1.2)

Where N is the number of events or independent measurements performed and σ2
ti the uncertainty

of each time measurement. Chapter 2 provides a description of the work done in the context of

the timing detectors for the CMS project.

The use of timing detectors is not exclusive to measurements that require outstanding time

precision. The performance of these sensors have found applications for the design of fast particle

detectors. With fast we indicate detector concepts conceived to resolve the passage of consecutive

particles with single pulse resolution. This can be achieved reducing the detector’s integration

time, often sacrificing some of its time resolution. In this case, the sensors are read out by fast

amplification circuits, shaping the pulses to be contained within a few ns. Reducing the dead-
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time between acquisitions offers the possibility of studying single-particle incidences up to high

rate of detection. This class of detectors is of optimal use for applications in radiation-dense en-

vironments. Chapter 3 presents a concrete example where a LGAD is used to monitor an intense

medical source with single-particle resolution up to high detection rates (more than 100 MHz).

The following sections will discuss the quantities that most influence the resolution of particle

timing detectors, focusing on the features of solid state devices.

1.1.1 Contributing factors to the time resolution

The resolution of a timing detectors is not only affected by the choice of a well constructed sensor.

The full detection system can be modeled as a current source connected in parallel to a capacitance,

and read out by a pre-amplification stage (see Fig. 1.2). A particle crossing the detector produces a

signal, which is simulated by the charge integrated over the model capacitance. The amplification

stage shapes the pulses, amplifying the total input charge. The device used to record the data sets

a threshold value on the signal (in Volts). The time at which the rising edge (or falling edge) of the

signal crosses the threshold provides the timestamp of the incident particle. The contribution of

each of this components is added for obtaining the overall resolution of the time measurement (49).

It can be expressed as:

σ
2
t = σ

2
jitter +σ

2
TimeWalk +σ

2
Local ionization +σ

2
T DC +σ

2
Distortion. (1.3)

Equation 1.3 σ2
jitter includes the read-out electronics contribution, while σ2

TimeWalk and σ2
Local ionization

come from intrinsic uncertainties of the energy depositions. The signal distortions due to non ho-

mogeneous electric fields inside the sensors is factorized inside σ2
Distortion. Lastly σ2

T DC contains the

uncertainty introduced in the digitization of the pulses. The total uncertainty is mostly affected

by the distortions of the signals shape, which constitute the effective limit to the measurement.

The next sections will attempt a description of each contribution to the total uncertainty, and

the strategies often employed for their mitigation.
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Figure 1.2: Diagram representation of a particle timing detector. The contribution of the sensor is
modeled by the parallel configuration of a current source, and a capacitor. The charge collected
is then processed by a pre-amplifier, which amplifies and shapes the current. The signal is then
compared to a threshold for the extraction of the signal’s timestamp.

1.1.2 Contribution of the read-out electronics

The contribution of the read-out electronics to the total timing precision of a detector is factorized

inside the jitter term of the equation, σ jitter. The jitter can be expressed as:

σ jitter =

√
N2

el +N2
SN

dV/dt
, (1.4)

where dV/dt is the slew-rate of the signal and Nel is the electronic noise introduced by the read-

out.

The numerator of the jitter contains a portion that derives from the intrinsic shot noise of the

sensor NSN . This term is a consequence of the discreteness of the electron charge and derives

from the time-dependent fluctuations in the current produced by the electric charges motion in

the junction of a semiconductor. The shot-noise spectral density increases quadratically with the

leakage currents of the sensor (50) at lower frequencies, and linearly at higher frequencies. Gen-
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erally, in sensors with no gain, the shot-noise represents a negligible part of the total fluctuations,

and can be mitigated with the choice of a proper operation point. For sensors with gain, a more

detailed description will follow in section 1.3.2. In detector with no gain this contribution is much

less relevant than the Landau fluctuation, as described in section 1.1.3.

By neglecting the shot-noise term, Eq. 1.4 can be rewritten as:

σ jitter ≃
Nel

dV/dt
. (1.5)

From Eq. 1.5 one can notice that a reduction of the the jitter is achieved by balancing low electronic

noise with fast rising signals. A fast slew-rate of the rising pulses leads to a well defined thresh-

old crossing in the comparator. For obtaining large slew-rates, the pre-amplification stage of the

read-out necessitates high-bandwidth components. Unfortunately, the electronics noise levels are

related to the frequency through the proportionality:

Nel ∝
√

BW ∝
1√
trise

, (1.6)

where BW indicates the pre-amplifier bandwidth. At the same time, the slope of the rising signal is

intrinsically proportional to the inverse of the time required to reach the pulse’s maximum. Their

relation can be expressed through:

dV
dt

∝ Vmax BW ≃ Vmax

trise
, (1.7)

where Vmax is the amplitude of the signal’s output by the amplification stage. Finally, the jitter can

be formulated using the following expression:

σ jitter ≃
Nel

dV/dt
≃ Nel Cdet

Qtot
trise . (1.8)

Using its definition, Vmax was expressed as the ratio between the total charge collected over the

capacitance of the detector; Eq. 1.8 validates our first assumptions, highlighting the parameters

to optimize for reducing the total jitter. To reduce this contribution, the design of a read-out has

to provide large signals affected by low electronic noise, and steep rise-times. In addition, the
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capacitance of the sensor plays an important role in the optimization. Analyzing Eq. 1.8 one can

observe Qtot
en Cdet

being the SNR of the detector. It is important noticing that this is an approximation,

and requires assuming a constant slew-rate dV/dt. Under this approximation, the jitter becomes:

σ jitter ≃
Nel

dV/dt
≃ trise

SNR
. (1.9)

This approximation loses its validity in the case of irradiated sensors, where the shape of the

signals is distorted (further discussed in section 1.3.3). This operational definition is often used

for characterizing the design of the read-out electronics for precise timing detectors. This process

is a result of a fine balance between the discussed parameters, that optimizes the signals slew-rate

and the noise levels.

In practice, this requires an attentive design of the amplification and shaping circuit. The

bandwidth of the electronic components should be chosen to prevent distortion of the signals rise-

time, while at the same time, minimize the noise spectrum. The input capacitance, and impedance

of the read-out has to be adapted to the senors properties: the input time constant of the pre-

amplification stage is designed not to limit the rising and integration time of the pulses.

1.1.3 Intrinsic noise contribution of the sensor

One intrinsic limit to time precision comes from the fluctuations of the particles energy deposition.

The uniformity of the signals is affected by the density of ionization processes that change for each

event. The resulting difference in charge depositions (local and total) contributes to the variation

of the signals amplitude and to its shape irregularities.

1.1.3.1 Total ionization: the Time Walk effect

Derived by the fluctuations in the total charge depositions, the time walk (σTimeWalk) represents

one of the main contributors to the degradation of the time resolution. This effect indicates the

time difference in crossing a static threshold for signals with different amplitudes. The delay in

time between simultaneous pulses at different magnitude can be observed in Fig. 1.3. Although

this effect can be minimized by choosing an optimized threshold and improving the signal rise-

time, this factor has to be corrected off-line, with the implementation of dedicated algorithms.
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Figure 1.3: The plot shows how simultaneous pulses crossing a static threshold, and describes the
amplitude dependence on the reconstruction of the crossing time; the trigger of the comparator
fires when the amplitude of a pulse exceeds the set value.

Section 1.1.4 provides more details about the used algorithms.

1.1.3.2 Local ionization: the Landau fluctuations

An irreducible noise contribution to the time measurement is represented by the fluctuations of

the energy deposit in the detector. This effects results in localized ionization phenomena caus-

ing non-uniformity in the collection of the charge. The shape variations generated in the spectra

are called Landau noise, representing the intrinsic limit in the time resolution of semiconductors.

An example of charge deposit distribution inside a silicon sensor is displayed in Fig. 1.4. The

Landau noise cannot be reduced through the bias voltage, and its effect scales inversely with the

sensors thickness. This last property is of crucial importance when selecting the size of the sili-

con detectors: the energy distribution fluctuations may represent the largest timing uncertainty
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Figure 1.4: In the top panels, the cross section of a silicon sensor displays the local energy distri-
butions along the track of a MIP (3). The current of holes (in blue) of the electrons (in red), and the
total current (in green) are displayed in the bottom panels. The non-uniform shape of the currents
is due to the Landau-like structure of the ionization process.

when using thinner sensors. σLocal Ionization comes from the nature of the ionization process inside

the silicon bulk and it constitutes the ultimate intrinsic limit to the uniformity of the signal rise-

time. The Landau noise affects sensors with and without gain. However, in later sections We will

present how LGADs mitigate this contribution, and achieve excellent resolution using thin silicon

substrates.

1.1.3.3 Distortions and non-uniformity

The charge carriers drift inside a semiconductor with a maximum velocity determined by the

external bias, which is limited by the saturation velocity in the medium (see section 1.2.2). The

current signal induced on the detectors electrodes is proportional to the carriers velocity. For

achieving a good uniformity on the signals rise time distribution, the drift velocity of the charges

has to be kept constant. According to the Shockley-Ramo theorem (51), the induced current is
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proportional to the weighting field Ew
1. Although the field should not vary with the position of

the incident radiation, the detectors can experience a reduction of the intensity around its edges

of the implants inside the bulk.

However, the effect is limited manufacturing the implant layers with sizes comparable to the

pitch of the sensor. While this can be a delicate parameter in the production of other types of

detectors, the intrinsic thickness of the LGAD sensors drastically reduces the contribution of this

effect. For example, the sensors used by the ETL project (described in section 2.2.3) are pads of

1.3×1.3 mm2size, with a thickness of 50µm. In this configuration the sensor effectively emulates

the behaviour of a parallel plate capacitor, and allows to neglect this contribution. In addition, the

uniform motion of the charges inside the silicon can be ensured setting the detector bias to volt-

ages large enough to saturate the drift velocity. This value depends on the condition of detector

operation (such as the temperature), and the absorbed fluence.

1.1.4 Digitization and data processing

Section 1.1.3 and 1.1.2 describe the contributions of the sensor and read-out electronics to the un-

certainty affecting the time reconstruction. The best mitigation is achieved optimizing the quanti-

ties playing a role in the final calculation. For recording and analyzing the detector response, the

waveforms have to be digitized and post-processed. This requires the use of suitable electronic

devices and reconstruction algorithms.

Ideally, finely sampling the pulses represents the preferred data collection technique. The use

of fast Analog-to-Digital Converter (ADC) provided of good resolution allows for the best off-

line reconstruction of the signals in the time domain. The high-bandwidth and sampling rate

characteristic of such devices ensures to preserve the shape of the analog waveforms output from

the read-out. This is of crucial importance for the purpose of precise timing measurements: dis-

tortions in the shape of the pulses can degrade the rise-time and increase the jitter. Commer-

cially available oscilloscopes are optimal options for testing purposes: these device can offer great

sampling rate and bandwidth performance, as well as the possibility of visually monitoring the

waveforms. Modern oscilloscopes are provided of operative systems to run native or custom ac-

1The weighting field is the component of the external field pointing in the direction of the charges motion. This
definition requires the assumption that a single electrode in the system is raised to unit potential, while the others in
the system are grounded.
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quisition software and stored data locally or remotely. However, digitizing, recording, and storing

an oscilloscope active channels can be a time and memory consuming procedure. At high rates,

the capabilities of these devices are limited by the rearm time of the acquisition system. Moreover,

the applications of these instruments are capped by the cost and technical complications of scaling

such technology to larger numbers of input channels.

For these reasons, timing measurements in physics experiments are often performed by dis-

criminators, followed by Time-to-Digital Converters (TDCs). In these acquisition chains, discrim-

inators are devices producing a standardized digital output for each input pulse crossing a set

thresholds, while TDCs generate digital signals embedding information on the time of an occur-

rence. For example, a TDC can provide the timestamps of the leading and trailing edges of a

discriminator output signal. Although this doesn’t allow accessing further information of the ini-

tial analog waveforms, TDCs are the most common instruments for reconstructing the particles

time of arrival in HEP experiments. In Eq. 1.3 the TDC contribution to the uncertainty of a tim-

ing measurement is reported in This factor depends on the minimum resolution of the TDC; an

estimation can be obtained assuming a uniform resolution on each bin of the device. Using the

definition of variance for a flat, uniform distribution (σ2 = 1
12(b−a)2), one can express it as:

σT DC =
1√
12

(Binwidth) , (1.10)

where the Binwidth indicates the minimum resolution of the TDC.

From the recorded data it is possible to compute the time of arrival. However, every stage

of the data collection (from the sensor to the sampler), adds contributions to the noise spectrum.

Some of these contamination can be mitigated using propering filtering and smoothing proce-

dures:

• lower frequency fluctuations can be removed subtracting the average of samples in the side-

band areas of the recorded pulse. The RMS of the baseline profile will be subjected to a shift

and consequently be centered around zero.

• Higher frequency fluctuations smear the data distribution, directly affecting the slew-rate and,

in turn, the jitter. It requires the data to be processed with low-pass filters. While many n-th
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orders filtering options are offered by computing libraries, custom made filters are often ob-

tained with the convolution of individual pulses with fast decreasing functions. A common

example is the convolution of the signals with functions in the form of sin(x
x . One of the filter

methods chosen for this work of thesis was a sinc-filter of the form (52):

sinc(t) =C
sin(2π f t)

2π f t
, (1.11)

where C is a normalization constant, and f is the filter’s cut-off frequency. The choice of this

parameter depends on the detector response, and its application. The filtered signals can

still be affected by distortion affecting the definition of important signal features.

• Additional data smoothing can be implemented using moving averages, which step can be

decided accordingly to the sampled points. These filtering procedures have to be carefully

optimized for avoiding losing information on the parameters of the distributions. A severe

smoothing could smear data points around the maximum or near the threshold crossing.

An example of the implementation of the filtering and smoothing procedures is displayed in

Fig. 1.5. For this example, an LGAD was used to detect the passage of ∼0.55 MeV electrons. The

generated pulses were reconstructed and processed through the three stages of data filtering de-

scribed using a custom-made analysis framework.

Finally, the definition of a crossing time has to take into account the effects of the time walk

(introduced in section 1.1.3) due to the use of a static threshold. Two off-line methods are reported

in this section.

1.1.4.1 Constant Fraction discriminator (CFD)

dynamically selects the threshold to define the time crossing of a pulse. This effect is better ex-

plained using a signal, and an attenuated copy of itself. The attenuation factor is indicated as f .

Both signals are input to a comparator. The main signal is delayed, with respect to the attenuated

one, which works as the comparator threshold. A scheme is provided in Fig. 1.6. Assuming, for
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Figure 1.5: Pulse generated by electrons crossing a LGAD. Each panel of the image shows a step
of the data processing. The raw data is displayed in the top left panel. Firstly the DC offset is
removed and the signal’s baseline shifted to 0 V (Top left panel). Then a low-pass filter with a
cut-off frequency of 300 MHz is applied (bottom right panel). A moving average using 10 samples
per step is used for a final data smoothing (bottom right panel).

simplicity a linear leading edge of the signal one defines:

V (t) =


V0

t
trise

f or t ≤ trise

V0 f or t ≥ trise

(1.12)

The signal applied to the input can be therefore expressed as:

V (t) =
t − tdelay

trise
V0, (1.13)
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Figure 1.6: Schematic design of a CFD: the same signal is split into two lines. The first one is
attenuated and used as the comparator threshold. The second one is delayed, for waiting the
threshold to rise to its maximum.

Where tdelay is defined as the difference between the real crossing time and the one reconstructed

by the system. It is possible to use f so that V (t) = t−tdelay
trise

V0 f . One can define the time when the

comparator fires as:

t = f trise + tdelay f or tdelay > trise. (1.14)

Setting tdelay such as the two initial pulses overlap, it is possible to rewrite the threshold VT as:

VT = f
t

trise
V0. (1.15)

We can write the equality:

f
t

trise
V0 =

t − tdelay

trise
V0 . (1.16)
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Therefore, it is possible to finally write the crossing time independently from the signal amplitude:

t =
tdelay

1− f
. (1.17)

However, for non-linear rising edges, the choice of the correct fraction depends on the shape of

the rise-time of the pulse. The fraction f is experimentally selected to maximize the slew-rate at

the crossing point so that the jitter is minimum. Computationally, the choice of f usually results

from a scan of the optimal fractions of the signal amplitudes.

1.1.4.2 Time Over Threshold (TOT)

Conversely to the previous case, this method does not require the identification of the pulse’s

amplitude, rather its width. Like before, the analytical form of this quantity usually fails in de-

scribing complicated structures. However, it can be attempted to provide a generalized definition.

This method attempts to find a correlation between the real crossing time, and the time difference

between the signal’s trailing and leading edge to fire the trigger of a comparator. Two independent

measurements are performed. The leading edge crosses a static threshold at time tLE , and the trail-

ing edge at tT E . We can define a function φ(ttot) such that tcross = tth + φ(ttot). In this equation tcross

represents the real crossing time, and ttot = tT E −tLE . The best fit to the relationship between the in-

dividual quantities and the TOT, provides the function to use for the correction. Figure. 1.7 shows

an example of the use of TOT for the extraction of the crossing time of an LGAD signal. This

algorithm is often used when correcting data collected with TDCs, where it evaluates the TOT

between the leading and trailing edges of discriminated pulses. The correction function is then

expressed through correlation between the TOT and the leading or trailing edges reconstructed

time. Both described methods are widely used in particle physics, displaying great capabilities in

the minimization of the time-walk. The analysis presented during the rest of the thesis employs

the use of the CFD method for extracting the crossing time from sampled data. However, parts of

the discussion presented in chapter 2 recall the use of TDCs and TOT corrections.

This section provided the basic knowledge for a comprehensive understanding of how timing

measurements are performed. The listed contributions affecting the precision of the measurement

are valid for any type of detector based on semiconductor technology. However, the rest of this
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Figure 1.7: Top panel: Measurement of the leading and trailing edge crossing time of an LGAD
pulse. Bottom panel: Correlation between the Leading Edge (LE) crossing time, and the TOT
information.

document will focus on the use of silicon devices, in particular of LGADs. The next part of this

chapter will describe the structure, and features of semiconductors, as well of their use for particle

detection.
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1.2 Silicon detectors

Silicon is the main semiconductor used in the production of particle detectors, commercial sen-

sors, and electronic components. Its production process is well understood, as well as its electrical

properties. It stands out among all semiconductors thanks to its great versatility, and availability.

It is characterized by a low ionization energy, high carriers mobility and, in latest productions, a

great radiation tolerance. This section introduces the reader to the concept of charged particle de-

tection, describing the properties of semiconductor devices. After an introduction on the structure

of semiconductors, the discussion focuses on particle interacting with matter. At last, the reader

will be introduced to the principle of operations of silicon particle detectors.

1.2.1 Electronic band structure

The electrons residing in the atomic shells occupy discrete levels of energy, according to the Pauli

exclusion principle. Multiple atoms are brought together to form a crystal’s lattice. The electro-

magnetic forces acting on the electrons cause the formation of new levels, or ‘ bands’, characterized

by a continuous spectrum of energy. Inside the crystal, the atomic orbitals overlap with the ones

from neighboring atoms. The valence electrons, the ones in the outer shells, are the ones mostly

contributing to the chemical bondings.

The electrons occupies energy levels starting from the ones at lowest energies. The energy dif-

ference between the highest and lowest occupied states of a system of non-interacting fermions

(this nomenclature is better explained in section 2) is called Fermi energy2; it can be defined when

the temperature of the quantum system is at the absolute zero, and it helps defining the concept

of valence, and conduction bands. The first available energy band exceeding the Fermi energy is

called conduction band. The first band below the Fermi level filled by the fermions is called valence

band.

The width of each of these bands depends on the width of the overlapped orbitals. The range

of energies not populated by the atomic electrons are referred to as ’band gaps’, and contribute to

the electrical properties of the material. Fig. 1.8 describes the three different configurations of a

solid. In the leftmost case, the sketch describes a conductor (or metal). This is the scenario where

2The Fermi energy can be defined for quantum systems of non-interacting fermions when T = 0 K.
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Figure 1.8: Simplified sketch of the electrical band structure for insulators, conductors, and semi-
conductors.

the bandgap is small or non-existent. The valence and conduction bands can overlap and a sig-

nificant amount of electrons can transition to conduction with no need of thermal excitation. The

rightmost case of Fig. 1.8 describes the behaviour of insulators. In this case, the electrons motion

is limited by the tight bounds between the atoms in the crystal. They are characterized by larger

band-gaps and require large thermal energy for an electron to jump into the conduction band.

Lastly, the central part of Fig. 1.8 illustrates the structure of semiconductors. These are character-

ized by bandgaps width between the ones of conductors and insulators. While at absolute zero

temperature no electron can occupy the conduction band, small thermal fluctuations (e.g. room

temperature) can provide enough energy for electrons to migrate to the conduction band.

Silicon is the most known semiconductor of the periodic table for its employment in techno-

logical applications. In its atomic structure, 4 electrons are loosely bound to its outermost orbitals.

Of these, two belongs to the p-shell and 2 belong to the s-shell. When bringing two atoms of
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silicon together, the 8 valence electrons contribute to the reaction creating two bands in correspon-

dence of the two sub-shells (s, and p). These two bands are the conduction (higher energy), and

the valence (lower energy) bands (53). The gap between the silicon bands is of 1.12 eV. Semicon-

ductors are widely used in the production of electronic devices, thanks to their two regimes of

operation: conduction, and insulation. When an electric field is applied to the bulk of a semi-

conductor, charges can flow between the two bands, creating moderate currents. However, the

electrical properties of semiconductors can be modified by the addition of impurities in the crys-

tal lattice. The next section 1.2.2 will discuss the characteristics of doped semiconductors, and the

technological advantages of controlling the charge flow inside their structure.

1.2.2 Electrical properties of semiconductors

Other band configurations can be achieved ‘ doping’ the structure of a semiconductor. A doped

semiconductor is a semiconductor where specific concentrations of impurity atoms have been

added for modifying the electron or holes density in its substrate3. These impurities are added

for donating or accepting extra electrons to the crystal lattice. We refer as n-type to materials

presenting a majority of negative charge concentration. That can be achieved adding states that are

closer to the conduction band (or donors), increasing the probability of ‘ donating’ loosely bound

electrons to the conduction band. For example, adding arsenic impurities (5 valence electrons)

in a silicon substrate (4 valence electrons) creates a single loosely bound electron caused by the

covalent bonds of the two elements.

Conversely, in a p-type semiconductor the majority of the carriers are positive charges. In

this case, the impurities add levels closer in energy to the valence band. These acceptors create a

vacancy resulting from the covalent bonds (for examples boron, which has three valence electrons)

that is filled by one of the electrons. This process generates a positively charge hole in the valence

band. The two types of doping configurations determine the shape of the final electrons and

holes currents, as the carriers motion differs in the two cases. Section 4.4.1 reports studies on the

compared performance of detector based on n and p-type semiconductors.

Inside semiconductors, the constant scattering of electrons with the elements of the lattice (e.g.

atoms, impurities) generates a thermal motion of the charges. Although the total net displacement

3We refer as substrate to the bulk of the semiconductor material.
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is null, electrons move in every direction with a mean free time defined as t̄. When an external

electric field is applied to the semiconductor, electrons and holes start gaining momentum, drifting

in opposite directions. The drift velocity is a property of the material, and depends on the applied

field. It can be expressed as:

vd =−
(

qt̄
m

)
E , (1.18)

Where m is the effective mass4 of the electron. The term
(

qt̄
m

)
is called mobility and varies between

holes, and electrons (µe,h). Due to the higher effective mass, the mobility of the holes is lower than

the electrons one (54). Experimentally, the drift velocity is known to saturate when, increasing

the external field, the charges are subjected to increasing scattering collisions. The maximum

achievable velocity by electrons (and holes) in a certain material is called saturation velocity (52).

Including its contribution, the drifting velocity can be expressed as:

vd =−
(

µE

1+ µE
vs

)
E. (1.19)

The mean free time of consecutive collisions can be affected by the interaction with impurities

inside the crystal. In this scenario, the moving charges can undergo Coulomb interaction with a

dopant impurity (55). Table 1.1 reports a summary of the most important electrical characteristics

of silicon. The features listed are some of the quantities that will be addressed in later chapters

for describing the results obtained using silicon detectors. We will describe how free charges are

generated through ionization processes in the semiconductor; given a fixed amount of energy de-

posited in the sensor, the magnitude of the currents moving through the substrate is determined

by the minimum energy for creating free electrons-holes pairs Ee/h. The carriers drift determines

the currents shape, and duration. The discussion about the carriers mobility, and drifting velocity

provides an insight of the capabilities of fast silicon sensors. Together with the material permittiv-

ity εr (proportional to the sensor’s capacitance), these features decide the overall response of the

material to incident radiation.

In conclusion, the manufacturing quality of the sensor determines the final electrical properties

of the detector. These are the foundation for the development of a performing semiconductor

4The effective mass of an electron inside a semiconductor can be defined as the mass that contributes to its interaction
with other identical particles belonging to the thermal distribution.
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Silicon electrical properties
Eg Band Gap (eV) 1.12
Eb Breakdown field ( V

cm ) 3×105

ρel Resistivity (Ωcm) 2.3×105

ρ Density ( g
cm3 ) 2.33

Ee/h Energy to create e/h pair (eV) 3.6
EMIP Most probable energy released 3.21

by MIP ( MeV
cm )

Ee/h Most probable number of e/h pair 89
created by MIP ( N

µm )

µe Electron mobility ( cm2

Vs ) 1350
µh Holes mobility ( cm2

Vs ) 480
ve e saturation velocity ( cm

s ) ∼ 107

vh h saturation velocity ( cm
s ) ∼ 7.5106

εr Relative permittivity 11.9
Td Displacement threshold energy (eV) 36

Table 1.1: List of the main electrical properties of silicon. Table modified from Ref. (46)

particle detector.

1.2.3 Charged particles interacting with matter

The energy deposited by a particle along its track inside a material can be studied for reconstruct-

ing information about the nature of the particle itself. An example can be found in discussions

reported in chapter 4, where the distribution of energy loss in silicon detectors is used as a key

identification factor for particles and ions. When a charged particle crosses a medium, it loses

energy along its path. This process occurs through the interaction with the material, which can

happen due to multiple effects. The type of medium, as well as the energy of the incident particle

determines the type of interaction.

The energy exchanged by charged particles through solid medium is usually characterized by

the ionization of the material’s atoms5, excitation of the bound electrons, and the generation of

free charge carriers. Given the density of the material, the amount of energy lost per unit of space

is modeled by the Bethe-Bloch equation, given in Eq. 1.20. The equation describes a particle with

an initial velocity v, energy E, and charge z. The material is characterized by an atomic number Z,

and atomic weight A (56). The material can be described as an electron gas with density ρ , and

5The process where the energy of incident particles is sufficient to strip electrons from the atoms outer shells.
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ionization potential I.

−⟨dE
dx

⟩= 4πNar2
e mec2

ρ
Z
A

z2

β 2

[
1
2

ln
(

2mec2β 2γ2Tmax

I

)
−β

2 − δ

2

]
. (1.20)

In Eq. 1.20, β = v
c is the ratio between the particle velocity and the speed of light, γ = 1√

1−β 2
is the

Lorentz relativistic factor. Additionally, Na = 6.022·1023 mol−1 represents the Avogadro number,

or the number of atoms per gram atom. me = 0.511MeV is the electron mass, and re =
1

4πε0
· e2

mec2

its classical radius. Eq. 1.20 represents the relativistic extension of the classical Bethe equation. It

describes the energy loss when the incident particle relativistic β → 1. For example, the maximum

kinetic energy that can be transferred to a free electron during a single collision inside the material

is Tmax =
2me p2

m2
0+m2

e+2meE/c2 . However, when the mass of the incident particle exceeds the one of the

electron m0 ≫ me =⇒ Tmax ≈ 2mec2β 2γ2. The last part of the equation, depending on δ , describes

the density effects. With the increasing of the incident particle’s energy, the dominant term of the

equations becomes the one depending on the distant-collisions contributions (lnβγ). Due to the

polarization of the material, the extension of the field is truncated, killing the resultant logarith-

mic rise. The stopping power as a function of the particle βγ is displayed in Fig. 1.9. Eq. 1.20

is an approximation derived by perturbative quantum mechanics calculations, which model the

absorbing material as an electron gas.

Although it neglects a number of effects (e.g bremmstrahlung, pair production, nuclear colli-

sions), the equation represents an accurate operative tool. It used for the prediction of energy loss

of charged particles in a regime of energy that spans nine orders of magnitude (see Fig. 1.9). The

equation is particularly useful for describing the stopping power for particles with βγ ≃ 3, cor-

responding to the curve’s global minimum. Particles around the minimum, are called Minimum

Ionizing Particles (MIP) and are characterized by rather similar energy loss rates of −dE
dx ≃ 2 MeV

gcm−2 ,

depending only on the material density. It has to be noted that the Bethe-Bloch equation approxi-

mates the stopping power for thin absorbers, where few collisions occur, and the total energy loss

has a large variance.

For this reason, the Bethe-Bloch is not well defined when describing the energy losses of indi-

vidual particles. Is is instead used for bulk deposit of radiation (e.g. dosimetry). For a generaliza-

tion to absorbers of moderate thickness, the energy loss probability distribution is better described
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Figure 1.9: Energy loss −⟨dE
dx

⟩ in copper as a function of the βγ of positive muons (4)

by the non-symmetric Landau-Vavilov distribution (56). The Most Probable Value (MPV) of the

energy loss can be found solving L(λ ) = 1
2π

e−
1
2 (λ +e−λ ), where ξ = 4πNar2

e mec2ρ
Z
A

z2

β 2 x. In this con-

text, λ =
∆E−∆Ep

ξ
, where ∆Ep represents the MPV. The energy loss distribution can be rewritten

as:

∆Ep = ξ

[
ln
(

2mec2β 2γ2c2

I2

)
+ ln

ξ

I
+0.2−β

2 −δ

]
. (1.21)

Eq. 1.21 is of fundamental importance for modeling the fluctuations of the energy loss of charged

particles crossing a detector of thickness x. As opposed to the Bethe-Bloch formula, the Landau

distribution takes into account the fluctuation of large energy transfers by single collisions. This

extends the tails of the distribution, resulting in a highly-skewed shape of the energy loss. When

describing detectors used in HEP experiments (for example in chapter 2), Eq. 1.21 can be computed

for extracting the MPV of MIPs passing through a thin silicon layer. Using a MPV energy released

in silicon by MIP of 3.21, extracted from table 1.1, and a sensor of thickness of thickness 50 µm,
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one can calculate:

∆Ep(Si,50)≃ 3.21
MeV
cm

×50 ≃ 16KeV (1.22)

Eq. 1.22 describes the energy deposit of a MIP crossing 50 µm of silicon. This configuration de-

scribes a common scenario in particle physics experiments where incident energetic particles are

detected with the use of thin silicon detectors. This process happens when the energy losses ion-

ize the medium creating free carriers moving through the sensor. The generated charge can be

collected and studied. This conversion is at the basis of particle detection with semiconductors

and is used throughout this thesis for timing and particle identification purposes.

For understanding how the energy loss can be converted in a measurable physical quantity,

we first need to get a grasp on the principle of operation of particle detectors. This thesis will focus

on the description of the functionalities of detectors based on semiconductor technology.

1.2.4 Principle of operation

When semiconductor materials of opposite type are brought together, one can form a new struc-

ture called ‘ junction’. The gradient deriving from the contact of regions with excess of holes, and

excess of electrons creates a movement between the charges (diffusion). In this scenario, holes are

attracted by the negative area, while electrons flow towards the positive region. The recombina-

tion of the carriers crossing the junction creates a potential difference, which remains locally stable

thanks to the ionization process of the acceptors and donors. Thanks to this newly produced static

charge, the potential increases and then reaches the equilibrium, preventing further flowing of the

carriers. The new stable region does not contain free charges and it is known as ‘ depletion region’.

This process is schematized in Fig. 1.10.

The potential (or built-in potential VBi) for achieving the equilibrium in the charge flows

is a property of the materials, and only depends on the doping concentrations and temperature.

The VBi of silicon is about 0.7 V. The width of the depletion region can be calculated solving the

Poisson’s equation as discussed in (57). One obtains:

W =

√
2ε0

q

(
NA +ND

NAND

)
∆V ; (1.23)
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Figure 1.10: Sketch of a p-n junction with no externally applied voltage, from Ref. (5). Underneath
the junction, one can observe the charge distribution, the electric field, and voltage as a function
of the junction’s depth. These quality affect the motion of charge carrier, in turn determining the
produced currents.

were NA and ND are the density of the acceptors and donors concentrations, ε0 is the dielectric

constant, and q is the unit charge. ∆V = VBi - Vext is the the potential difference between the built-

in potential and any external applied bias.
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Figure 1.11: Typical IV curve of a diode (6). In the plot one can spot the reverse-bias, and forward-
bias region.

Depending on the sign of the applied bias, the width of the depletion region can be modified.

When a positive voltage is applied to the n-type region, and a negative to the p-type, the junction

become forward biased and the depletion region shrinks. Charges can flow through the system,

if the depletion region’s width becomes null. When the positive voltage is applied to the p-type

material and vice versa, the junction becomes reverse biased and the width of the depletion region

consequently increases. Increasing the depletion region width, the number of free charges flowing

through the junction decreases, and, for ideal systems, the total current gets very close to zero.

However, the silicon wafers production process introduces impurities that modify the junction

depletion region. This can affect its actual size within one of the devices side (p-doped or n-

doped).

In real devices, the current flowing through a reverse biased junction is referred to as leakage

current, and constitutes the intrinsic noise of the sensor. Figure 1.11 describes the operation of a

typical p-n junction subjected to an external bias (forward and reverse). From Fig. 1.11 one can also

notice that, when reverse biased, the current flowing across the junction slowly increases up until
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a potential called breakdown. After this point, the current increases exponentially. This scenario

is particularly interesting, as silicon particle detectors usually use silicon p-n structures operated

in reverse biased condition. The energy deposit caused by incident particles (see section 1.2.3)

generates free pairs of electrons and holes inside the silicon bulk. The threshold energy for this to

happen is decided by the material ionization energy (I ≃3.6 eV). The bias provided to the detector

is usually set to reach full depletion. In other words, this ensures to generate an electric field

across the whole structure of the silicon sensor. In this way, the electron-hole pairs drift in opposite

direction inside the detector, reaching the electrodes, and generating a transient current along their

path.

This current (which can be calculated through the Shockley-Ramo theorem (58)) is induced

on the electrodes, and can be amplified and read out. This quantity provides an information on

the collected charge and, for fully efficient detectors, it can be related to the charge produced by

the passage of incident particles. In reality, the percentage of collected charge is affected by the

impurities in the semiconductor structure which can limit the Charge Collection Efficiency (CCE).

We can define the CCE as the ratio between the generated, and the collected charge. It can be

expressed as:

CCE =
Neh(collected)
Neh(generated)

, (1.24)

where Neh(collected) and Neh(generated) are the number of electron-hole pairs generated and col-

lected. Given the density of the material, one can find this number computing:

Neh(generated) =
dE
dx

x
Ee,h

. (1.25)

Where Eeh is the threshold energy required for creating free charge pairs (see table 1.1). x is the

incident particle range. For a MIP crossing 50 µm of silicon, Neh ∼4500.

Another important quantity that is considered for detector applications (see chapter 2 and

chapter 4) is the shape of the current, and its time of total collection. These quantities depend

on the carriers mobility, saturation velocities, as well as the operation point of the detector. The

versatility of solid state detectors results on a large number of applications in particle experiments.

These detectors can be used in the reconstruction of the position, of the energy, as well as the time
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of arrival of charged particles. LGADs are silicon detectors of particular interest for the production

of timing, radiation resistant detectors. The magnitude of the drifting field in their substrate is

enhanced controlling the doping concentrations in the junction. The next section describes the

conceptual design of LGADs, highlighting their main features and limitations.

1.3 Low Gain Avalanche Diodes

A new class of silicon detectors has been developed for improving the timing capabilities of

Avalanche PhotoDiodes (APDs), and Silicon PhotoMultipliers (SiPMs) traditionally used for par-

ticle detection. These devices work exploiting the phenomenon of impact ionization: increasing the

external electric field, the charge carriers can gain enough energy to create secondary free charges,

producing an avalanche process. The ratio between the initial produced charge and the ones con-

tributing to the induced current is called gain, and it is indicated as G. For APD typical gains are

greater than 100, while for SiPM are of the order of 106. The avalanche effect can be achieved

controlling the concentrations in the silicon substrate. Controlling the doping implant profiles of

standard APDs, one can design new detectors, optimized for the production of fast signals. In

LGADs the concentration of doping atoms closer to the junction produces electric fields similar to

ones of APDs. However, the charge multiplications is limited by gain levels usually set around 20.

This allows for the production of signals characterized by extremely fast rise-time (sub-ns) when

detecting MIPs (which energy loss is equally distributed along their track). The intrinsic lower

gain, and the shape of the electric field of LGADs allow for the construction of finely segmented,

and thin devices. Therefore, the total signal is comparable to the ones of traditional pin diodes,

while the sensor thickness can be drastically reduced to produce faster signals. The promising

features of LGADs have been thoroughly studied by particle physics Collaborations. 50 µm thick

devices have shown to be capable of time resolution better than 30 ps (59). Their timing capabil-

ities have been put to use for the design of fast detectors: their size, and granularity makes for

optimal sensors for numerous research and commercial applications. Most recently, the stringent

demands imposed by HEP experiments have pushed vendors in designing LGADs capable of

operating in radiation dense environments. Chapter 2 reports the extraordinary performance of

small LGAD pixels (1.3×1.3 mm2), irradiated up to high fluences (1.5×1015neq).
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This section will provide an introduction to the LGAD technology and design, highlighting

some of the required properties of these detectors. Later, another section will be dedicated to

addressing the degrading of their performance as a function of the absorbed radiation.

1.3.1 Conceptual design of LGADs

The first conceptual design of an LGAD was formulated by the Centro Nacional de Microelectron-

ica (CNM) (8; 49), with the purpose of creating sensors capable of preserving their performance

when heavily irradiated. In this concept, inherited by more conventional APDs, the multiplication

gain of the sensor was limited by the doping structure. The lower overall gain helps mitigating

the thermal noise, however preserving the magnitude of the signals. Moreover, this results in the

production of linear multiplication avalanches, which can preserve information on the initial en-

ergy deposit.

The bulk of LGADs consist of a substrate composed of highly-restive p-type silicon (with con-

centrations of np of about 2×1019 cm−3). A p+ anode complete the sensor structure. Figure. 1.12

compares the design of a LGAD to the one of a traditional pin diode with no gain layer. The struc-

ture of the LGAD usually uses n implants inside a p substrate (although a discussion about the

use of p-in-n structures can be found in (60)).

The gain is obtained diffusing a deep p-type layer (about 5 µm inside the bulk) underneath a

shallow n+ electrode (about 1 µm). In typical LGADs, the peak doping concentrations can reach

about 1019 cm−3 in the n-type cathode, and 1016 cm−3 in the gain layer (55; 8). The concentrations

in the p-layer modifies the electric field within the multiplication region, and adjusts the overall

gain. Due to the multiplication processes, this area could be affected by early breakdown when

subjected to higher bias. For creating secondary charges in a linear regime, the sensor has to gener-

ate a field of 300 V/cm. This value cannot be achieved by applying an external bias as that sensor

would operate in a breakdown regime. In LGADs the local electric field is enhanced by the dop-

ing concentration in the gain layer.Eventual breakdowns affecting the perimeter of the cathode are

mitigated with a larger diffusion of the n+ electrode. However, in most LGAD designs, the fringes

of the high fields are regulated via the insertion of additional deep n+ doping regions. These are

known as the Junction Terminating Extensions (JTE), and play a major role when segmenting the
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Figure 1.12: Comparison between a traditional silicon pin diode (on the left), and a LGAD (on
the right), extracted from Ref. (7). The adjacent plots show that the local electric field inside a pin
diode is uniform across the sensor’s depth. The spike in the LGAD electric field is caused by the
added gain layer.

sensor in adjacent pixels. The field profile of an LGAD provided of JTE is displayed in Fig. 1.13.

All these features make LGADs unique devices for particle timing detection. The multiplica-

tion process occurring in their gain layer are controlled by the density of impurities, limiting the

avalanche processes to a localized area in the substrate. The high electric field profile of the n+/p

junction allows for the use of lower bias voltages without a reduction of the signal amplitude.

Lower external fields lead to a reduction of the thermal noise, therefore to an increment of the

SNR. The introduction of a gain layer also works in favor of producing of thinner devices. The

multiplication of the produced charges balances the loss of the signal caused by the reduction of

the ionization region. On the other hand, a lower distance to cover ensures a faster time of charge

collection. Next section provides some technical details about these detector performance, and

their intrinsic limits.
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Figure 1.13: Structure of an LGAD comprising JTE to limit the breakdown effects at the edge of the
n+/p junction. In the bottom panel, the simulated shape of the electric field inside the detector (8).

1.3.2 Performance of LGADs

The previous section described the structure of the electric field inside LGADs substrates. The

added gain layer locally increases the field, and the multiplication process starts when E = 300 V/cm.

At this potential, the relationship between the local fields and the charge multiplication can be ex-

pressed as:

N(l) = N0eα(E)l ; (1.26)

l represents the path length inside the LGAD’s high-field, α(E) is a multiplication function, strongly

dependent on the local field (18; 60). N0 is the number of initial carriers, generated during the pri-

mary ionization process. The generated avalanches (electrons and holes) move towards opposite
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Figure 1.14: Slew-rate as a function of the detector’s thickness for different level of internal gain (9).
A thickness of 300 µm leads to great improvement (factor 2-3) for a 2 pF detector with G=20.

electrodes, inducing a current signal along their path. The collection time, and slew rate, can be

reduced with the choice of a thin sensor. However, for thinner sensors the effects of Landau fluc-

tuations in the energy deposit become increasingly problematic (this effect is described in 1.1.3).

Fortunately, in LGADs the introduction of the gain layer mitigates the effects of the Landau fluc-

tuations on the timing resolution. Calculations reported in (9) demonstrate the inverse propor-

tionality of the current induced by secondary charges as a function of the sensors thickness:

digain

dt
∝ qvs

G
d
. (1.27)

In the equation, q is the unitary charge, vs is the carriers saturation velocity (introduced in sec-

tion 1.2.2), G is the gain, and d indicates the detectors thickness. Figure 1.14 summarizes the

results obtained from simulations of LGADs rise-times as a function of the sensor’s thickness. The

results demonstrate that, although the Landau contributions dominate the intrinsic noise in thin

detectors, the introduction of a gain layer mitigates the degradation of their rise-time distribution.

While, in section 1.1.3 the contribution of the shot-noise was neglected for sensors with no
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Figure 1.15: The plot reports studies of the shot-noise contribution as a function of the radiation
absorbed by the sensor (10). One can notice that the gain level has to be limited for keeping
the contribution of the shot-noise under the electronics noise floor. In the plot on the right, the
difference between the two values of temperature is dictated by the rising in the leakage currents
at higher temperatures.

gain, this cannot be done when analyzing the noise profile of LGADs. Section 1.1.3 reports that

the shot-noise increases with the increasing of the leakage currents. When the charge carriers

produced by noise undergo the process of multiplication, the shot-noise is also enhanced. This

phenomenon is called Excess Noise Factor (ENF), and it is a limiting factor of the detectors SNR.

This term increases faster than the signal as the gain increases (61; 62). For LGADs, the shot-noise

contribution has to be lower than the one introduced by the read-out electronics. This is done

by adjusting the gain level of the sensor. This effect is of particular interest in irradiated sensors,

where the contribution of the shot-noise can easily become the dominant factor. Figure 1.15 shows

the simulation studies of the shot-noise as a function of the absorbed radiation fluence. From

Fig. 1.15 we can also extract information about the temperature dependence of the gain. This is

quantified by empirical models, which point to a slow decrease of the gain as a function of the

temperature (62). The temperature affects directly the carriers mobility, as it modifies the mean
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free path inside the semiconductor.

To conclude, LGADs offer excellent solution for designing thin, finely segmented performing

timing detectors. Using low value of gains, these devices can operate as single particle detectors

with excellent SNR, and stable time resolutions for MIP. LGADs have demonstrated a precision

in the reconstruction of MIP crossing time of about σt = 30 ps for 2 mm2 pixels (59). More results

on the study of LGADs with highly energetic particle beams are reported in section 2.4. The origi-

nal conceptual design of LGADs came for the demand of improved radiation resistance of silicon

particle detectors. Although they have been perfected for producing optimized time response,

this appealing feature still characterizes these sensors. Physicists identified LGADs as possible

substitutes for traditional silicon detectors in radiation dense environments. Many R&D projects

are currently moving towards the development of increasingly more radiation tolerant detectors

for preventing, or reducing the expected signal degradation.

1.3.3 Radiation damages

The timing performance of LGADs are being evaluated under extreme radiation conditions as

they are planned to be installed at HEP experiments at colliders. Their radiation hardness has

been largely improved for sustaining the level of fluences expected for long periods of data acqui-

sition. The radiation damages affecting LGADs are not the same expected for simple pin diode

detectors. The features of their detectors design (such as their thickness, and gain) poses a set of

unique problems.

In solid state detectors, the CCE (introduced in section 1.2.4) is known to decrease as a function

of the collected radiation. Deposit exceeding the minimum displacement energy (see table 1.1) can

generate defects in the silicon’s crystal, in turn creating traps for the charge carriers. This effec-

tively increases the collision rates of free charges moving in the semiconductor. In LGADs, the

mean free path of the carriers is of about 50 µm at an irradiation level of 1×1015 neq/cm2. This

corresponds to the typical size of their sensitive area (depletion region). From the simulated stud-

ies of Baldassari (11), one can observe that the rise-time of the signal does not display a strong

dependency on the irradiation, for values lower than 1×1015 neq/cm2. This effect can be observed

in Fig. 1.16. The levels of radiation in Fig. 1.16 have been chosen to replicate the environment of
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Figure 1.16: Results of simulation studies of the signals produced by irradiated LGADs, from
Ref. (11). The rise-time does not experience significant distortions up to values of irradiation
higher than 1×1015 neq/cm2.

the future LHC operation (chapter 2 is dedicated to the description of the us of timing detectors

at the LHC). In the same way, one can calculate the contributions affecting the SNR in irradiated

sensors. The increase in leakage current is enhanced by the sensor’s gain. In turn, these currents

lead to increased power consumption and shot-noise (18). Optimizing the response of irradiated

sensors, usually requires to operate these devices at lower temperatures (about -20 °C to -30 °C).

Another contribution can be identified in the modification of the concentrations of dopants in

the silicon. This effect has been empirically demonstrated, but its causes are still under investiga-

tion. Absorbed fluences exceeding 1014 neq/cm2 seem to lead to a decrease in the gain of LGADs.

This can be attributed to an effective reduction of the p-type layer caused by increased trapping of

the carriers. Another reason could be found in the inactivation of the doping impurities (63). New

typologies of LGADs, tries to mitigate this phenomena including carbon impurities inside their

gain layer, and substituting the existent doping materials (boron) with heavier ones (gallium).

Figure. 1.17 reports studies of irradiation in LGADs with alternative doping schemes. LGADs of

new generations are capable of sustaining large amount of absorbed doses with minimal perfor-

mance losses, when compared to other silicon timing detectors. While designed to be intrinsically
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Figure 1.17: Collected charge (left), and time resolution (right) of irradiated CNM LGADs. The
plots, extracted from Ref. (12), report the studies of gallium, and carbon-added LGADs, irradiated
up to 1015 neq/cm2.

radiation-hard, their capabilities have been improved via the addition of different impurities, and

targeted modifications of their structure.

At present, these detectors have demonstrated an operational range that reaches absorbed

doses greater than 1015 neq. When utilized with optimized working points, LGADs subjected to

such values of irradiation produced surprising results, with measured time resolution of about

50 ps (in 1.3 mm×1.3 mm sensors). Evaluating the time performances of irradiated detectors was

one of the important measurements performed during the R&D work reported in this thesis. The

results obtained during the characterization studies of irradiated LGADs are described in sec-

tion 1.1.1.

1.4 Chapter summary

This chapter laid the foundation for understanding the functions of fast silicon detectors, by de-

scribing the performance of state-of-the-art devices. With this as the framework, a general intro-
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duction on the topic of timing measurements was followed by a description on semiconductors

and their use for particle timing detection. A good time resolution is determined by the combina-

tion of a quality sensor’s design, an optimized read-out electronics, and effective signal digitizing

and processing. These components directly affect the overall precision of the time reconstruction,

adding to the total uncertainty.

From the studies of these sensors, one concludes that the main source of intrinsic noise comes

from the non-homogeneous nature of the ionization processes. The energy deposit of incident

particles is dictated by stochastic physics effects and generating non-uniform pulse profiles. This

effect plays a role in degrading the slew-rate of the generated pulses. LGADs mitigate this problem

using thin sensors with gain layers producing linear multiplication of the carriers. This configu-

ration ensures a fast collection of the charges and reduces the amplitude loss due to shorter drift

times. Fast rise-times, and large SNR lead to a more defined intersection with the threshold set by

digitizing devices. The smearing of the crossing time of static threshold or jitter, is addressed in the

design of the detectors read-out. The bandwidth of the electronic components should not restrict

the detector’s rise-time. At the same time it has top be selected for containing the noise levels.

These precautions, together with performing digitizers and dedicated post-processing algorithms

are the ingredients for developing timing detectors.

43



Chapter 2

Precise timing detectors for the CMS Mip Timing Layer

This chapter presents a brief description of the Large Hadron Collider (LHC) and an introduction

to the Compact Muon Solenoid (CMS). Particular attention is devoted to the description of the

CMS technical upgrades for the High-Lumi LHC (HL-LHC), scheduled to start by 2027. The in-

creased luminosity will impose the use of new particle detectors and systems that can cope with

the expected particle rates in the barrel and end-caps of the experiment. These two regions of the

CMS apparatus will see the installation of a MIP Timing Layer (MTD), an additional layer of detec-

tion responsible for the reconstruction of the Time Of Flight (TOF) of final decay products. After

a brief introduction to the proposed physics program, the present chapter provides the technical

details of the detectors populating the timing layers. The following sections report the test results

obtained during the prototyping phase of the Low Gain Avalanche Diodes (LGAD) produced for

the End-Cap Timing Layer (ETL). The presented data was obtained during the test campaigns

pursued at the FERMILAB facilities and the results of the LGADs performance were evaluated

during the following analysis work. The R&D results are introduced by a section describing the

characterization procedures at the laboratories at KU of a fast timing detectors used during the

tests. The latest sections are dedicated to the description of the ETL modules electrical quality

control procedures.

2.1 Particle physics at colliders

The Standard Model (SM) of particle physics represents the most successful framework for de-

scribing three out of the four fundamental forces in nature. This framework derives from Quan-

tum Field Theory (QFT) calculations and successfully predicts events happening in the regime of

small distances. In the models, particles are described as excitation of the quantum fields perme-

ating the universe. The same fields produce force carriers, the quanta of energy exchanged during
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particle interactions, also responsible for generating the observable matter and radiation. The

model classifies particles based on the statistical distribution describing their occupancy of dis-

crete energy states, and according to the forces defining their mutual interactions. The quantity,

or quantum number, used for this classification is called spin (S). The spin is an intrinsic property

of a particle directly related to its angular momentum and varies as even or odd multiples of 1/2.

The distribution describing particles belonging to the first group follows the statistic of Bose-

Einstein; these particles are indicated as Bosons. The fundamental1 SM blocks belonging to this

category include the gluons, called photons, the W± and Z bosons. These are the gauge bosons

mediator of the forces: the W± and Z bosons mediate the weak interaction between subatomic

particles and are responsible for the nuclear decay of radioactive atoms; the particles composing

the nucleus are kept confined thanks to the action of gluons, who mediates the strong interaction

between the partons. In the case of electromagnetic interactions, that mediation is performed by

the exchange of spin-1, massless particles, the photons. Finally, the Higgs boson, the scalar boson

(spin S-0) in the SM, completes the picture. Although its discovery was the latest addition to the

model, the presence of the Higgs boson naturally derives from spontaneous symmetry breaking

mechanism theorized in the 1960s. Through their interaction with the Higgs field, particles of the

SM obtain their typical masses.

Particles with odd multiples of 1/2 spin follows instead the Fermi-Dirac and are classified as

Fermions. Quarks and Leptons are the fundamental fermions of the SM. Leptons are fundamental

fermions interacting through electromagnetic and weak force but not directly sensitive to strong

interactions. Within the SM, pairs of charge-1 leptons (electrons, muons, tau leptons) and associ-

ated neutrinos (electron, muon, and tau neutrinos) are organized in three generation, and classi-

fied by a quantum number called flavor. Although the SM does not account for events violating

the flavor conservation, it has been experimentally proven that neutrino flavor eigenstates do not

correspond to the particles mass eigenstates. This results in a peculiar oscillation effect, where neu-

trinos of a given generation can fluctuates to different flavors while propagating through space.

interact among each other forming colorless2 bound states called Hadrons which can be organized

1describes particle without internal substructure. This experimental definition follows results probing matter to
extremely short distances, around 10−20.

2The term color refers to an additional quantum number used in quantum chromodynamics to describe properties of
the strong interactions. The principle of color confinement dictates how free particles must present a null color charge.
The three colors (and respective anticolors) described in the theory are chosen in analogy with primary colors and are:
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in baryons when quarks are interacting in odd numbers, and mesons when in even.

Although the SM could look like a complete and reliable framework for describing all possible

interactions of fundamental particles, there are many open questions still to be addressed. It is

the duty of particle physicists to verify with increasing accuracy what can already be predicted by

the model while, at the same time, investigating phenomena beyond the known SM (BSM). His-

torically, particle colliders have provided a perfect testing ground for probing the validity of the

theory and looking into new physics events in a broad spectrum of energy regimes (keV - TeV).

Accelerators can be used in a variety of different applications, however research laboratories op-

timize particle accelerators for maximizing the production of interesting physics events. Particles

are accelerated over linear or circular tracks in order to reach the desired energy and collided at

designated interaction points. The final decay products of particle interactions are then collected

by the detecting apparatus of physics experiments.

Accelerators can operate using leptons (e.g. electrons, positrons), hadrons (e.g. protons, an-

tiprotons), light and heavy ions (e.g. He, Pb), or combinations of them. Many accelerators seg-

ment their streams of particles into equally spaced packets, or bunches travelling inside the beam

lines. The collisions can happen between the two, if the accelerator is designed to revolve particle

beams in opposite directions (therefore adding the energy of the colliding particles), or the beams

can be directed to interact with a fixed target. It has to be noted that, in the process of accelerating

hadrons, while the total energy provided can be controlled, there is no a priori knowledge of the

energy carried by the fundamental quarks composing the hadrons. When the collision happens

at high energies, the ‘bullet’ particle is energetic enough to probe the structure of the target, and

the accelerator effectively acts as a powerful, subatomic telescope. In this scenario, the partons

are the ones effectively interacting, while the contribution of the hadron’s electromagnetic form

factor is negligible. Hadronic accelerators exploit this for producing a broad spectrum of final

states and facilitating the observation of previously unrevealed particles and resonances. The

same phenomenon does not affect data collected at lepton colliders, as the energy of the funda-

mental particles can be controlled through the acceleration process. This type of accelerators is

more suitable for precise physics measurement, where the quantities to be studied are understood

and the collider features can be tuned for optimizing the yields.

red, green, and blue.

46



2.1.1 The Large Hadron Collider

The European Organization for Nuclear Research (CERN) hosts the largest and most powerful

accelerator ever built, the Large Hadron Collider (LHC). Extending over a circumference of 26.7

km, the LHC is located near the French-Swiss border, at the outskirts of Geneva, Switzerland

approximately 100 m underground (64). Inside the LHC ‘bunches’ populated with more than 1011

of protons are injected into two intersecting rings. Radiofrequency cavities accelerate the bunches

in opposite directions over multiple stages, with the purpose of gradually reaching the desired

energy. As the protons are accelerated, their trajectory is bent and kept on a main orbit using

1232 superconductive dipole electromagnets. Additional dipoles are used to modify the particles

direction around the Interaction Points (IPs), where the two beam lines intersect and the protons

are frontally collided. In order to maximize the number of interactions, the beams are focused

‘squeezing’ together the particles inside the bunches using pairs of crossed magnetic quadrupoles.

The number of event produced per unit of time during the collisions can be expressed as:

dNevents

dt
= σ , (2.1)

where σ , the cross section, is related to the probability of having proton collisions, and , the instan-

taneous luminosity, depends only on the accelerator parameters. For circular synchrotrons (such

as the LHC), the instantaneous luminosity is provided by the formula:

L =
kbN1N2 frevγ

4πεnβ ∗ F, (2.2)

where N1 and N2 correspond to the number of particles populating each colliding bunch, kb is

the total number of bunches, frev is the revolution frequency, and γ is the Lorentz boost factor.

The denominator contains parameters solely constrained by the optics of the accelerator: β ∗ and

εn, the normalized transverse beams emittance, and the amplitude function, respectively. The

crossing angle at which the bunches meet at the interaction points is represented by the F term in

the equation; effectively reducing the total number of collisions. The LHC was designed to collide

protons accelerated to energy of 14 TeV with an instantaneous luminosity of = 1034cm2s−1. The

acceleration chain required for achieving these parameters can be summarized as follows:
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• In the first stage, of ions of hydrogen gas are stripped of their electrons thus obtaining

bunches of protons. These are pumped inside the LINAC (65) and accelerated over its linear

track to reach an energy of 160 MeV.

• From there, the protons are injected inside the first circular accelerator, the Proton Syn-

chrotron Booster (PSB) (66), where they are accelerated to 2 GeV and prepared for their in-

jection inside the Proton Synchrotron (PS) (67).

• In the PS protons reach 26 GeV, enough energy to be injected inside the orbit of the Super

Proton Synchrotron (SPS) (68) where they are accelerated up to 450 GeV, about 99.9% of the

speed of light (c).

• Finally the SPS injects the bunches to the LHC, where the particles are evenly divided be-

tween the two beam lines, driving the protons in opposite directions. Inside the accelerator

revolve 2,808 bunches, each containing 115 billion protons, with a revolution frequency of

40 MHz (hence a bunch spacing of 25 ns). The LHC uses RF cavities (400 MHz) designed to

resonate with the the revolution frequency of the particles to gradually increase their mo-

mentum. It requires approximately 20 minutes for the protons in the beam pipes to achieve

their final energy of 6.5 TeV.

Fig. 2.1 provides a detailed sketch of the LHC accelerator complex and highlights the four IP in-

dicating the name of the corresponding experiments: ALICE , ATLAS, CMS, LHCb. In the early

years of the LHC physics program, a great deal of effort was devoted in searching for the Higgs

boson. After achieving enough statistical evidence to announce its discovery in 2012 (69), the LHC

and the various experiments have been subjected to a series of major hardware and software up-

grades, increasing the experimental capabilities to search for beyond the standard model (BSM)

events.

At present, the LHC is expected to resume its data acquisition which will last until the end of

2022, the so-called Run 3 phase. The previous paragraphs describe the LHC functionality at its

maximum achievable collision rate and energy, yet the accelerator is capable of colliding proton

beams in different running conditions. During ‘special runs’ lower number of collision events

arise form the crossing bunches, thus reducing the number of pile-up (PU) events, and favoring
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Figure 2.1: Schematic representation of the parts composing the CERN accelerator complex (13).
The arrows direction follow the trajectory of the particles circulating inside the beam lines.

high-precision measurements. Additional operational modes of the LHC complex include the ac-

celeration of heavy-ion nuclei, mostly Pb, stripped off their electrons and collided at relativistic

energies against other heavy nuclei or protons. This modality allows to reach high energy den-

sities and temperatures for dedicated studies of hidden properties of strong nuclear interactions,

including studies of the Quark Gluon Plasma.

2.1.2 The CMS detector

Together with the ‘A Toroidal LHC ApparatuS’ (ATLAS), the Compact Muon Solenoid (CMS) is

one of the two general purpose detectors3 present at the LHC. To maximise the acceptance and

cover the majority of the 4π solid angle, CMS is structured in a set of concentric layers of de-

tection to create a cylindrical symmetry around the interaction point 5 (IP5). In CMS, the inner

detection layers are enclosed by a superconductive solenoid magnet which bends the trajectory of

3We define ‘general purpose detectors’ those experiments designed to inclusively reconstruct the majority of the
possible decay channels of the heavy particles generated during the collisions.
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Figure 2.2: CMS experiments cutaway diagram (14). The parameters displayed in the legend refer
to the detector status during Run-2.

charged particles. Outside the solenoid, the muon chambers reconstruct the tracks of the penetrat-

ing objects escaping the main detecting apparatus. The cylinder of CMS is positioned around the

interaction point (Central Barrel) and closed on the forward regions by circular supports hosting

additional particle detectors (End-caps). The design of the CMS apparatus is shown in Fig. 2.2.

The reference frame of the collisions in the experiment, also known as the laboratory frame,

is based on an arbitrarily selected reference system centered on the nominal IP geometrical loca-

tion. Pointing towards the French Jura mountains, the z-coordinate of the system moves along

the beamline while the y and y axis define the transverse plane. The x-axis lays horizontally on

this plane, facing the center of the LHC circumference. The y-axis points vertically upward. The

polar angle θ is defined as the the angle between the y and the z axis, and the azimuthal angle

(φ ) is measured from the x-axis in the x-y plane. These coordinates are needed to build the kine-

matic parameters of the collision products such as the Pseudorapidity, defined as η = -lntan(θ/2)
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and the rapidity y = 1
2 ln

(
E+pL
E−pL

)
where pL indicates the longitudinal component of the particle’s

momentum. In order to understand the benefits and complications coming from the hardware up-

grades scheduled for the High-Luminosity LHC (HL-LHC), a description of CMS sub-detectors is

provided below.

2.1.2.1 Superconducting solenoid

At the core of the CMS central barrel, the superconductive solenoid produces a magnetic field of

3.8 T, 100 times stronger than that of planet Earth. Such an intense magnetic field is needed to con-

tain within the barrel the tracks of charged particles produced on the x-y pane (their z-coordinates

results mostly unaffected), bending their trajectory according to the Lorentz force. This provides

an invaluable tool for particle identification as well as a direct measurement of the particle mo-

menta. However, the design and integration of detection layers has to be carefully pondered to

avoid issues due to mechanical deformations. The solenoid coils are structured in four layers of

niobium-titanium superconducting strands kept in vacuum and therefore thermally isolated from

the surrounding environment. While providing the main structure of the CMS experiment, the

iron structure surrounding the coils, called the yoke, provides a conductive layer for the return of

the magnetic field’s lines. The latter is composed of five dodecagonal three-layered barrel wheels

enclosed by four end-cap disks at each end. The 620 mm thick steel blocks comprised in the struc-

ture also serve as absorber plates for the muon detectors (70).

2.1.2.2 The inner silicon tracker

Comprising of concentric layers and sealed on the side by additional detecting components, the

silicon inner tracker is the closest detection system to the IP and it extends in a cylindrical vol-

ume of 5.8 m in length and 2.5 m in diameter, covering a range in pseudorapidty of η < 2.5. In

its innermost region, the tracker employs the use of silicon pixels to provide highly accurate ver-

tex reconstruction using three-dimensional interpolation of signals generating over its concentric

layers. After the upgrades operated in 2016-2017, the original detector, consisting of three barrel

layers with radii of 44 mm, 73 mm, and 102 mm and two end-cap disks at distances of 345 mm

and 465 mm from IP5, have been replaced to comply with the more stringent requests imposed by
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Figure 2.3: The upgraded inner tracking system of CMS is compared with the the original one. (15)

the increased LHC luminosity. The newer CMS Phase-1 pixel detector includes 1856 segmented

silicon modules: 1184 modules compose the barrel pixel detector (BPIX) and 672 are used for

the forward disks (FPIX). The modules are read-out by 16 Readout Chips (ROCs) with upgraded

bandwidth and data loss reduction at higher collision rates, bringing the operational data rates

from 160 Mbit/s to 320 Mbit/s. Figure. 2.3 displays a section of the layered barrel structure (L1-

L4) with radii of 29 mm, 68 mm, 109 mm, and 160 mm as well as the forward disks (D1-D3) located

at distance 291 mm, 396 mm, and 516 mm from the IP. In the figure, the CMS-phase 1 pixel detector

is compared with the original one.

The upgraded detector, designed to sustain higher dose-rates (up to 3.6× 1015 neq/cm2 after

collecting an integrated luminosity of 500 fb−1) improved the track resolution for non-isolated

clusters up to 1.5% in and 20 in the transverse, and 40 in the longitudinal directions. Around

the pixel detector, the strip tracker employs silicon strip modules parted into subsystems, and
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extending out to a radius of 110 cm from the IP. The Tracker Inner Barrel (TIB) and the Tracker

Inner Discs (TID) cover r < 55cm and |z|< 118cm utilizing four layers of strips closed by three

discs at each end. In the outermost region, the Tracker Outer Barrel (TOB) includes six barrel

layers covering r > 55cm and |z| < 118 cm. The Tracker EndCaps (TEC) is structured in nine

discs to cover the region of 124 < |z| < 282cm.

2.1.2.3 The Electromagnetic Calorimeter

Outside the silicon tracker layers, one can find the CMS Electromagnetic CALorimeter (ECAL)

designed for the detection of photons and electrons. It consists of 75 848 lead tungstate (PbWO4)

crystals covering intervals of pseudorapidities of η < 1.48 in the barrel region (EB) (where the

blocks are arranged in 36 supermodules), and η < 3.0 in correspondence of the two end-caps

(assembled in a 5×5 pattern). Inside the scintillating metallic crystals, electrons and photons dis-

sipates their initial energy via bremmstrahlung and pairs production. The absorber material is

carefully selected to balance fast response time, small radiation length (X0 = 0.89cm) (71), and an

excellent radiation tolerance. Moreover, the PbWO4 crystals cross-section is optimized to contain

the typical transverse size of the EM showers (Moliere radius). In the barrel region, the scintil-

lation light produced by the energy of the EM showers contained in the crystals travels toward

the Avalanche photodiodes (APD) for the final energy reading while the showers produced in the

end-caps are reconstructed by vacuum phototriodes (VPTs). To maintain the expected efficiency,

the fully assembled blocks are maintained at a temperature of 18° C and the crystals transparency

is monitored using the reflection of laser pulses. Additional part of the CMS ECAL are the silicon

sensors interleaved with a total of 3 X0 of Lead composing the preshower detector, installed in

front of the end-caps detectors (1.6 < |η| < 2.5). These are needed for proper identification of

neutral pions in the end-caps, discriminating electrons from MIPs, and improves the photon and

electron spatial location. A section of the CMS ECAL structure is depicted in Fig. 2.4. In the barrel

region, the energy resolution of the ECAL reaches remarkable results of about 0.4% for energies

of 100 GeV or above, and displays a rise to about 1% for unconverted or late-converting photons

with energies spanning tens of GeV. A resolution of about 1.3% up to a pseudorapidity of η = 1,

and about 2.5% at η = 1.4 is found in the remaining cases. The end-cap ECAL region displays a
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Figure 2.4: A schematic depiction of the CMS ECAL, pinpointing the position of its sub-
detectors(16).

resolution of unconverted or late-converting photons of about 2.5%, and between 3 and 4% in the

remaining cases.

2.1.2.4 The Hadronic Calorimeter

To reconstruct the energy, the position and the arrival time of hadrons, the CMS apparatus in-

corporates sets of dense absorbing layers interleaved with scintillating material. The Hadronic

CALorimeter (HCAL) extends both inside and outside of the solenoidal coil of the experiment

as it includes barrel (HB) and end-caps (HE) sub-detectors, as well as an outer barrel (HO) and

forward (HF) components located at the fringe of the magnetic return flux. The full HCAL struc-

ture is sketched in Fig. 2.5. Built as two sections with cylindrical symmetry, the central part of

the HCAL, the HB, covers an interval of η < 1.48, mapping the ECAL crystals arrays to form

calorimeter towers; the latter projects radially outwards with respect to the IP, and the total com-

bined energy deposition reconstructed by the two detectors provides an estimation of the energy
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Figure 2.5: Lateral (r-z plane) section of the CMS HCAL detectors. With the color scheme, the
authors (17) intend to highlight the different layers of sub-systems forming consecutive depth
segments.

carried by the hadronic jet. Each of the 16 projective towers composing the half barrel is parted

in 17 layers of plastic scintillators and absorbing material, and the produced signals are collected

by pixelated hybrid photodiodes installed at the end of each section. Typically, the total energy

resolution is about 15–20% at 30 GeV, 10% at 100 GeV, and 5% at 1 TeV.

2.1.2.5 Muon Chambers

Since muons are not expected to strongly interact with matter and are less subjected to radia-

tive losses due to their mass larger than the electrons one, their trajectory is often undisturbed

by the layers composing the structure of CMS. Muons are usually invisible to the experiment’s

calorimeters and their characteristic signature consists in the sole trajectory inside the silicon

tracker. CMS relies on a set of additional detectors for identifying and reconstructing the particles

four-momenta. The ‘muon chambers’ are situated outside of the solenoidal magnet and in the

forward regions; this sub-system employs the use of three types of detecting technologies: Drift

Tubes (DT), Cathode Strip Chambers (CSC) , and Gas Electron Multipliers (GEMs). The layout of
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one of CMS quadrants highlights the muon chambers setups. The DT modules are located radially

outside the barrel region, each of them covers an area of 2 × 2.5 m2 and consists of 12 aluminum

layers and 60 gas filled tubes. Incident muons produce free carriers inside the gas detectors and

their collection provides information about the muon coordinates: the tubes are grouped such that

the inner layers provide information over the z-coordinate while the outer layers reconstruct the

transverse (x and y) coordinates. The region of the end caps is instead covered by the CSCs. These

detector use a gas filled volume to intercept the muons and drift the resulting charge avalanches

to induce signals in the read-out. The latter consists of crossed anode wires and cathode strips

which, respectively, provide a position for the electrons and ions clusters generated by the par-

ticles passage. The two point reconstruction is operated over six consecutive layers of detection

for an accurate trajectory matching with the information provided by the silicon tracker. In both

regions, namely the barrel and the end-caps, one can find sets of GEM and Resistive Plate Cham-

bers (RPC) detectors. The avalanche clusters generated by the passage of muons drift towards the

read-out planes (portioned in conductive strips), inducing highly localized signals characterized

by fast rise-times. CMS employs the outstanding spatial and temporal resolution of these devices

for reconstructing the muon momenta and to provide reliable trigger options.

While the CMS experiment is fully equipped to reconstruct the majority of events coming from

the hadronic collisions, the finite data acquisition rate, read-out bandwidth, and data storage lim-

its the possible output stream. At the same time, the physics program of CMS focuses on very

rare events, and the more ordinary collisions are mainly used as control sample and for detector

calibration purposes. Indeed, the so-called ‘minimum bias’events originate from long-range in-

teractions and populate the data buffers, hiding the more rare processes. A trigger system based

on a dual tier architecture is responsible for selecting the events of interest while rejecting back-

ground events. The custom made processors in the CMS first trigger level (L1) are use to compute

fast measurements over a simplified set of information. From the merging of single hits in the

calorimeters to the tracking of the muon system, L1 operates with a selection rate limited to about

100kHz. After a typical latency of 3 µs, the gathered information are propagated to the higher level

of decision layers. The farm of processors comprising the High-Level Trigger (HLT) performs the

last data reduction needed before the storage. This operation employs the use of an optimized

version of the CMS full event reconstruction software in order to limit the output data-streams to
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an event rate of about 1kHz.

2.1.3 The High-Luminosity upgrade of the LHC

During the last decade, the LHC has gone through a series of technological upgrades that helped

the physics community achieving important scientific goals. With the increased collider’s center-

of-mass energy (up to 13 TeV) implemented during 2015, and the following reduction of the beams

emittance finalized during the Long Shutdown 2 (LS2), the LHC greatly improved its sensitivity

to BSM effects. A major upgrade of the machine’s capability is planned for LS3. This phase will

see a massive increase in the LHC luminosity, resulting from a better collimation of the colliding

beams around the IPs and larger population of the bunches. Although the collider is expected to

run providing a stable instantaneous luminosity between 5 and 7.5×1034 cm−2s−1, the new appa-

ratus will be capable of delivering up to 2×1035 cm−2s−1.

In this scenario, the accelerator will provide the CMS and ATLAS experiments an additional

integrated luminosity of about 2500 fb−1 over a span of 10 years. This regime of operation will

benefit a vast variety of physics programs (72); it will open the possibility to study extremely rare

processes, and increase the sensitivity on BSM phenomena. Unfortunately, this comes at the price

of a dramatic increase in the number of collisions per bunch crossing, which is expected to reach

∼200 at maximum luminosity (around four times the current peak PU). Only a few of these par-

ticle interactions can be used for searching new physics phenomena, as most of the collisions are

‘soft’ (or ‘peripheral’ ) and happen at scales much lower than TeV. The sea of collisions products

is therefore dominated by PU events entering the detectors acceptance and recorded as mismea-

sured or misidentified tracks. Additionally, radiation coming from such a high PU adds to the

energy within the calorimeters, complicating the reconstruction of isolated leptons and photons.

The amount of radiation to sustain, as well as the processing rate needed for data collection,

pushed the LHC experiments to work towards the improvement of its detectors capabilities. Dur-

ing LS3, CMS will undergo a series of major upgrades to comply with these unprecedented re-

quirements (73; 74). The excellent efficiency, resolution, and background rejection performance

of the experiment will be maintained introducing several modifications to the detector hardware

and reconstruction techniques (75; 76; 77).
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2.2 The MTD for the CMS Upgrade

In light of the post-LS3 upgraded luminosity of the LHC 2.1.3, the CMS Collaboration is striv-

ing for preserving the excellent detector’s performance. In 2017, a CMS Technical Proposal (47)

details the modifications the experiments will have to undergo to pursue the new data acquisi-

tions. Among the planned upgrades, CMS proposed the installation of a new layer of detection

that will employ modern state-of-the-art timing technologies: the MIP Timing Layer (MTD). This

system will aim to provide precise timestamp for MIPs, matching charged tracks to the correct

interaction vertices within the bunch crossing. In this way, the experiment can strongly suppress

the out-of-time PU coming from individual particle interactions occurring at different times4. The

time at which one of the collision occurred can be reconstructed associating the tracks coming

from a vertex to the timestamp of hits in the MTD. The MTD R&D program is divided into two

sections. A portion of the timing detectors will cover the region of the CMS central barrel, and it

is referred to as Barrel Timing Layer (BTL) group. The End-Cap Timing Layer (ETL) describes the

set of detectors responsible for the timing reconstruction in the forward regions.

2.2.1 Impact on CMS operation at HL-LHC

Within CMS, the identification of particles relies on a global event reconstruction algorithms, the

particle flow (PF) event reconstruction (78). The PF combines the information of all sub-detectors

for establishing a list of candidate objects to associate to the reconstructed products. In CMS, the

PU mitigation is performed by the PF, which utilizes statistical inference techniques for eliminat-

ing charged tracks inconsistent with the most probable vertex location and improving the recon-

struction quality. While the high granularity of the tracking detecting apparatus will suffice for

an efficient PU mitigation at current LHC capabilities, the HL-LHC higher line density5 dNv/dz

of collision vertices substantially complicates the matching procedure. The PF algorithm asso-

ciates primary vertices to decay products minimizing their relative distance of closest approach

|∆z(track,PV)|.

However, this sample is contaminated by tracks coming from displaced sources (secondary

4This effect is due to the longitudinal overlap of the bunches, which distribution has typical RMS ranging between
180-200 ps.

5Density of vertices per unit of space, calculated along the axis of the beams.
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interactions, resolution tails, particles decaying in flight) which require the PF to set optimal cuts

on the acquisition along the z-coordinate. Increasing dNv/dz, the acquisition window can become

larger than the one set by considering the tracking resolution alone: simulation results show how

setting |∆z(track,PV)| < 1 mm causes a non-negligible PU contamination for vertex linear densi-

ties greater than 1 mm−1. At the peak scenarios expected for the HL-LHC, these densities substan-

tially increase to around 1.2 mm−1 and 1.9 mm−1, respectively for 140 and 200 PU interactions

(assuming a bunch spread of about 4.5 cm RMS). This could greatly affect the CMS performance,

degrading the efficiency and resolution of all measurements requiring isolated objects, or merged

tracks (e.g. study of missing energy, jets).

With the installation of the MTD, the object reconstruction and identification strategy relies on

a combined 4D information. Simulation results confirm that a satisfying PU mitigation is achieved

considering time resolutions of around 30-40 ps expected at the beginning of the detectors life. A

satisfying background rejection can be achieved with the 50-60 ps of resolution expected after the

irradiation. For every track it will be possible to define a window |∆t(track,PV)| < N ×σt , that

depends on the detector resolution, and the number of independent measured timestamps. Fig-

ure 2.6 compares the performance of the vertex matching for a simulated high PU scenario, with

and without the use of timing information. This noticeably reduces the overall contamination of

incorrect vertex merging from 15% to 1% for collision with a PU = 200 (as displayed in Fig. 2.7).

With the installation of the MTD, CMS will gain efficiency in the reconstruction of single, and

multi-object final states, as well as an improvement in the reconstruction of missing momentum

(pmiss
t ). Overall, the efficiency gain, when compared to the constant background rates, amount to

about 20%-30% over many different measurements. Table 2.1 summarizes the expected scientific

impact of the MTD at the HL-LHC.

The HL-LHC aims on opening the possibility of measuring rare decay channels with unprece-

dented statistical accuracy. Rare decays of the Higgs boson constitute one of the main physics

motivation for the installation of a more performing experimental apparatus. In particular, stud-

ies of di-Higgs production provide the only tool for a direct determination of the Higgs boson

trilinear self-coupling (λHHH) (79; 80) and determining the shape of the Brout–Englert–Higgs

potential. At the LHC, this measurement relies on the small cross section of the Vector Boson

Fusion (VBF) process, and combines the information of five decay channels: bbbb, bbττ , bbWW
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Figure 2.6: Vertices simulated (in red) for a PU = 200 scenario (18). The vertices position in time
and space is represented with respect to the bunch crossing t0, and z0. It’s clear how the sole 3D
reconstruction (yellow dotted lines) does not contribute in detecting individual vertices within the
bunch crossing (tRMS ∼180 ps, zRMS ∼4.6 cm). An accurate location is achieved by adding a MIP
timing detector with about 30 ps of resolution (in blue and black).

final states Physics measurement MTD impact
H→ γγ

H→4 leptons
+ 15–25% (stat) precision on cross section

→ Improve coupling meas.
Isolation and
Vertex identification

VBF→H→ ττ
+ 30% (stat) precision on cross section

→ Improve coupling meas.
Isolation
VBF tagging, pmiss

t

HH
+ 20% gain in signal yield
→ Consolidate searches

Isolation
b-tagging

EWK SUSY
+ 40% background reduction

→ 150 GeV increase in mass reach
MET
b-tagging

Long-lived Particles
Reconstruction mass of the products
→ improve potential for discoveries

βLLP from timing of
displaced vertices

Table 2.1: Impact of the MTD installation on some of the main physics measurements for the HL-
LHC. Table edited from Ref. (47).

(with WW → lν lν), bbγγ and bbZZ (with ZZ → ll′ll′).

The increased luminosity of the HL-LHC will allow the collection of more significant sam-
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Figure 2.7: Left: the plot shows the probability density functions of the line densities along the z-
axis. The three PU scenarios under analysis, 30, 140, and 200 correspond to densities respectively
peaking at 0.3, 1.2, and 1.9 mm−1. Right: the plot shows the reduction in the rate of misidentified
tracks as a function of the density of event per square millimeter. The 3D (in blue) and 4D (in red)
reconstruction are performed for a PU = 140,200. Both plots have been extracted from Ref. (18).

ples. However, the contamination of PU tracks adding spurious secondary vertices leads to a SNR

degradation that increases with the rate of interactions. This results in b-jet tagging efficiency

losses of about 10% at high PU. In this scenario the MTD helps mitigating the PU and enhancing

the matching of candidate particles with the primary vertex with an improved b-jet identification

efficiency. The b-jet tagging efficiency degradation is recovered by requiring the track to fall in a

window of 3.5σt (with σt = 30 - 40 ps) of the candidate vertex. As a result, the contamination of

secondary vertex matching is reduced by about 30%, and the separation capabilities of b-jets and

jets from light-flavor quarks, is greatly enhanced.

The improved MTD b-jets tagging performance impacts the searches for di-Higgs production,

with at least one of the two bosons decaying in bb̄ quarks. These measurements will experience

a reconstruction gain of around 4-6% in the case of a single Higgs decaying in b quarks, and a

combined gain in the yield of the multi-object final state HH → bb̄bb̄ of about 18% (including the

ETL and BTL). Figure 2.8 (right) puts in display the signal’s enhancement adding the timing infor-

mation in the analysis of HH → bb̄bb̄. Left panel of Fig. 2.8 shows the efficiency of the b-tagging

procedure, as a function of the line density at the vertex candidate. Similarly, the signal where

H → ττ (or other leptonic channels) is enhanced due to the lepton isolation from charged tracks
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Figure 2.8: Left: b-tagging efficiency as a function of the line density (in a scenario of 200 PU
interactions). Right: yield enhancements of the di-Higgs decaying in b quarks as a function of the
Higgs rapidity (normalization operated on the no-MTD case). Plot extracted from Ref. (18).

capabilities, as well as the improved resolution over pmiss
t . Simulated scenario (19) at the HL-LHC

reports a gain of around 10% over the missing momentum resolution, which translate in a 10%

enhancement in the ττ invariant mass distribution (see Fig. 2.9) At the projected integrated lumi-

nosity of the HL-LHC (3000 fb−1), the addition of the MTD improves the significance of di-Higgs

measurements of more than 13%. An additional 26% (or 20%, when considering a more conserva-

tive scenario, where the detectors resolution σt = 50 ps) of integrated luminosity would be required

for obtaining similar results without timing information, therefore justifying the installation of a

new layer of detection.

2.2.2 The MTD

The two sections composing the CMS structure, the barrel, and the end-caps, operate under very

different conditions. Consequently, the hardware requirements to be considered during the R&D

of the ETL and the BTL greatly differ. Aside from dissimilarities in their mechanical constraints,

the two zones are exposed to very diverse levels of radiation, as the dose collected in the end-caps

exceeds up to 30 times the radiation affecting the barrel region. Furthermore, the features of the

new sub-detectors have to be compatible with the current experimental apparatus, enabling new
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Figure 2.9: H → bbττ studies: comparison between the reconstruction of the invariant mass of τ

pairs with and without the use of the MTD (18; 19).

modalities of data collection while preserving the performance of the existent ones.

The region between the tracker and the calorimeters has been selected for the installation of the

MTD. The new thin layer of detection will cover a pseudorapidity |η | < 1.5 in the barrel area, and

up to |η | = 3.0 in the end-caps. The choice of the optimal sensor is constrained by the environmen-

tal differences of the two areas and is the results of extended R&D campaigns. For the BTL, the

Collaboration has selected crystal scintillators read-out by SiPM. The SiPMs will be used to cover

the barrel acceptance, and are required to sustain a total expected dose of around 3×1014 neq/cm2.

Their promising performance have already extensively been tested, and employed for the con-

struction of physics experiments, and commercial applications. The SiPM production is fairly

straightforward, and their quality relies on the experience of leading company providers around

the world.

However, the radiation levels of the end-caps at the HL-LHC (up to 3×1015 neq/cm2) largely
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Figure 2.10: View of the timing layer. The BTL (in grey) and ETL (orange and violet disks) are
simulated with the GEANT (20) framework and integrated inside the CMS apparatus.

exceeds the maximum tolerance of the SiPMs. LGADs have been selected as a solution for the

ETL project. The less stringent installation schedule of the ETL allows the Collaboration to plan

the performance evaluation of this technology yet unexplored by HEP experiments. Moreover, the

higher production costs are compensated by the lower detection area to cover (around 2.5 times

lower than the barrel region). The two detector systems require the development of incompatible

front-end electronics, although synchronized by a common clock distribution. Their slow control,

cooling and backend systems will also be shared. Figure 2.10 shows the complete geometrical

MTD detector concept. The next section 2.2.3 describes the features of the ETL, focusing on the

hardware requirements, and the detector design. A detailed description of the BTL can be found

in Chapter 2 of the TDR (18).
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Figure 2.11: Side view of the ETL detectors placement inside CMS EC. The picture shows the
thermally independent region allocated for the detectors (in blue) that will allow accessing the
hardware during LHC Technical shutdowns.

2.2.3 End-Cap Timing Layer

Placed about 3 m away on both z sides of IP5, the ETL detectors extends radially from 315 < r <

1200 mm (or 1.6 < |η | < 3.0), reaching a total coverage of 7.9 m2 per side. The system hermetically

closes the region between the calorimeters of the end-caps and the end of CMS tracker, enveloping

the detectors in two sectioned disks (or wedges). The disks are thermally isolated and independent

from the rest of the structure, and can be removed regardless of the presence of the beampipes.

This concept allows easy maintenance of the hardware during LHC shutdown periods, without

having to access the radioactive environment. Figure 2.11 shows the location of the ETL detectors

inside the CMS apparatus.

A full detector stack is required to be contained in around 45 mm (in z), and comprises the

sensors, the read-out, and the mechanical supports. In the proposed module design, each section
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Figure 2.12: Sectional view of one of the ETL detector units (18). The disk faces are populated with
the pixels (in gray) and the service hybrids (in orange). The latter communicate with the read-out
chips, while supplying them the power, and monitoring their functionality.

of the disks calls for an array of 13 × 32 square LGAD pads, each of 1.3 mm ×1.3 mm6. The total

detection area per section is about 21 × 42mm2. Two disks separated by 20 mm in z are installed

in each EC, for a total of 4×106 pixels. The locations of the components in the adjacent disk are

staggered, such that each face of the module covers the blind regions of the other one. This allows

the reconstruction of two independent hits for each incident track, and ensures a more precise

time reconstruction. Figure 2.12 displays a side vision of one of the ETL wedges.

To read out the sensors, a pair of 20 mm × 20 mm (hence processing a matrix of 16 × 16

pixels) custom-made ASICs, the end-cap Timing Readout Chips (ETROCs), is mounted in each

6The size of the pixels was selected for limiting the sensor’s capacitance, in turn limiting their charge collection time,
enhancing the SNR, although adding to the overall channel count.
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Figure 2.13: Sketch of the ETROC architecture extracted from Ref. (18). From the bump pad con-
nected to the sensor, the signal is processed by the preamlification stage, and later the timing
information in output by the TDC. For testing and calibration purposes, each ASIC is equipped
with a charge injection circuit controlled by a DAC. As the absorbed radiation increases, a wave-
form sampling circuit allows for a more detailed monitoring of the pulses.

module. The architecture of the ETROC, sketched in Fig. 2.13), includes a pre-amplification stage,

a discriminator, and a TDC. The collective performance of this chain has to ensure a final reso-

lution per hit in ETL modules of 50 ps, or 35 ps for the two disks. To achieve it, the TDC uses a

time-over-threshold information for correcting the distortions affecting the particles arrival time

distributions. A rough of estimate of the total resolution has to include the LGAD contribution,

measured to be about 30 ps, and the one of the TDC (less than 10 ps). The nominal 50 ps per disk

requires an optimization of the jitter of the pre-amplifier and discriminator, which will have to be

less than 40 ps. On-detector boards, the service hybrids, are responsible for reading the signals of

the ETROCs. At the same time, the hybrids provide power for both the ETROCs and the LGADs,

monitor the ASICs performance, and carries the instruction of the fast and slow controls.

For the scope of this thesis, the results reported in the next sections focus on the characteri-

zation of the LGAD sensors. Fundamental features such as their fill factor, and their spatial uni-

formity ensures the achievement of the performance required during the detector design. More

importantly, their time resolution was evaluated over a vast range of accumulated dose, to mimic
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the environmental conditions imposed by the ETL at the HL-LHC.

2.3 Characterization of LGADs at the KU laboratories

In addition to the tests in-loco at the FTBF (described in section 2.4), the KU team has provided

support to the MTD project performing functionality tests and characterization of the ETL mod-

ules. To fulfill this task, the KU team has established a new timing laboratory for the installation

of the required hardware. The laboratory at KU is equipped for investigating the capabilities of

the individual sensors. Thanks to the group’s expertise in the development of fast detectors, the

read-out board designed at KU was selected to be employed for the LGADs characterization at

the FTBF, and used to obtained the results discussed in section 2.4.

2.3.1 Experimental setup at KU

In order to finalize the MTD detector design, several procedures for quality control and perfor-

mance evaluation of the produced detectors have to be followed. The KU team contributed to the

acquisition and installation of new equipment for performing specialized characterization, and

optimization tests on fast detectors. The laboratory facilities are provided with more conventional

instruments dedicated to generic electrical tests, as well as more complex systems for automatiz-

ing measurements to be performed on mass produced components.

An optical table is dedicated to host the setup for collecting and analysing the response of the

custom-made read-out boards produced at KU. The PCBs are mounted on motorized moving sup-

ports that spans the x-y directions with a minimum achievable incremental movement of around

0.8 µm (81). These configurable steppers motors can be controlled using a LabView (82) software

that coordinates their movement with an external acquisition systems.

The bias voltage can be provided using two complementary devices. A Keithley 2410 SourceMe-

ter (83) operates in the range of ±200 mV to ±1 kV, and current range of ±1 µA to ±1 A. In the same

way, a four channels CAEN DT5533E (84) can bias the sensors with an output range that goes up

to 4 kV with 3 mA. A Rode & Schwartz HMP4040 (85) programmable power supply (0 to 32 V and

0 to 10 A , 384 W) is used to provide the low voltages to the amplification stages on the read-out

boards. The detectors can be tested with different radiation sources. For the studies of charged
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particle interaction, an 241Am producing α-particles with energies 5.486 MeV (85%), 5.443 MeV

(13%), and 5.388 MeV (2%), and a 90Sr with a continuous spectrum up to 2.3 MeV were used. The

two can be kept on top of the detector under analysis using rigid supports connected to the table.

For the production of neutral particles, the table also hosts a 1080 nm picosecond laser, generating

50 ps wide pulses with a peak power greater than 100 mW.

The waveform output by the detectors are then collected by a Teledyne-Lercroy Waverun-

ner 640zi (86), a fast sampler capable of digitizing pulses with 4 GHz of analog bandwidth, and

a maximum sampling rate of 40 GS/s. Alternatively, the acquisition can be performed using a

SAMpler for PICosecond time pick-off (SAMPIC) ASIC (23), conceived by the collaboration be-

tween IRFU/SEDI, Saclay and LAL, Orsay. This device, originally designed for reading out the

TOF forward detectors of the ATLAS experiment, is a fast sampler with picosecond precision and

high rate capabilities. Input signals can be continuously sampled (up to 10 GS/s) using a series of

64 network capacitors controlled by delay lines. Signal amplitudes exceeding a set threshold trig-

ger the digital conversion that uses a Wiilkinson Analog-to-Digital Converter (ADC). The ADC

resolution depends on the acquisition modality: the SAMPIC can perform fast acquisition with

less than 200 ns dead-time between samples using an 8-bit conversion. The voltage ramp of the

Wilkinson ADC can reach a resolution of 11-bits although increasing the conversion time to about

1.6 µs. The intrinsic RMS noise of the SAMPIC chip ranges from about 1 mV (when used with the

full ADC capabilities), and increases of about 15% when used in fast conversion mode. A software

developed on Windows can be used for interfacing with the instrument: an acquisition module

is constituted by a mother board hosting the FPGA for managing the digital I/O of up to two

mezzanine boards. The software allows the calibration of the SAMPIC chips on the mezzanines,

the data collection, and basic data analysis.

Since KU was selected for cooperating in the quality control of the ETL detectors modules, the

laboratory has been also equipped with a SPS-2800 motorized probe station for the test of sam-

ples, with thermal testing capabilities. The environmental enclosure contains a triaxial thermal

chuck capable of holding up to 8 in × 8 in wafers, and providing external bias. Using the cooling

connections routed inside the chuck, the temperature can be modified from -25 °C to +85 °C. The

included motorized stage translates the chuck in the XYZ axis with a resolution of 65 µm. The

position and status of the samples can be observed with a wide zoom magnification ranging be-
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tween 3.5× and 90×, with the use of the stereo zoom microscope installed in the enclosure.

Temperature studies on sensors and electronics can also be performed independently from the

probe station, as the samples can be installed inside a T-50C thermal chamber produced by the

Xi’An Lib Environmental Simulation Industry. This provides a range of temperature that spans

from -50 °C to +100 °C; the operation modes are completely programmable and the temperature

information and timestamp are stored locally wit the possibility to be retrieved off-line.

2.3.2 Characterization of the KU read-out board

A prototype of the read-out board developed at KU, and later utilized for characterizing LGADs

during the ETL test-beam campaigns, was first developed and tested in 2017. Although its de-

sign has been since then slightly modified, the core of the amplification and shaping schematics

presents the same overall structure of its successors (a later version of this board is described in

section 3.3.3). This version uses a 16 mm × 13 mm gold HV pad were sensors can be glued and

bonded to the near pre-amplification and ground connections. The HV pad distribute stable bias

to the sensors up to more than 1 kV. The amplification chain is powered to 4.5 V through an inde-

pendent low voltage line and is composed by two stages of transimpedence amplifiers based on

bjt transistors technology. A picture of the KU 2 channels board can be found in Fig. 2.14.

When choosing the components for populating the board, simulation software (e.g. (43))

can be used to predict the optimized parameters to pair with the used sensor. To evaluate the

detector performance, a LGAD sensor originally designed for the data collection at the PPS exper-

iment (87) was glued to the board (the same detector design will be used in the test described in

section 3.3). The CT-PPS sensor is subdivided in 32 pixels of different sizes, which provides a good

testing ground for measuring the board capabilities when modifying the input impedance and ca-

pacitance of the system. A reconstruction of the pulse amplitude distribution can be obtained

scanning the detector surface with the laser source setup (described in section 2.3.1). The resulting

maps allows to reconstruct the spatial dependence of the signal intensity for individual pads. The

senor specifications, as well as an example of the intensity graph are depicted in Fig. 2.15. The

projection of the amplitude distribution over a single axis (as shown in Fig. 2.16) demonstrates a

stable efficiency over most of the pixel length, and an abrupt drop close to the edges. This ensures
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Figure 2.14: The KU read-out board hosting a 50 µm thick HPK LGAD. Next to the sensor, the two
amplification chains are visible.

uniformity in the charge collection, and consequently on the time response of the detector. With

this setup it is possible to study the inter-pad regions for measuring the no-gain distance between

adjacent pixels. This quantity is of crucial importance when defining the fill factor of the detec-

tors, namely the ratio between the sensor’s active region and the total sensor’s area, as shown in

Fig. 2.36. The no-gain distance is computed using the 50% amplitude of the detector response. The

plot is obtained using the laser spot to scan the area in between two adjacent pads of the CT-PPS

sensor, biased at 100 V. It is important noticing that the presented measurements are not finalized

to produce significant results for the characterization of the CT-PPS sensor. In this detector, each

pad is in fact provided of metallized borders that intrinsically subdivide the drifting fields of the

adjacent areas. These measurements are instead used as benchmark for the acquisition setup and

proof of concept of the data reported during the next sections.

Using the laser pulse aimed between adjacent pads (as displayed in Fig. 2.18) it is also possible
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Figure 2.15: On the left, the image reports a sketch of the CT-PPS sensor used for characterization
tests of KU read-out boards (21). On the right, the intensity graph of one of the detectors obtained
during the laser scan (22). The area at lower intensity on the boundaries of the active area are
comprehensive of the guard-ring, and the dead space between neighbor pixels.

to record the output waveforms and measure the difference in time between two signals. The two

channels are output to the SAMPIC, which digitizes the pulses and provides the information for

computing this quantity. The statistic measures of the resulting Gaussian distribution, shown in

Fig. 2.19, displays a time resolution with this setup of around 10 ps. Since the energy deposit of

monochromatic laser pulses is not affected by Landau fluctuations, this measurement provides a

rough estimate of the maximum achievable resolution with the designed read-out.

The KU board utilized in the characterization tests at the FBTF was assembled according to

simulated results for hosting a 20 pF sensor with:

• input impedance of 700
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Figure 2.16: Profile of the amplitude distribution along the pixel’s length. The charge distribution
results to be uniform along the pixel’s length with an expected drop around its boundaries.

Figure 2.17: Studies of the no-gain regions of the CT-PPS detector biased at 100 V and performed
with a laser scan. Although consecutive pads are equally spaced by 50 µm, the effective inactive
area depends on the local gain uniformity.
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Figure 2.18: Left panel: The CT-PPS LGAD is bonded to the two-channels KU read-out board and
mounted on the stepper motor. Right panel: the laser is aligned for aiming in targeting adjacent
pixels. The two pixels provide independent measurements of the signal time of arrival, and their
difference can be used for evaluating the detector resolution.

• output noise of around 4 mV

• gain in trasnimpedance configuration of about 50 mV/µA

• 3 dB bandwidth of 100 MHz

• power consumption of about 130 mW

Additional details can be found in Appendix C of the MTD TDR (77).
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Figure 2.19: Time of arrival distribution measured aiming the laser between neighbor pixels on the
CT-PPS sensor. The charge shared between the pixels generate two signals read out independently
by the two channels of the KU board. The standard deviation of the ∆T Gaussian provides a final
time resolution of 10 ps. The measurement was performed by acquiring the waveforms with a
SAMPIC (23) fast sampler.

2.4 Irradiation studies of LGADs for the ETL project

Before the final production of the new timing detection layers, the CMS Collaboration scheduled

a series of tests campaigns to assess the performance of the MTD individual components. Numer-

ous institutes and laboratories collaborated to the R&D and design efforts, putting their expertise

at the service of the detector design and development. During the last few years, the US-CMS

groups have been playing a major role in the characterization of the sensors, as well as the op-

timization of the electronics acquisition chain. Starting in 2017, the project participants grouped

around the testing facilities at Fermi National Accelerator Laboratory (Fermilab) (88). The hard-

ware development work resulted in the MTD Technical Design Report. During this period, the

KU CMS group has been involved in the characterization of the LGADs for the ETL final design,

in the development of a framework for timing performance and spatial efficiency analysis, as well
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3000 fb−1 1.5 × 3000 fb−1

|η| r (cm) z (cm) neq/cm2 Dose (kGy) neq/cm2 Dose (kGy)
1.6 127 303 1.5 × 1014 19 2.3 × 1014 29
2.0 84 303 3.0 × 1014 50 4.5 × 1014 75
2.5 50 303 7.5 × 1015 170 1.1 × 1015 255
3.0 31.5 303 1.6 × 1015 450 2.4 × 1015 675

Table 2.2: The table (modified from table 1.3 in the MTD TDR (18)) describes the measured value
of irradiation at different locations of the ETL detectors. The doses are quantified for an integrated
luminosity of 3000 fb−1, with the addition of a safety margin of 1.5.

as in the integration of fast samplers in the testing setup.

The extensive R&D work pursued by the Collaboration focused on the optimization of the re-

quested detector features, including: the sensors fill factor and signal uniformity, their gain and

noise level, and their timing resolution. Most importantly, the tests were aimed at evaluating

the detectors long term stability when subjected to high levels of beam radiation. This requires

the investigation of different doping, and configurations. Three main vendors were considered

for the production of the LGADs needed for the ETL: Fondazione Bruno Kessler (FBK) (89; 90),

Hamamatsu Photonics (HPK) (91), and CNM. Different vendors provided LGADs designed with

different doping, impurities, and gain layers, which offered the possibility of comparing their ra-

diation resistance. A part of the production was first subjected to irradiation to dose expected for

the HL-LHC. Table 2.2 presents a list of the doses at different locations of the ETL, for an integrated

luminosity of 3000 fb−1, and considering a safety margin of 1.5.

2.4.1 Experimental apparatus at FNAL

Fermilab National Laboratory (FNAL) is a United States Department of Energy laboratory based

outside the town of Batavia, Illinois. This particle physics laboratory hosts the Tevatron, a circular

particle accelerator that started its operation in 1983 and remained active until 2011. The Teva-

tron was the second highest energy particle collider, next to the LHC (described in section 2.1.1),

accelerating bunches of protons and antiprotons up to 1 TeV over a circumference of 6.28 Km. In

addition to its use in neutrino experimental physics, part of the collider are currently used to

provide stable beams to the Fermilab Test Beam Facilities (FTBF), a particle physics division to

provide high-energy beams for detector R&D. The FTBF consists of two beamlines, MTest and
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MCenter, where R&D collaborations can exploit a variety of particle types and a range of energies

to test their hardware components. The tests were operated using bunches of 50k protons with an

energy of 120 GeV, and frequency of 53 MHz. The Fermilab Main Injector cycle delivered single

4.2 s long spill per minute.

If required, the beam can also be targeted, in order to generate secondary pions, muons, or elec-

tron beams down to about 1 GeV. The US-CMS Collaboration assembled an experimental setup at

the area for performing characterization tests using prototype LGAD sensors from HPK, FBK, and

CNM, when irradiated up to the expected end-of-life neutron fluence. The detectors were hosted

on custom-made fast read-out boards independently designed and produced at FNAL, at the Uni-

versity of Kansas (KU), and at the University of California Santa Cruz (UCSC). More information

about their characteristics can be found in Appendix C of the MTD TDR (77).

The MTD detectors have been installed at the MTest area. In the experimental setup, the de-

vices under tests (DUTs) are kept inside a cold box and mounted on motorized stages that can

be controlled remotely. Downstream, the cold box additionally stores a Photek 240 micro-channel

plate (MCP-PMT) detector which provides the time reference for the LGAD timing measurements.

Its time precision was measured to be around 12 ps (92), as displayed in Fig. 2.20. Upstream the

cold box, a precision telescope (93) comprising 7 planes of silicon strip detectors, tracks incident

charged particles with a precision of 10 µm. Inside the coldbox, the aluminum plates used to

hold the boards are provided with cooling loops routed inside their structure. The plates can cool

down a total of 5 detectors down to the temperature of -25 °C. Inside the box structure, the DUTs

alignment with the beam relies on the vertical and horizontal motion of the remotely controlled

supports. The full experimental apparatus at the MTest area is sketched in Fig. 2.21.

For recording the signal waveforms, a combination of two Data Acquisition (DAQ) systems

have been used. The detector and the MCP time reference were first sampled at 5 GS/s with a

12-bit ADC (0.25 mV of resolution), with the use of a CAEN V1742 digitizer board (94) based on

a DRS4 chip. This system allows the acquisition of up to 32 channels and it was mostly used for

the studies of sensor uniformity. For that reason, the digitizer board and the pixel tracker were

triggered by a small scintillator connected to a photomultiplier tube (PMT) and placed upstream

the cold-box. To achieve more accurate time measurements, the path of the analog output signals

was split to be recorded by a Tektronix DPO7254 (95) oscilloscope (40 GS/s, analog bandwidth of
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Figure 2.20: The time resolution of the Photek MCP used to as time reference for the DUTs was
measured to be of about 12 ps.

2.5 GHz). Figure. 2.22 depicts the trigger logic for timing measurements, after the integration of

the oscilloscope with the CMS testing apparatus. When the system is triggered, the tracker prompt

the acquisition of the oscilloscope, which records the data collected by three DUTs and the time

reference. The signals of the DUTs are split to also reach the input of the CAEN digitizer board.

For selecting the detector to use for the acquisition, the signals are processed using a Multiplexer7

card.

The integration of the timing system based on fast sampling constituted the original contri-

bution to the test setup at FTBF; this led to the collection of the data presented during the next

sections and allowed for a more precision time reconstruction during the analysis work.

7Device accepting several digital or analog inputs, and only forwarding a single one. The output signal is selected
among the inputs through an independent control line.
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Figure 2.21: Acquisition apparatus at the MTest area. The upstream silicon strip tracker is used
to evaluate the efficiency of the Devices Under Test (DUTs). The BTL setup and the scintillator
trigger can be found downstream from the tracker. The ETL box contains the LGADs under test,
as well as the MCP time reference and the acquisition trigger.

2.4.2 Data collection and analysis framework

The oscilloscope acquisition (see description in section 2.4.1) was triggered synchronously with

the FTBF tracker, collecting the waveforms of the time reference (Photek MCP) and 3 DUT. A code

developed in python uses pyvisa libraries to communicate with the sampler. Daemon software

monitor the status of the systems controlled by the DAQ. The combined (oscilloscope + digitizer

board) data collection is enabled when the oscilloscope is ready for an acquisition. The waveform

generated are then saved in binary files and stored locally.

The data collection framework developed exploits the segmented memory acquisition option

of the oscilloscope. Contrarily to the real-time option, this feature allows to subdivide the scope’s

acquisition memory into a collection of smaller memory segments. This enables the sampling

of consecutive single-shot waveform at fast re-arm times without any information loss. In this

configuration the oscilloscope takes advantage of the bunched structure of the beams and the
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Figure 2.22: Connection maps of the acquisition system at the FTBF, comprising of the integrated
oscilloscope.

bottleneck of the acquisition rate is dictated by the time needed for creating and saving the binary

files. The segmented configuration allows to delay this phase to the interval between consecutive

spills (lasting one minute). That allows to collect data within the spill with little dead time, and

store the files locally whit no data-rate loss. This implementation improved the acquisition rate

during test-runs from tens, to hundreds of Hz.

The waveform analysis was performed using an algorithm developed to be used during the

data acquisition. The run table with all the information on the DUTs (e.g. position, bias voltage,

number of channels, time of acquisition, detector status) was used to localize the data storage, and

start the data conversion through a custom-made algorithm: a python code inputs the .csv files

containing the run information and converts the raw waveforms of the oscilloscope in n-tuples

(ROOT TTrees). The generated n-tuples are compatible with the standard of the test beam DAQ.

The data analysis framework is depicted in Fig. 2.23 and is structure as follows:
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Figure 2.23: Diagram of the framework developed for analyzing the oscilloscope data. The data
are stored and converted in ROOT n-tuples. The run table provides all of the information needed
to apply the analysis cut during the data processing.

• data filtering: this process smooths out rapid fluctuations, reducing jitter effects, enabling a

more precise identification of the signals timestamp. The cut-off frequency of the low-pass

filter was chosen not to limit the pulses rise-time.

• Amplitude selection: We operate amplitude cuts for selecting the DUTs and reference sig-

nal regions. The cuts have to be performed according to the DUT features for removing

contamination of coincidences triggered by noise. An additional selection helps getting rid

of the regions displaying saturation of the amplifiers. The signal shape can be modeled as

a Landau distribution (typical for MIP energy deposit) convoluted with a Gaussian coming

from the resolution of the detector.

• Geometrical selections: the code uses the tracker information for applying geometrical se-

lections for efficiency and uniformity studies. The projection of the tracks on the DUT pads
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can be used for outlining the detectors geometry. The quantities reconstructed during the

analysis can be studied as a function of the hit position and used for highlighting local phe-

nomena in the sensors. During the tests, an additional pixel detector was integrated down-

stream of the ETL cold box to improve the reconstruction efficiency of the track location.

• Data interpolation: thanks to the excellent sampling rate of the oscilloscope, the sampled

points in the waveforms can be interpolated with minor distortion. A spline interpolation is

used for defining a crossing time and computing the time of arrival.

• Time walk correction: a custom-made CFD algorithm (introduced in section 1.1.3) initially

finds the maximum of the pulses amplitude. A dynamic threshold is defined using a frac-

tion of the measured maximum. The oscillation due to jitter affecting the crossing time are

mitigated implementing a hysteresis cycle around the threshold cut. The optimization of the

CFD parameters is obtained performing a scan of the selected amplitude fractions.

• Amplitude distribution: the maximum amplitude of the pulses is measured and stored. the

resulting distribution is modeled using the convolution of a Gaussian (detector’s resolution)

and a Landau (energy loss of the incident particles). The average amplitude maximum can

be extracted from its MPV.

• Time of arrival measurement: the algorithm computes the difference in time of arrival be-

tween the individual DUTs and the MCP reference. The standard deviation of Gaussian fit to

the distribution provides the time resolution. The contribution of the MCP can be removed

deconvolving its resolution.

2.4.3 Gain and noise

For maintaining the time resolution needed for the ETL, the selected LGADs have to preserve

their optimal SNR for all the HL-LHC oeration time. In particular, the produced signals have to

match an integrated charge of at least 5 fC. In the ETL LGADs this corresponds to multiplication

process characterized by a a gain factor of 10. The collected charge increases when increasing the

gain, and it depends on the sensors doping, and composition. For example, FBK sensors differ

form HPK ones, as their breakdown voltage is lower.
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Figure 2.24: Most probable value of the amplitude distribution as a function of the bias applied to
the FBK irradiated and non-irradiated (W5-prerad) sensors.

This quantity is defined by the sole characteristic of the sensor, and has to be tested prior to the

installation on the amplification board. However, studies of the signal amplitude output by the

read-out electronics provide relevant information about the detector stability and radiation toler-

ance. Individual DUTs amplitude distributions were plotted, and a fit to the data was performed

to extract the signal region. Figure 2.24 shows the MPV of the amplitude distribution as a function

of the bias applied to the sensor. The gain and charge collected can be roughly estimated assuming

a linear behaviour of the signal amplitude as a function of the applied bias and full collection of

the charges generated. In this way, the linear regression of the data points shown in Fig. 2.24 can

be used to find the relation to the charge with Q = 0.246 MPV + 1.83 fC. The gain is then computed

using G = Qcollected
Qgenerated

≃ Q
0.5 fC. This formula derives from simulated data employed in (96): a MIP cross-

ing through 50 of silicon generate a drifting charge of about 0.5 fC. The ratio between the collected

charge undergoing the multiplication process and the generated charge provides an estimation of

the gain. Figure 2.25 shows an attempt to measure the charge and gain information, starting from
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Figure 2.25: Starting from the signal amplitude, the analysis computes the charge, and gain of the
detectors. The two quantities are reported as a function of the bias voltage applied to the FBK
sensors.

the signals amplitude.

Concerning the noise of the LGADs, the Collaboration investigated two main contributions

affecting the measurement: the shot noise, and the popcorn noise. Its effect can limit the operation

of the sensor when biased at lower bias voltages than the ones needed for achieving the required

gain. It is attributed to the fringes of the electric field at the edges of the LGADs p+ insertions (e.g.

doping density, aggressive interpad regions). It is affected by the sensor’s status (humidity, tem-

perature), and it produces discharges between the pixels and the guard ring regions. Although

these are rare events, the production of the final LGAD design requires an attentive analysis of the

collected data. On the other end, the shot noise comes from the leakage current of the sensors and

it can be mitigated operating at lower temperatures (the process is described in 1.3.2). A summary

of the gain studies for all of the production was extracted from the MTD TDR. This is presented in

Fig. 2.26. In the plots in Fig. 2.26 the dotted line represents the minimum requirement for obtain-

ing a SNR sufficiently large to achieve the expected performance to operate during the HL-LHC.
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Figure 2.26: Gain as a function of the applied bias measured for a sample of LGADs for each
vendor selected for the ETL. Plot extracted from the MTD TDR (18)

All the non-irradiated sensors reported (which are part of a much larger set of data collected dur-

ing the ETL R&D campaign) are capable of reaching the desired region of gain.

Increasing the absorbed dose the multiplication layer of the sensors starts becoming less effec-

tive due to the phenomena discussed in section 1.3.3. As a product of increasing the bias voltage,

the charge collection efficiency of the irradiated sensors is enhanced and their effective gain par-

tially recovered. The R&D campaign is providing satisfactory results as most of the tested detec-

tors meet the requirements imposed by the ETL TDR. These results are needed for the vendors to

optimize the detectors production as the CMS Collaboration is moving towards a final design of

the ETL. Newer detector batches are currently under development for exploring different doping

configurations to achieve new frontiers of radiation tolerance.

2.4.4 Time resolution

One of the main results of the test beam campaigns scheduled by the US-CMS Collaboration is

the time resolution as a function of the irradiation collected by the sensors. During the 2018 and

2019 test beam campaigns organized by the Collaboration, the KU CMS group has produced im-

portant results on the time resolution of the LGADs, focusing on the analysis of carbonated and

non-carbonated FBK, and HPK sensors. The 50 µm thick LGADs provided by the vendors were

bonded to the custom-made read-out board described in section 2.4.1 and installed inside the ETL

cold box.

The limit to the intrinsic resolution of these devices is decided by the non-uniformity of the

charge deposition of incident radiation, or Landau noise, already described in section 1.1.3. For

50 µm thick sensors, the intrinsic σt is around 25 ps. As reported in the studies described in
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Figure 2.27: Distribution of the rms baseline noise as a function of the run number, collected
during the test beam campaign of Nov 2018. The noise of the W5 series of sensor produce by FBK
is reported for three levels of irradiation collected. The measured noise doesn’t increase drastically
with the dose collected by the sensors. That’s of crucial importance for preserving their SNR as
the gain layer becomes increasingly less effective.

Fig. 2.27, the selected read-out boards are characterized by low noise profile; the level of noise

is not drastically affected by the radiation dose collected by the sensor. Maintaining the noise lev-

els within few mV ensures to preserve the SNR of irradiated detectors and, in turn, their timing

precision.

The time resolution studies require collecting the difference of time of arrival with respect to

the time reference (Photek-MCP). As the resolution of the two detectors propagate into the final

computation, the contribution of the reference is chosen to be negligible when compared to the

DUTs. For that the reference was chosen to have a time resolution much better than the DUTs. Se-

lecting a window of signal amplitude (for the DUTs and for the MCP), reduces the contamination

of spurious events due to noise spikes, or saturation. The saturation region of the amplitude spec-

trum does not allow for a precise definition of the time of arrival, which relies on the identification
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Figure 2.28: Amplitude selection (logarithmic scales) operated on one of the DUTs (top panel), and
on the Photek MCP (bottom panel). The peaks at lower and higher amplitude, in the black regions,
correspond to, respectively, electronic noise, and signal saturating the amplification chain.

of the signals amplitude. Additionally the tracker allowed to define of geometrical selections

based on the particles occupancy on the DUTs (see section 2.4.5) for a stronger reduction of mis-

matched events (more details on the data analysis framework can be found in 2.4.2). An example

of the amplitude selections can be found in Fig. 2.28. The sensors response has to be studied as a

function of the collected dose and bias voltage. The gain increases with the applied voltage (see

results in section 2.4.3). At the same time, the charge collection becomes faster reducing the time

jitter affecting the measurements. Fig 2.29 displays the behaviour of the time resolution as a func-
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Figure 2.29: Time resolution studies as a function of the gain of HPK sensors (50 µm thick) (18).
The data are collected at different sensors temperature, and the jitter (expressed as σ jitter ≃ SNR

tr
)

behaviour is also reported. Although the jitter contribution decreases with the gain, the time
resolution flattens around 30 ps, when reaching the intrinsic resolution of the sensor (the topic is
discussed in section 1.1.3 and section 1.3.2). The temperature variation play a role in increasing
the gain, modifying the carriers mean free path in the silicon substrate.

tion of the sensors gain.

It has to be noted that, under the same bias voltage values, sensors cooled down to lower tem-

peratures display better performance. This effect is due to the variation in the mean free path of the

charge carriers inside the semiconductor, in turn affecting the sensors CCE, as well as its leakage

currents. An example of early studies of the temperature analysis is illustrated in Fig. 2.30. These

studies are of crucial importance for characterizing the noise behaviour of irradiated sensors. As

already explained in section 1.3.2, as the absorbed dose rises, the shot-noise quickly becomes the

main contributor to the signal degradation. As this effect increases with the sensors gain, the Col-

laboration aimed to study the best working point for the devices.

After the initial data smoothing, the implemented CFD corrects for the time-walk effects, and
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Figure 2.30: Comparison between early analyses of time resolution for the same sensor subjected
to different temperatures. Decreasing the temperature (-15 °C) the performance noticeably im-
proves. The results are in agreement with the expected behaviour of the multiplication processes
in the LGADs: the overall gain is inversely proportional to the temperature.

reconstructs the arrival times. A scan is operated to evaluate the most effective CFD fraction. An

example of its effect on the reconstructed resolution can be found in Fig. 2.31, flanked by an ex-

ample of distribution of time difference between a DUT and the reference. Figure 2.32 shows the

results obtained for the measurements of time resolutions on FBK sensors, as a function of the bias

voltage applied to irradiated and non-irradiated detectors. The data points are displayed before
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Figure 2.31: Top: Studies of the impact of the CFD fraction on the time resolution of carbonated
sensors produced by FBK. Bottom: histogram of time of arrival difference between the reference
and an irradiated HPK sensor. The standard deviation of the distribution provides a rough esti-
mate of the DUT resolution of about 44 ps ± 2 ps, which meet the ETL installation requirements.
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Figure 2.32: Summary of the results obtained during the time resolution studies on irradiated
and non irradiated W5 sensors produced by FBK. The data point are computed using the stan-
dard deviation and relative uncertainty of the time of arrival difference between the DUT and the
Photek-MCP time reference. The measured resolutions were found to be overall better than 50 ps,
therefore meeting the the ETL requirements.

and after the deconvolution with the time reference resolution. The values and error bars are ex-

tracted from the statistics of the time of arrival Gaussian distributions. The analysis of Fig. 2.32

demonstrates that the sensors under analysis satisfy the nominal specifications required by the

ETL. Even at the highest absorbed fluences (1.5×1015 neq) the sensors perform with a time reso-

lution better than 50 ps. At higher voltages, one can note some outliers in the data distributions.

These points correspond to a SNR loss due to electronic noise when operating closer to the nomi-

nal maximum stable bias of the board design.

In this computation we have omitted the jitter contribution introduced by the electronic noise

of the ASIC used in the final design of the read-out. The results, together with the ones reported

in Fig. 2.29 indicate that the required time resolution is obtained with a gain of around 10 (corre-
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sponding to a collected signal of 5 fC), which can be achieved increasing the bias voltage during

the detectors lifespan. This value of gain has been used to optimized the design of the ASIC, and

of its maximum jitter.

At present, the R&D of the detectors time resolution is still ongoing. The reported analysis will

be iterated prior to the final selection of the ETL sensors, for evaluating the performance of newer

LGAD productions.

2.4.5 Fill factor, spatial uniformity, and hit efficiency

Tracks reconstructed by the 7 layers of tracking detector installed in the setup at the FTBF offer the

possibility to precisely study the hit maps on the DUTs in the box. The addition of a pixel detector

downstream, after the box, improves the tracking capabilities and in turn the measurements that

rely on that, such as the efficiency and hit uniformity.

During the tests, We focused on analyzing data collected with HPK single and multi-pad sen-

sors. The information provided by the track-reconstruction (which software package was devel-

oped for the test beam application) were read out using the signals of the 32 channel digitizer

boards (described in section 2.21). The interpolation of the points along the track was matched

to events on the DUTs pixels, while their geometrical position was monitored reading the re-

mote controls of the stepper motors. Figure 2.33 is a reconstruction of the position in space of the

LGADs as displayed by the DAQ during the alignment procedures. The detectors are aligned with

the tracker, and the rotations with respect to the beam axis are corrected during the early stages

of the analysis. This last procedure is needed for an accurate definition of geometrical selections

to apply to the next analysis steps. This helps removing the contamination of particles escaping

the DUTs acceptance. On the top panel of Fig 2.34, an occupancy map, corrected for the stage

motion and rotation is displayed. The bottom panel reports the spatial distribution of the signal

amplitudes. The studies performed on HPK sensors demonstrated a 2% spread in the pulse am-

plitude in non-irradiated sensors, corresponding to an optimal uniformity of the detector spatial

response. Similar results were also obtained at higher collected fluences.

From the uniformity maps we can derive the reconstruction efficiency. In Fig. 2.35 the re-

sults of early studies of the local efficiency of a 4×4 HPK sensor are shown. During the tests, the
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Figure 2.33: Inside the box, the detectors are relatively aligned to maximize the hit rate. The plot
shows the hit occupancy map in space: the yellow shape represents the hits matched between the
tracking reconstruction and the timing pixel detectors.

efficiency of the HPK sensors were found to be 100% for non-irradiated pixels, and up to radia-

tion values of 6×1014 neq (18). In addition to the uniformity and efficiency studies, the same data

can be used for rough estimations of the detectors fill factor. This quantity is usually measured

in standard procedures, scanning with collimated laser spots the surface of the sensors (see sec-

tion 2.3.2). The efficiency distribution of the surface smoothly decays while approaching the pixels

edges. This region can be modeled using a step function (transition from the gain to the no-gain

function) convoluted with a Gaussian representing the laser’s beam spot. The edge of each of the

pixels are not metallized, and the distance between the 50% amplitude of the curves for adjacent

pixels is used to define the total no-gain zone. The same measurement can be replicated using the

data obtained with proton beams. An example is provided in Fig. 2.36, where the no-gain region

between adjacent pads of an HPK multi-pad sensor is measured to be about 87 µm.
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Figure 2.34: Top: hit map corrected for the translation and rotation of the moving supports. The
planar view allows the definition of geometrical selections to be applied to the rest of the analysis
(see section 2.4.4). Bottom: the amplitude distribution is displayed as a function of the hit position.

The FBK, HPK, and CNM vendors produce LGADs with different interpad designs, which

can span between few tens micrometers to more than 100 µm. While the design of aggressive

interpad design improve the fill factor, the detectors stability when applying higher biases can

be impacted. Designs using smaller interpad distances have previously shown to be affected by

early breakdowns and increased leakage currents. However, at the time of writing this thesis,

the ETL is investigating the possibility to produce multi-pads LGAD sensors with 50µm interpad

distances and regions between consecutive sensors (next to the last pixels of the row) of about

500 µm. Adding these contribution, the fill factor results to be of about 90%.
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Figure 2.35: Studies of local efficiency of a 4×4 multi-pad sensor produced by HPK.

Figure 2.36: Efficiency as a function of the position on the surface of a HPK multi-pad detector.
The plot illustrates the no-gain region between adjacent pixels to be about 87 µm at 625 V of bias
voltage.
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2.5 Quality control of the ETL modules

The KU CMS group is also contributing to the MTD project for the quality control studies of the

detector modules of the ETL subdetector. These will contain the LGAD sensors and electronic

read-out (ETROC chips) already described in section 2.2.3. In particular, the Collaboration has

requested the production of dummies for testing the bump-bonding scheme to be used in the final

products. These studies required the calibration of the probe station setup, as well as the develop-

ment of a DAQ system, and user interface.

Each dummy unit hosts a set of passive electrical components on a planar silicon wafer, pro-

duced by Brookhaven National Lab (BNL) and CNM. The scheme of the populations is compre-

hensive of segmented aluminum traces for the dummy ETL sensors. A set of 30 serpentine resis-

tors laid out in columns and connected together fully cover the individual ETROC metalization

pads. For measuring the lines resistance, the end of each column is provided of a exposed testing

pad. Moreover, every other column is connected to the next one with a low resistance trace, to al-

low the characterization of the full dummy measuring the resistance between the first and the last

exposed pads. In Fig. 2.37 the design of the full wafer is flanked by details of the dummy ETROC

(top right) and sensor’s structure (bottom right). The dummies are designed for testing the quality

of different bump-bonding schemes, and each end of the serpentine resistors are provided with

metalization pads for hosting the solder balls. These are the conductive contacts that connect the

sensors pads to the read-out channels. When bonding the dummy sensors to the dummy ETROCs

the wafers allow for two preliminary designs to be tested:

• single bump assembly: in this design the pitch between connections is 1.3 mm×1.3 mm,

therefore of a single solder ball per metalization pad.

• double bump assembly: this configuration has half of the pitch of the single bump assembly,

hence two bump bonds per metalization pad.

The description of the wafers layout can be found in (18) and observed in Fig 2.37. It is designed to

contain five double bump ETROCs, six single bump ETROCs, two double bump dummy sensors,

and three single bump dummy sensors. In either of the two configurations, single and double

bump, when overlapping a dummy sensor with one of the ETROCs, the segmented aluminum
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Figure 2.37: A picture of the wafer containing the ETL dummies is shown on the left. The serpen-
tine structures comprehensive of the exposed testing pads used for the resistance measurements,
are displayed in the top right panel. The picture on bottom right shows the conductive aluminum
tracks simulating the pixel connections.

tracks of the first one are designed to short the exposed pads across the serpentine resistors.

The quality control of the bonding can be therefore evaluated measuring the resistance level

of entire resistors columns. Figure 2.38 shows a 3D render of an assembled ETROC module, or

‘assembly’, where the dummy sensor is represented as a transparent layer. If any imperfection oc-

curs in the contact between the two components (sensor and ETROC), the resistance of the affected

serpentine adds to the one of the column, increasing the overall value. The test can be performed

measuring the resistance across a single column (which nominal resistance is lower than 30 when

no defects occurs), across a shorted path (which resistance should be lower than 5 ), or between

any number of consecutive columns.

Before separating the various components for creating the individual assemblies, the wafers

were used to develop the custom-made automatic measurement framework. During these tests
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Figure 2.38: Rendering of an assembled module, comprising the dummy ETROC (provided of the
columns of serpentine resistors), and the dummy sensor bump bonded on its top layer.

the wafers were positioned on the probe station’s chuck. Due to the size of the exposed testing

pads (100 µm × 300 µm), the columns resistance was measured using pairs of precise triax probes.

Accurate resistance readings were operated through the use of a Keithley 2410 SourceMeter. A

Python (97) framework based on PyVISA was developed to control the instrumentation. The

custom-made measurements routine requests to manually collect a selection of points (at least 3)

across the wafer’s surface to measure the rotation, and translation of the wafer. Then, the code au-

tomatically searches for the testing points, reading the position of the exposed testing pads from

a .json file.

The two probes are first aligned to the chosen reference points on the wafers (such as the edges

if their structure) with the visual aid of the installed microscope. Once the alignment is achieved

one can set the origin of the axis system. To compute the matrix needed for geometrical trans-
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- Set the pads coordinates from the .gds file

- Align the probes to the pads

- Collect the first position. 

impedance is correct -> set the origin

- Collects (at least) two more positions

- Interpolate to reconstruct geometry

(translation, rotation, scaling)

- Start the automatic acquisition 

Microscope

Figure 2.39: Sketch of the setup used during the preliminary characterization tests of the automatic
framework for data collection. The fundamental steps of the code are reported inside the grey box.

formation, the system needs to record a total of at least three positions. The setup and DAQ are

described in Fig. 2.39.

For building the ETROC assembly, eight wafers were diced, and their component bonded by

private vendors (Micross components (98), and Barcelona Detector Technologies (Baretek) (99)).

In Fig. 2.40 is reported one of the assemblies, mounted on the chuck of the probe station. The

probes are aligned with the first test point for starting the automatic acquisition. The quality of

the assembly is verified using the procedure already described. A measurement of resistance of

the two tracks (the shorted ones, and the columns with the serpentines) is performed providing a

difference of potential between the two probes, and reading the returning current. Each measure-

ment is repeated for a range of voltages, and the average result is used to evaluate the resistance

99



Figure 2.40: Assembly completed, and mounted on the probe station setup. The probes are aligned
for starting the resistance measurement.

through a simple ohmic relationship. The test aim to spot eventual bypass of resistance in the

column, which would indicate a lacking bump bonding connection. This would result in and ef-

fective increased values of resistance in the column.

Fig. 2.41 displays one example of the results obtained. The two rows of data points, centered

around 30 , and 5 describe the resistance of, respectively, the shorted pass, and the serpentines.

The points are staggered in the x axis, as each measurement requires the alignment of the probes

with adjacent test points. The point distribution can be better understood observing the diagram

in Fig. 2.38. in the plot, the points at ∼30 describe the resistance path of consecutive rows. If

every solder ball is in place, the total resistance should skip individual serpentines and provide

a reading of about 30 . The row of data points around 5 are measured over shorted path (placed

in staggered position, with respect to the columns). The bottom panel of Fig. 2.38 shows a steep

increase of the resistance column numbers between 30 and 50. This behavior signals imperfections

in the bonding procedures. With the studies of the ETROC and sensors dummies, the KU CMS

group is providing aid to the quality control campaigns for the ETL final modules production. In
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Figure 2.41: Two examples of results obtained with the automatic resistance measurement de-
scribed in this section. The top panel reports the nominal behavior of an assembly in correct
electrical contact: the two rows of dots and crosses correspond to the resistance as read from the
assembly.

particular, the procedures described try to evaluate a fundamental technical step of the production

chain, being the bump bonding standard connecting the sensors to the read-out. In addition, KU

is offering further support through complementary mechanical, and thermal tests for proceeding

in the final development of the components.
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2.6 Chapter summary

In this chapter we presented the R&D work pursued by the KU CMS group in the character-

ization of the ETL detectors. In particular, this section reports the results obtained during the

tests campaign organized by USMCS for the performance evaluation of irradiated LGAD sensors.

During the tests, the work performed required the integration of a fast sampling system in the

test beam setup at the FTBF facilities. That allowed for independent reconstruction of the timing

performance of the detector. It also led to relevant measurements on the performance stability

of irradiated LGADs. The fast read-out amplification concept mounted on the board developed

at KU (and later discussed in chapter 3) was employed during the tests for hosting some of the

DUTs.

The performance of the tested LGADs met the requirements for the ETL installation. The res-

olution of the detectors was found to be better than 50 ps for the dose expected to be absorbed

by the sensors during the HL-LHC. That requires stability of the gain over the irradiaiton levels

sampled. The performed studies reported a minimum gain greater than 10, corresponding to a

charge collection of the 5 fC. From the simulated data, this represents the minimum requirements

for obtained a sufficient signal amplitude for achieving the wanted time resolutions. Additionally,

the detectors performance were measured as a function of the hit position in the single LGADs

composing an array. The detectors were found to be fully efficient in MIP detection, with a uni-

form response over the their active area. The efficiency of the no-gain regions between adjacent

pads were evaluated using the tracking information. The results of these studies provided an im-

portant feedback to the LGAD vendors for the productions of new sensor batches.

The KU CMS group continues collaborating with the MTD project, providing fundamental

support in the quality control of the ETROC read-out modules. The work carried out during this

thesis was instrumental in developing a state-of-the-art laboratory at the University, provided of

dedicated machinery. The results obtained from this work have resulted in original contributions

to the R&D work and detector design for the ETL project.
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Chapter 3

Fast detectors for characterisation of medical beam profiles

Chapter 2 described the use of LGADs for the production of radiation resistant detectors capable

of precise time reconstruction. As already introduced in chapter 1, LGADs of new generation have

displayed promising performance in the fast integration of charged particle fluences. Completed

by an intrinsic spatial resolution that can be lower than 1 mm2, LGADs seem suited to become

leading detection devices for radiation monitoring and dosimetry in a variety of research fields.

In this chapter, a detailed description of the project on fast timing detectors using a medical

linac, pursued in collaboration with the University College of Dublin (UCD) and the Saint Luke’s

Hospital (Dublin, Ireland) (100) is presented. Single particles were observed with a time resolution

of 50 ps. When compared with the results obtained with the use of a standard medical ionising

chamber, the LGAD device achieved a similar integrated response while having a spatial precision

twenty times finer and a temporal precision over 100 million times better.

The timing detector performance opened the possibility to study the charge deposited by sin-

gle linac pulses: its unprecedented resolving power allows to observe the structure of the 3.2 µs

linac pulses and the 350 ps sub-pulses composing the machine spill’s train. The results presented

have been published on Physics in Medicine & Biology, in the paper entitled ’Performance of a low

gain avalanche detector in a medical linac and characterisation of the beam profile’ (48).

3.1 Principles of radiation dosimetry

In this section an introduction to the fundamental notions of radiation dosimetry is provided, and

the importance of particle detectors in medical applications is described. Although medicine and

particle physics might seem distant fields of study, their research is strongly intertwined: progress

on particle detection technologies has resulted in breakthroughs in the field of medical diagnosis

and treatments.
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The medical physics community is experiencing an increase in the demand of particle detec-

tors capable of measuring particle fluence-rates with high spatial and timing resolution. Studies

on the radiation resistance of silicon sensors of new generation are reported in chapter 2. While

the final goal of these studies is represented by improvements in dosimetry techniques, medi-

cal facilities can additionally benefit from this booming experimental developments for a better

characterization of particle beams used for medical treatments.

3.1.1 Quantities and units

With the term ‘dosimetry’ we indicate the study and determination of the energy deposited by

direct and indirect ionization in organic and inorganic mediums (101). Dosimetry constitutes a

fundamental part of radiation protection in exposed environments and operates in the monitor-

ing of radiation source emission, exposure and contamination. It is often divided in two main

fields, external and internal, differing in the way radiation is absorbed. The first one is a result

of external exposure, which main contributions can be found from natural background radiation

sources (222Rd, 220Rd, 40K), terrestrial radiation and cosmic particles. An additional external source

can be found from artificial radiation exposure, such as those from medical devices. Because of

the impact in the life of people, its effects in diagnosis and treatment have to be carefully studied

and compared with the achievable benefits.

Special dosimetric quantities, accounting for biological effectiveness and tissues and organ

sensitivities, are used in the assessment of radiation exposures, relating the energy deposits to the

radiation degradation (102). The particle fluence φ (Eq. 3.1 (left side)), dN
dA , measures the number of

incident N particle over the surface A of a sphere (103; 104). This quantity is often used to describe

monochromatic particle beams but can be extended to take into account eventual spread in energy

(Eq. 3.1 (right side)).

φ =
dN
dA

−→ φ(E)E =
dφ

dE
(E). (3.1)

For planar surfaces, or when this quantity is needed, this equation has to be modified to include a

dependence on the beam’s angle of incidence. If calculated over an interval of acquisition, φ mea-

sures the amount of particles crossing the surface per unit of time. The fluence-rate is described in
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Eq. 3.2 and is measured in units of particles m−2 s−1 (103; 104):

φ̇ =
dφ

dt
. (3.2)

Depending on the material stopping power (described in section 1.2.3), the incident radiation

transfers energy to the volume crossed according to the type of ionization processes (101).

In the case of neutral particle beams (indirectly ionizing radiation), the energy is imparted in a

two step process:

• indirectly ionizing radiation transfers kinetic energy to secondary charged particles. The

amount of mean energy required in the process through the various photon interactions

(e.g. photoelectric effect, Compton effect, pair production (105; 106; 107)) with the medium

is called KERMA (Kinetic Energy Released per unit MAss) and is measured in units of J/km

or Gray (Gy = J·kg−1).

• secondary charged particles transfer in turn some of their kinetic energy to the material,

losing a portion of their initial energy in the form of radiative losses.

The non-stochastic quantity measuring the mean energy transferred to the material by the ionizing

radiation is called the absorbed dose and It is expressed in units of Gy. The absorbed dose can be

calculated as displayed in Eq. 3.3:

D =
dE
dm

, (3.3)

where m is the mass of the medium crossed, and E is the difference between the energy entering

the volume and the one escaping it. The same equation can be used to describe directly ionizing

radiation interacting with matter. In this case, the ratio between the energy loss by the charged

particles colliding inside a volume V and the mass crossed is called CEMA (Converted Energy per

unit MAss) expressed in Eq. 3.4. The unit describing the CEMA is J/kg or Gy (103; 108; 106).

C =
dEc

dm
. (3.4)

Assuming that all the secondary electrons generated are collected in the medium and that any

radiative photon escapes the volume, it is possible to relate the absorbed dose to the incident
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fluence of particle using the material’s stopping-power Scoll . Eq. 3.3 can be therefore modified and

re-written as:

D =
Scoll

ρ
φ . (3.5)

Due to the request of no radiative photons in the volume, the sole contribution of the charges col-

liding with the atomic orbital electrons of the material is taken into account in Eq. 3.6. Considering

the spectrum of energy resulting from the distribution of electron energy loss in the medium, the

previous equation can be expressed in its integral form:

D =

ˆ Emax

0
φE(E)

Scoll

ρ
(E)dE. (3.6)

Finally, an additional operational quantity needed to understand the radiation dose delivered

by clinical accelerators is the Monitor Unit (MU). MU measure the machine’s output using ioniza-

tion chambers (or monitor chambers) embedded in its structure. A count of 100 MU represents an

absorbed dose of 1Gy (100 rad) delivered to a water-equivalent material, calculated at the point of

maximum dose. In this operational definition, the isocenter1 of the accelerating machine is posi-

tioned at the surface of the material, and the radiation field has a size of 10 cm×10 cm.

This section provided some of the quantities that will be used during the description of the

research work reported in this chapter. In the next sections We’ll introduce some of the standard

detector technologies used for radiation dosimeter.

3.1.2 Radiation dosimeters

In medical physics a device capable of measuring the quantities described in the previous sec-

tion 3.1.1 is called dosimeter and, when combined with its read-out, is referred to as a dosimetry

system. In order to output useful information, properly calibrated dosimeters work by process-

ing physical properties that are functions of a measured dosimetric quantity. Although not all

dosimeters can satisfy every users request, the quality of such devices is based off a few desirable

characteristics, including the level of accuracy, linearity, dependence on the detected dose and

rate, energy response, spatial and time resolution.

In particular, dosimeters that work measuring the integrated response are subjected to effects

1In dosimetry, the radiation isocenter locate the point through which the beam of radiation passes.
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related to the dose collected per unit of time. While their response is supposed to remain con-

stant for independent acquisitions, fast accumulation of charges modifies the provided output,

therefore affecting the linear behaviour of the detector. Moreover, although dosimeters are cali-

brated using known monochromatic beams, their response could vary when operating in a dif-

ferent energy regime. Their energy resolution is often stable only for specific regions of interest

and corrections are needed to study a wider spectrum. Most relevant for in-vivo dosimetry (109),

these measurements can also vary as a function of the angle of incidence of the incoming radi-

ation. Dosimeters with a directional dependence are the result of specific constructional details

and physical size of the detector. In the case of medical applications, these devices are generally

assembled in their original calibration geometry.

These qualities are strongly related to the dosimeter detection technology. The selection of a

detector represents the first, yet important step, for working with a performing dosimetric tool

which has to be selected accordingly to test requirements. For the purpose of introducing the

main part of this work, two important technologies are now described.

3.1.2.1 Ionizing chambers

These gas detectors are one of the most used devices for dose measurements in radiotherapy and

in diagnostic radiology. In these detectors the active volume (cavity) is filled with gas and en-

capsulated by a conductive wall that defines the shape and size of the instrument. The material

required to build the outer surface is chosen to be as transparent as possible to the incident radi-

ation. An electrode centered inside the gas filled volume attracts the free charges generated by

the passage of an incident particle. To reduce the leakage currents and eventual sparks, the two

electrodes are confined between an insulator layer. To further mitigate stray currents moving in-

side the cavity and grant a uniform drift field, ionizing chambers often employ the use of a guard

electrode connected to ground, bypassing the collecting electrode.

Cylindrical ion chambers are often used in radiotherapy for calibration procedures. With typ-

ical active volumes between 0.1 and 1 cm3, their chambers have internal length limited to 25 mm

and characteristic diameters no greater than 7 mm. Around the cavity, the outer walls are built

with typical densities lower than 0.1 g/cm2. The basic design of a cylindrical ion chamber is
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Figure 3.1: Simplified drawing of a cylindrical ©Farmer type ionization chamber (24; 25).

sketched in Fig. 3.1. Mostly used for dosimetry of electron beams with energies below 10 MeV,

plane-parallel ionization chambers are constituted by an entry window and polarizing electrode

on one side, and a collecting electrode in the opposite one. The latter is usually composed by

a layer of graphite combined with a non-conductive material, forming the guard ring. In some

cases, their sensitive volume can be adjusted to the incoming radiation profile and be directly

embedded into a tissue equivalent phantom2 to be used for absolute radiation dosimetry. These

detectors are known as extrapolation chambers.

The information extracted by ionization chambers is read out by specialized devices capable

of accurately measuring small currents (around fA) called electrometers. In Fig. 3.2 a schematic of

their use in conjunction with the chamber is shown: the system works integrating the produced

charge over a fixed time interval on the feedback capacitance and impedance of a high gain, neg-

ative feedback, operational amplifier.

3.1.2.2 Semiconductor dosimetry

In their simplest implementation, semiconductor dosimeters often exploit the properties of sili-

con pin diodes (introduced in section 1.2.4). Although not suited for energy calibration (as tra-

ditionally their efficiency can be affected by radiation damages) these compact, precise devices

can be used for accurate reconstruction of the relative dose (110). To maintain linearity between

charge and dose, diode dosimeters are usually operated in forward bias mode, as described in

2Phantoms are masses of material that emulate the typical densities of the human bodies. They are used for simu-
lating the interaction of radiation with the human tissues and organs.
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Figure 3.2: Schematic view of an electrometer integrating the charge produced in the active area
of an ionization chamber (25).

section 1.2.4. Their intrinsic noise is mitigated by the absence of an external bias which drastically

lowers the leakage currents. Thanks to their typical size (few mm2) and their versatility, these

devices are often used in small-field dosimety (111; 112) and in monitoring spatial distributions of

dose as a function of position and depth. As opposed to the ionization chamber, radiation profiles

distribution can be acquired directly and without any need for converting the dosimetric quantity.

When used for in-vivo dosimetry, medical silicon diodes can be calibrated and enclosed in wa-

terproof containers to maintain their operation stable. Unfortunately, these measurements require

various correction factors to obtain useful results and the energy calibration procedures have to

be repeated periodically as the diodes sensitivity to dose varies with the amount of collected radi-

ation. Moreover, their response can be affected by several factors: temperature, dose-rate, angular

and energy dependence.

Some of these problems are solved with the introduction of dosimeters based on metal-oxide

semiconductor field effect transistors (MOSFET) which threshold voltage is intrinsically linear to

the absorbed dose3 (113; 114; 26). The linearity between the quantities can be spotted in Fig. 3.3.

3The trapped charge generated when ionizing radiation penetrates the transistor’s oxide causes a variation of the
threshold voltage.
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Figure 3.3: Results of the characterization of a dosimetric MOSFET using a 6MV LINAC (26). Left:
sensitivity of the device expressed in mV/Gy as a function of its threshold voltage. Right: the
same quantity is studied as a function of the collected dose.

These transistors display an excellent spatial resolution and introduce very little material budget

in the detection apparatus, making them optimal devices for in-vivo relative measurements. The

response of these devices can be instantaneous (measuring during the irradiation) or can be read

out after the exposure. In the first case, the detector must be in an optimal condition as its re-

sponse can be tainted by the effects of accumulated radiation. These detectors have been widely

employed in the last decades for in-vivo and phantom dosimetry, as well as for the monitoring of

intensity modulated radiotherapy (IMRT) machines (115).

Although mostly used for measuring relative dose distributions in high energy photon and

electron beams, diamond detectors also fall into the classification of semiconductor dosimeters.

Usually based on natural diamond or chemical vapor deposition (CVD) crystals sealed in a polystyrene

housings (116; 117), these devices can be fabricated with small sensitive volumes of few mm3 for

optimizing their spatial resolution (118; 119). Their size and correspondent negligible angular de-

pendence makes them good candidate for particle detection in high dose-rate environments. Due

to charge accumulations, the response of diamond dosimeter can drift when subjected to intense

dose gradients. To stabilize their response over time, these detectors are usually pre-irradiated to

mitigate these localized polarization effects (118).

3.2 Accelerating machines for medical treatment

Since the discovery of X-rays by Roengten in 1895 (120; 121), radiation machines earned an impor-

tant place in medical diagnosis and treatment procedures. Along with scientific discoveries and
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breakthroughs in particle physics, nuclear physics and engineering, progress in medical accelera-

tors have paved the way for the advent of modern techniques of radiation treatment.

Originally, the discovery of natural radiation became the driving force in the use of isotopes

in the treatment of superficial cancer. The advent of new technology for X-rays manipulation and

the increasing knowledge of unstable elements opened the doors to the possibility of attacking

deeper tumor cells. The 1920s became the stage for crucial improvements in clinical machines, as

physicists started understanding the different impact of fractioned or continuous dose delivered

to patients. By 1928, the scientific community decided to address the question of radioprotection

with the institution of the Internal Commission on Radiological Protection (ICRP) (122), where the

recent discoveries in radiation damages where analyzed. The Commission also works on regulat-

ing the use of radiotherapy machines (123).

Through the decades, the fast evolution of clinical machines capabilities has been guided by

the goal of obtaining higher photon and electron beam energies and intensities. Hadronic med-

ical accelerators complete the picture: the use of heavy particles (protons, neutrons, pions) and

the Bragg structure of their energy release inside organic tissues are currently under study. In

some cases, hadronic medical accelerators are exploited during oncology treatments. To comply

with these high intensities and particle rates, radiation therapy facilities have to be provided with

the finest imaging and dosimetric technologies. Previously described detection devices are tested

and manufactured to optimize the data collection, and to reduce the impact of collateral delivered

dose.

In this section, the traditional radiation therapy methods, as well as modern promising tech-

niques are discussed. An introduction of the achievable benefits and technical complications of

accelerators of new generation will follow.

3.2.1 Linear accelerators for traditional radiotherapy

Often abbreviated with radiotherapy, radiation therapy refers to the branch of oncological medical

procedures that employs ionizing radiation for cancer treatment: the malignant cells are killed or

their spreading is kept under control bombarding the affected area with external (or brachial4)

4Branch of radiotherapy specialized in treating patients via the placement of radioactive sources next to (or inside)
the tumor (124). The versatility of its geometrical features and the control over the temporal patterns of dose delivered
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radiation (127), which deposits energy along its path while travelling through the human tissue.

Historically, to produce these particle beams a variety of clinical radiation generators have

been employed and their classification is marked by the maximum output energy. Kilovoltage

units, developed up to about 1950, generated X-rays at peak voltages up to 300 kV and, although

these machines started becoming obsolete less then a decade afterwards, they are still employed

for superficial skin lesions. The achievable energy levels in the production of X-rays increased by

almost an order of magnitude during the 1960s, when the capabilities of more performing resonant

transformer units replaced older instruments, spanning an energy range of 500 to 1000 kV (106).

This technology (called SuperVoltage) was then replaced by the advent of MegaVoltage clinical

radiation generators, capable of delivering x-ray beams of energy 1 MV or greater. The increasing

use of cobalt-60 units and, successively, the introduction of particle accelerators coming from the

cross-pollination between the medical and high energy physics fields, represented the beginning

of the modern era of radiotherapy.

Medical linacs allowed the exploration of new regimes of energies and penetration powers,

exploiting high-frequency electromagnetic cavities for the acceleration of charged particles. The

latter can be directly used for the treatment of superficial tumors or, alternatively, guided towards

a Tungsten target to generate beams of collimated X-rays. The functioning of a linac, schematized

in Fig. 3.4, can be summarized as follows.

• A power supply provides a DC current to the modulator, composed by a combination of

a pulse generator network and a Thyratron, a vacuum tube filled with hydrogen that con-

trols the current flow modifying the potential of a metallic grid between the anode and the

cathode. Differently from a standard triod valve, the Thyratron uses the control over the

potential on the grid to create glow discharges inside the tube and switch to its operational

state. This change can be made to be really fast (few microseconds), and the Thyratron works

as a fast controllable electronic switch allowing for the production of high-frequency, square

current pulses.

• magnetrons and klystrons are microwave generators and amplifiers (128; 129). They are

connected through a waveguide system to the complex of cavities composing the accelerator

makes it an invaluable medical tool for radiobiology (125; 126).
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Figure 3.4: Scheme of a standard linear accelerator for radiotherapy treatments.

tube (101). The pulses controlling these components also drive the pulse injection of the

electrons produced by the electron guns, forming the trains of the beam structure. The signal

shape at every section of the accelerating machine is summarized in Fig. 3.5.

• Copper disks, or diaphragms, divide the main accelerator structure into sections subjected

to high vacuum. Inside these copper tubes, the electrons gain momentum when interacting

with the electromagnetic field of the microwaves. The accelerated charges are collimated

to create a ‘pencil beam’ of about 3mm diameter and, if needed, collide with the Tungsten

target to create X-rays. A system of bending magnets can be used in higher energetic linacs,

when the main accelerator tubes would be too long to have a practical use in medical facili-

ties. In linacs, it provides energies greater than 6 MeV. The trajectory of electrons is curved,

and the beams are output with 90°or 270°with respect to their initial path.

• The collision with the Tungsten as well as the filtering and the collimation happen inside the

treatment head. Composed by thick layers of dense material, this shielded housing contains

additional items to characterize the beam. Inside the treatment head, the target is followed

by a flattening filter, needed to reduce the momentum spread of the particle bunches. The

beam is then collimated by a set of lead or Tungsten blocks (jaws). In addition to the jaws,
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Figure 3.5: Diagram of the pulse shapes at every stage of acceleration of standard LINAC for
radiotherapy. The figure is readapted from (27).

modern machines are provided with Multileaf Collimators which serve in dynamically shap-

ing the beam and regulate the intensity over time (intensity modulated radiation therapy).

To monitor the quality, they evaluate the dose delivered, and identify the beam’s symme-

try. The treatment head encloses also several flat parallel plate ion chambers to quantify the

delivered dose (25).

The dynamics of radiothearpy treatment has been additionally facilitated by the introduction of

rotating accelerating structures (gantries) which move the radiation source around the patient for

exploiting better delivery angles. The gantry delivers dose focused toward an isocenter repre-

sented by the intersection between the collimator and the rotation axis.

Although few other technologies could be listed in this section (Betatron (130), Microtron (131)),

their descriptions goes beyond the scope of this document.
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3.2.2 FLASH radiotherapy

Although machines of new generation are capable of delivering focused and precise particle

beams, the risk of damaging organs and tissue surrounding the tumor’s volume constraints the

maximum doses. Recent discoveries have resulted in the complex study of radio-biological ef-

fects. Such studies highlighted the benefits of single ultra-high dose-rate (≥ 40 Gy/s against the ≥

0.03 Gy/s) in clinical treatments (132). This novel technique, called FLASH radiotherapy (FLASH-

RT), provides an irradiation 400 times faster than conventional treatments, displaying a reduction

of radiation-induced damages in healthy tissue without evident decrease in its clinical efficiency

(133; 134).

This phenomenon was confirmed by studies in the 1960s reporting that, while the cancer-

ous cells seems to be more affected by increased levels of radiation, the destructive effects of the

improved instantaneous dose provided are not enhanced in the healthy human tissues. This dif-

ferential behaviour is often attributed to:

1. Oxygen depletion: tissues that are deprived of oxygen display better radiation tolerance

than well oxygenated tissues. The level of hypoxia can be explained by local oxygen con-

sumption due to the rate of deposited energy, when the delivered dose is too fast to maintain

a sufficient level of oxygenation (29).

2. Immune modification: due to the shorter treatment time, the response of the immune sys-

tem is not as efficient and leads to less lymphocytes affected by the incident radiation (29).

This phenomenon, backed up by studies of immune system activation in mice following

FLASH-RT, is however to be completely understand.

Figure 3.6 shows the consecutive steps of radio-biological and chemical effects happening during

radiation therapy, as a function of the irradiation time. Although previous studies observed the

transient radiation-induced hypoxia, confirming the theory of local oxygen consumption being

faster than the tissues oxygenation, the medical community still has to reach a consensus on the

exact radio-biological mechanism explaining this differential effect.

Due the complex technical constraints to convert conventional machines to FLASH modality,

only few FLASH-RT systems capable of high dose-rate delivery are currently available world-

wide (some example can be found in (135; 136; 28)). An example of thee pulse structure output
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Figure 3.6: The image compares various physical, physicochemical, chemical, biochemical and
biological events happening during conventional and FLASH radiotherapy (28). The stages of the
cascade are highly dependent on the tissues oxygen concentration and are accessed at different
exposure duration.

by a FLASH LINAC can be found in Fig. 3.7. At present, there are promising experimental re-

sults obtained with the use of electron sources and high-energies linear accelerator in research

centers. In particular, the latter exploits the machine features for pushing the delivered dose and

bunch repetition frequency (PRF) to extreme values (103 Gy/s up to 1010 Gy/s and > 10 MHz PRF,

respectively), enabling unprecedented radio-biological and technical studies. The biological effec-

tiveness of FLASH photon sources has already been verified, in vivo, using ultrahigh dose-rate

x-ray beams generated at the European Synchrotron Research Facilities (ESRF, Grenoble, France)

(137). A comprehensive overview of these machines and their features can be found in (138), while

the necessity to identify their pulse structure and temporal parameters currently represent one of

the crucial goals for FLASH-RT performance evaluation.
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Figure 3.7: Ideal behavior of the dose-rate as a function of time output by a linear accelerator
converted to FLASH modality (29).

3.2.3 Proton therapy

Accelerating facilities dedicated to medical irradiation using heavy particles (ions, protons, neu-

trons), employs their characteristic energy deposition for treating deep and superficial tumors.

The peculiar shape of the Bragg curve illustrates how hadrons release to the medium the major-

ity of their initial energy within the last portion of their range. This effect, called ‘Bragg peak’,

is indeed of particular importance in radiotherapy, where the clustering of the energy loss can

be employed for generating precisely focused particle beams. Contrary to lighter particles (and

photons), proton therapy reduces the energy deposit along the particle trajectory and, being only

constrained by the beam chromaticity, reduces the collateral effects of medical irradiation. Fig-

ure 3.8 compares the relative dose delivered by X-rays and protons as a function of the penetra-

tion depth. Despite these advantages, a crucial issue of proton therapy is the ability to stop the

particles path within the targeted area. The same features that make the Bragg peak a great tool

in radiotherapy, also represent an obstacle when decoupling effects not influencing conventional

methods. Proton beams are much more sensitive to the crossed medium’s density, which impacts

the particles spread resulting in significant scattering inside the material. At the same time, an
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Figure 3.8: Comparison of the relative dose deposited by X-rays (in yellow) and protons (in blue)
as a function of the penetration range in human tissue (30). The shaded region indicates the
targeted area. Results obtained from simulations.

imprecise target coverage and the risk of overdosing the tumor surroundings are amplified when

taking into account the organ motion over time, and the different tissues densities.

3.3 Beam monitoring of a medical LINAC

The motivation behind the collaboration between KU, the University College of Dublin, and the

Saint Luke’s Hospital (100) comes from the necessity of developing a new generation of detectors

optimized for monitoring the intensities of high-rate medical facilities. This concept, already men-

tioned earlier in this chapter, is expanded in the following sections where We present the analysis

of the set-up of the beam tests at the St. Luke’s Hospital. This section gives an overview of the

medical facility, detailing the property of the linear accelerator under analysis, and the ones of the

detector provided by the KU group.
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3.3.1 Research motivation

Earlier sections of this chapter ( 3.2, and 3.2) describe the importance of accurate dosimetric mea-

surements for the monitoring of particle beams, and the evaluation of the dose delivered to the

treated patients. Due to their ability of delivering highly localized radiation, medical accelerators

of new generation need to be monitored with improved spatial resolution. Small-field dosimetry

helps distinguishing between irradiation of the tumors and the surrounding healthy tissue. It is

of particular importance in intensity-modulated radiation therapy or microbeam radiation thera-

pies (139).

Recently, the medical field has witnessed a surge of interest in improving the time perfor-

mance of monitoring devices, and precise reconstruction of dosimetric quantities in dynamic en-

vironments (whenever the target is in motion or the delivered dose varies in time). This requires

detectors capable of coping with overwhelming fluence-rates. More stringent timing require-

ments came thanks to FLASH radiotherapy and the ability to deliver ultra-high radiation doses

in nanoseconds (140; 141). The understanding of the underlying radiobiological mechanisms in

FLASH treatments can be greatly assisted by new detectors with high temporal and spatial reso-

lution.

Usually, standard monitoring procedures in clinical environments use ionisation chambers,

devices characterized by a spatial precision of a few mm and response times of the order of a

second (described in section 3.2). As reported in by several published studies performed using

commercial devices (142; 143), the latter can be combined into 2D arrays and used to map the

beam profile, although presenting limited spatial resolution and significant dead areas.

To maximize the spatial resolution, silicon diodes are preferred. With typical dimensions

spanning from a few mm down to 50 µm, these detectors can achieve resolutions of up to about

5 µm (for a recent review, see (144)). In the same way, diodes can be combined to create 2D ar-

rays with better resolution and granularity than ion-chamber arrays. Current examples can be

found in the commercial SRS MapCHECK devices consisting of 1013 diodes covering an area of

7.7×7.7 cm2 (145). The dated inheritance coming from their employment in high energy physics,

highlights even better spatial precision and much greater granularity when using diode arrays

with strips or pixel implants directly implemented in a single wafer of silicon. Their use in the
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dense high-radiation environment of the Large Hadron Collider (LHC) (146; 77; 147) displays

single particle resolution with an almost 100% efficiency, therefore making them the best can-

didates for many commercial activities (148; 149). Combining high spatial and temporal reso-

lutions, these detectors have found several applications in dosimetry (examples can be found

in (150; 151; 152; 153)). For example, the Medipix device (154) can deliver X-ray imaging as well

as charged particle detection with near-photographic resolution. It is an array of 256x256 pixels,

each 55 µm square represents a great example of their medical application.

Driven by the necessity of operating in the intense radiation environment of the LHC, recent

advances in silicon wafers production helped improving their radiation resistance. The latter be-

ing the major drawback found in using these devices in clinical settings. It has been upgraded to

withstand more than 1×1015 neq per cm2 (about 200 kGy) (155; 156). The advent of modern clinical

machines capable of delivering dose dynamically in complex systems where the gantry and MLC

leaves move continuously during a treatment set the requirements for finer time resolution. The

bottleneck of this measurement has generally been limited to collection times in the ms range,

with typical acquisitions lasting around 0.25 s for scanned beam profiles and depth doses in water

tanks. Silicon based 2D arrays were developed to analyse the delivered doses (i.e. Delta4 diode

phantom (157)), and with the use of a trigger pulse collecting individual pulse doses over tens of

µs. The increasing interest in FLASH therapy has led to further investigations into the individual

characteristic µs pulses. Examples can be found in recently developed scintillator fibres display-

ing sub-µs resolution for X-rays from a clinical LINAC (158). These devices use Cerenkov light

produced in a fused silica cylinder to view the µs pulse in a FLASH beam. Additionally, diamond

detectors have shown results proving ns resolution of X-ray pulses (159). While the signal collec-

tion time for typical silicon strips or pixels detectors is ∼10 ns (Timepix4 chip (160), for example

allows a resolution on the pulses leading edge of 200 ps), LGADs of new generation proved to

obtain some of the fastest time resolution achievable with silicon detectors. When read-out by

specialised electronics, LGADs show a precision of the order of 30 ps.

During the test results reported in the next sections an LGAD, of dimensions 2.9 x 0.5 mm2

was used to monitor an electron beam produced by an Elekta LINAC. This radiation-hard sensor

was designed to measure the time of arrival (with a precision of 30 ps) of energetic protons at the

LHC and previous tests proved its capabilities in measuring fluence rates of up to 100 million
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Figure 3.9: Picture of the Elekta linear accelerator used during the tests.

particles per square millimeter per second. These promising results motivated the collaboration

of KU and UCD to attempt the detection and identification of single electrons in the LINAC pulse

and the investigation of its time-structure. Of great interest for radiobiologists as well as to ma-

chine engineers, is the comparison of the data with the ones acquired using the standard ionizing

chamber. This comparison provides a better understanding of the temporal deposition of the dose

and additional insights on the operation of a LINAC.

3.3.2 The Elekta LINAC

For these studies, the Saint Luke’s Hospital of Dublin provided an Elekta Precise (Elekta AB,

Sweden (161)) dual modality linear accelerator displayed in Fig. 3.9. The machine was capable of

producing photon beams of energy 6 MV (potential for the accelerated electrons to reach energies

of MeV) with dose rates up to 600 MU/min and electron beams with energies between 4 and

18 MeV and dose rates of 600 MU/min. The decommissioned LINAC has not been used for clinical

use for the last several years, instead remaining an important tool for research purpose. It has been

kept with a comprehensive maintenance, quality assurance program, and dose calibration. The

accelerator can operate with a pulse repetition frequency of 400 Hz for photon beams and 200 Hz

for electron beams. Each pulse is about 3.2 µs long and contains thousands of 30 ps sub-pulses
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Figure 3.10: Nominal profile of the LINAC pulse.

separated by 350 ps resulting in a fine structure frequency of 2.858 GHz. The nominal schematic

of the pulse is sketched in Fig. 3.10. The research accelerator was also equipped with a multileaf

collimator (MLC), an electronic portal imaging device and a range of applicators for electron beam

collimation. A PTW Semiflex Ionisation Chamber 31010, operated at +400 V, served to measured

the provided dose. This detector is used to monitor the LINAC in standard medical procedures

and it consists of two layers of material (0.55 mm PMMA and 0.15 mm graphite) encapsulating

its sensitive volume (see table 3.1). The total active bulk, displayed in Fig. 3.11, is a cylinder of

radius 2.75 mm and height 6.5 mm. To read-out the ionisation chamber, We used a dual channel

PTW Semiflex IonChamber 31010
Active area Cylinder radius 2.75 mm, height 6.5 mm
Material 0.55 mm PMMA, 0.15 mm graphite
Bias Voltage +400 V
Resolution 10 fA
Measuring intervals 10 ms

Table 3.1: Table of the main techncial features of the PTW Semiflex ioninization chamber 31010.

PTW Tandem dual channel electrometer with 10 fA resolution and minimum measuring intervals

of 10 ms. This parameter represents the bottleneck for the time required for every acquisition,

while the dead time between consecutive measurements is determined by the time needed for the
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Figure 3.11: Picture of the PTW Semiflex ioninization chamber 31010 encapsulated in the PMMA
cylinder.

device’s reset (typically several seconds).

3.3.3 The KU Low Gain Avalanche Detector

LGADs are rapidly becoming one of the most promising technologies available for fast and pre-

cise measurements of charged particles in high-rate environments. The rapid drift time of the free

charges, and the contained avalanche process grants an intrinsic fast rise time and reduces the

dead time between consecutive acquisitions. The thin multiplication layer amplifies the gener-

ated current with a typical gain in the range of 5-20 which is further amplified and shaped by the

read-out electronics. In addition, the low dark currents characterizing LGADs are a consequence

of the above mentioned properties and open the possibility to design of thin (of about tens of

micrometers) sensors producing fast, low-noise signals. An extended description of the LGAD

technology is provided in section 1.3.

The device used during the test is displayed in Fig. 3.12. It consists of a LGAD sensor mounted

on a multipurpose read-out board, developed at KU. The sensor, originally designed to operate

inside the CT-PPS experiments at the Large Hadron Collider (87), has a pattern of 32 available

pads with decreasing sizes. The pad selected for the test had an active area of 2.9×0.5 mm2. The

left panel of Fig. 3.12 also displays the full read-out chain based on SMD discrete components

hosted on the same PCB (96). This compact design allows to easily configure the board electronic

properties for its use in different applications. The read-out consists of 8 identical two-stage trans-

impedance amplifiers and a 20x20 mm2 pad that provides stable bias to the sensor up to about

500 V. To reduce the total input capacitance, the wire-bonded sensor is kept few millimeters away

from the high speed SiGe transistors (to reduce eventual parasitic capacitance). A larger capac-
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Figure 3.12: Left: The KU-board mounted on the horizontal rail of an empty PTW 3D scanning
water tank provided by the hospital. Right: Magnification of the LGAD sensor aligned and glued
to the HV pad of the KU-board. The red outline indicates the single pad used for these tests.

itance, combined with the typical large input impedance required for the amplification stages,

would modify increase integration time of the system, impacting the output signal properties.

Since the pre-amplifier on the KU-board reads out the current generated by the sensor through

the RC made by the it on the capacitance of the sensor and the input impedance of the first stage,

a higher input impedance would correspond to a better signal-to-noise ratio (SNR) with a slower

signal. Using a high impedance requires longer times to collect the totality of the free charges

drifting in the sensor to finally restore the baseline level. This presents a potential problem as

subsequent signals could add to the charge already present in the sensor and the amplifier would

be subjected to ealry saturations.

This compromise between higher SNR and lower sustainable rates represents a dilemma to be

faced in the earlier stage of the detector design and strongly constraints the detector’s range for

practical applications. Using minimum ionizing particles, the detector showed typical rise times

of the order of ∼600 ps, while the amplitude of the signal depends on the sensor properties (i.e.

capacitance and gain). Similarly to the impedance, the choice of the sensor and its bias voltage

represents another dilemma. As the device’s gain depends on the applied electric field, while a

bias voltage too low results in inefficiencies in the pulse shaping, a bias too large leads to generate

too many free carriers at the passage of an incident particle. This can limit the the maximum rate

of operation.
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The detector’s operating voltage was characterised during a previous test using a 180 GeV

pion beam inside the LHC North Area Facility at CERN (96) where, for higher voltages (see Fig.13

in (96)), the results indicate a time precision better than 25 ps. In order to achieve a good com-

promise between SNR and fast response, during these studies the detector was operated at a bias

voltage of 150 V with an expected time precision of about 50 ps.

3.3.4 The Measurements performed in the LINAC beam

After removing the Tungsten target needed for the generation of X-rays, the Elekta LINAC was

setup to generate a pure 6 MeV electron beam. With the use of the primary collimator face-plate

and no additional electron applicator5, the field size was chosen to be 3x3 cm2. With the use of a

neodymium permanent magnet sitting 12 cm below the collimator face-plate, the electron beam

trajectory was bent and spread along the horizontal axis.

The installation of the magnet not only served to select electrons within a range of momenta

but it also isolated the charged from the neutral components of the beam, reducing the contam-

ination coming from bremsstrahlung photons6. As depicted in Fig. 3.13, the KU detector was

mounted on the horizontal rail of an empty PTW 3D scanning water tank. The detector position

was controlled remotely. The detector, aligned vertically using the in-room positioning lasers and

horizontally using the LINAC light-field crosshair, was used to scan the diverged beam and to

collect particles as a function of the position relative to the main axis of the radiation source. The

two stages of amplification in the read-out circuit produced signals with a total width in the range

of 5− 10 ns (as depicted in Fig. 3.14). The signals were digitized using an Agilent DSO8104A In-

finiium oscilloscope (163) with a bandwidth of 1 GHz and a sampling rate of 4 GSa/s. The full

setup is sketched in Fig. 3.15. During the data acquisition, the detector collected 200 pulses for

each position probed. A typical full spill of the machine recorded by the oscilloscope (in yellow)

is shown in Fig. 3.16. To trigger the beginning of each acquisition, the collaboration decided to

use the signal coming from the thyratron in the LINAC (in purple) corresponding to the electron

injection inside the first acceleration stage of the machine. The details of the offline data analysis

5Set of metallic diaphragms used in most treatment machine to produce scattered radiation and modify the field
size (162).

6This contribution is attributed to the neutral particles generated in the interaction between the output electrons and
the column of air between the LINAC head and the detector.
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Figure 3.13: The KU board is mounted on the horizontal rail of the PTW 3D water tank and moved
remotely to scan the beam profile.

Figure 3.14: The picture reports the pulse output by the detector after the passage of an electron. In
this configuration, the signals are typically ∼10 ns long with amplitudes spanning few hundreds
of mV up to few V.

as well as the obtained results can be found in the next section 3.4 of this chapter.
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Figure 3.15: Setup used during the studies of the electron beam. At the top, right under the LINAC
head, the electron beam is deflected by the Neodymium permanent magnet placed at the exit of
the multi-leaf collimator (MLC). Mounted on the horizontal rail of the moving support, the KU
board scanned the profile of the beam while the oscilloscope recorded the data. The thyratron
provided the trigger to the digitizer in the oscilloscope and the data were recorded on a computer.

3.4 Data analysis and experimental results

This section presents the analysis methodologies and the results obtained studying the data set

collected utilizing the facilities at Saint Luke’s Hospital. The detector, mounted on the horizontal

rail of a remote controlled support, scanned the beam axis to measure the quantity of incident ra-

diation using two independent methods: charge collections and single particle counting. The data

were collected using a sampler and digitizer (bandwidth of 1 GHz and a sampling rate 4 GSa/s)

and later analysed in three steps:

• the total charge collected per each LINAC pulse is compared to that measured by the medical

ion chamber.

• A dedicated algorithm identifies individual charged particles traversing the detector, with a

time precision of about 50 ps.

• The precise time discrimination implemented in the previous step is used to investigate the
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Figure 3.16: The image shows the typical response of the LGAD (yellow) to one LINAC pulse as
recorded by the oscilloscope. In the horizontal axis (time), the total duration of the spill is reported
between the two red vertical scale-lines: 2.34 µs. The distance between the two red horizontal
scale-lines (2 V) give an idea of the maximum amplitude expected. In purple, the signal from the
thyratron provides the triggering signal to start the acquisition.

particles electrons scan range 0 to 25.0cm
energy 6 MeV step size 1 cm
intensity 600 MU/min triggers averaged (per data point) 200
magnetic field size 3x3 cm2 lead absorber none

Table 3.2: List of the beam proprieties and analysis technical specification. The data were acquired
using a 6 MeV electrons beam and without using absorbers to limit the fluence on the sensor.

structure of the LINAC pulse.

The beam and detector specifications used during the tests are summarized in table 3.2.

3.4.1 Charge integration

From Fig. 3.16, one can observe that the electron beam is present from roughly the left-most red

marker displayed on the oscilloscope screen. Before analyzing the data, they had to be corrected

for DC offsets. This is caused by lower frequency noise and results in a shifting of the signal’s base-

line by a constant value. This contribution adds to the total amplitude affecting the total integral

of the signal. The offset was measured by averaging data from 0.5 to 1.5 µs before the pulse, where
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Figure 3.17: Event display of a LINAC pulse (in yellow). Green: the area includes the data points
used for quantifying the intrinsic RMS and the DC offset caused by low frequency fluctuations.
Black: average of every spill at 22 cm from the beam axis. Blue: the shifting of the baseline due to
the charging up of the LGAD is highlighted.

no signal electrons are detected. The RMS of the data in this region defines the intrinsic noise of the

measurement, σnoise. In Fig. 3.17 the various contributions are highlighted; these slightly change

on an event-by-event basis. The total charge collected during each LINAC pulse was found in-

tegrating the signal. To perform the integration, the upper and lower boundaries of the charge

have to be carefully decided. As the detector’s amplifier is AC coupled and the output has to be

with null average, the negative charges collected are then injected back into the pre-amplification

stage, creating an ‘overshoot’ region. Consequently, the absolute minimum and the maximum of

the integral are both proportional to the charge and can be used for the measurement.

While moving away from the central beam axis in 1 cm steps, the LGAD recorded 200 LINAC

pulses for each position as the ion chamber (described in section 3.3.2) placed at the same location.

Figure 3.18 (left) displays the average and RMS of the integrated signal in the LGAD compared

to the ion-chamber response at all locations except those on the beam-axis. The linear response

(and the corresponding linear fit) points out a good agreement between the two detectors over
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Figure 3.18: The left panel shows the correlation between the charge in the ion chamber and the
average integrated signal measured by the LGAD for each LINAC pulse. The linear function
the best fits the correlation is depicted in red. In the right panel the charge measured with the ion
chamber and the average integrated signal of the LGAD per LINAC pulse as a function of distance
from the beam axis are shown. The error bars are calculated using the RMS of the voltage signals
obtained over 200 triggers.

most of the position’s range. The LGAD gives equivalent results to the ion chamber, but with

a time resolution of 3 µs (single machine pulse), rather than seconds. Later, the results of the fit

were used to scale the LGAD response to that of the ion chamber (displayed in the right panel

of Fig. 3.18). The figure shows the average and RMS of the integrated charge distribution in the

detector compared to the ion chamber as a function of distance from the axis. The comparable

charged particle detection efficiencies (region >= 2 cm from the beam) is reflected in the devices

with broadly similar responses. In this area of the figure, the detectors are in good agreement and

minor differences between the two data sets are attributed to small non-linearity in the read-out

response (96) as a function of deposited charge.

The dissimilarities in the region ≤ 2 cm occurs under the (undeflected) beam position where

the collected radiation is dominated by a large flux of low-energy photons (164). The ion cham-

ber and LGAD display significantly different behaviours attributed to the probability of photo-

conversion in the corresponding detectors housings, since neither the LGAD nor the ion chamber

are designed to directly detect photons (165). To have a clear and complete understanding of the Si

sensor interacting with the LINAC photons, the system would have to be completely constrained

by the use of a simulation tool.
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Figure 3.19: The collected charge is estimated adding the amplitude of every samples from the
beginning of the particle spill to the end of the trigger (Integral) for each detector position.

The response of the LGAD electronics varies as the number of particle crossing the Si detector

(position and LINAC radiation output distribution over time) increases. This effect can be spot-

ted in the RMS fluctuation in Fig. 3.18.A simplified sketch of the charge integration algorithm is

displayed in Fig. 3.19

3.4.2 Single particle counting

While the medical ionizing chamber typically needs few seconds to respond and requires several

hundred of the LINAC pulses to obtain a measurement, the LGAD data presented in the previous

section 3.4.1 are computed after a single pulse. The quick response and low dead time of the Si

detector can additionally be exploited to identify each charged particle that traverses the detector.

In the magnified display showing the details of a single triggered event (Fig. 3.20), the pulses
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Figure 3.20: Top: section of a typical LGAD signal obtained during one LINAC pulse; the abscissa
shows the time elapsed since the trigger. Bottom: zoom on the selected area (highlighted in red)
is reported in the bottom panel. Here, the green band corresponds to the width of five times
the noise level. The red markers pinpointing isolated excursions from the baseline correspond to
candidate charged particles detected by the LGAD and identified by the algorithm.

generated from charged particles are clearly visible and indicated by red markers. At the core

of the analysis framework, an algorithm attempts to identify incident particles. The framework,

designed such that it could be applied in real-time to give an instantaneous response in a clinical

setting, proceeds in the following steps:

1. a low-pass filter processes the data to reduce high-frequency fluctuations coming from elec-

tronic noise.

2. The baseline is estimated averaging the samples in the time interval anticipating the signal

pulses by 2-4.5 ns. The baseline is used for evaluating the pulses height. This interval was

chosen by inspection of the signal pulses (Fig. 3.20). Typical signal rise times are of the order

of 1.2 ns (5 samples), after which the signal slowly decays. In order to uniquely identify

the pulse’s maximum and account for statistical fluctuations, the code defines a baseline

starting 8 samples before the putative maximum. The average to calculate the baseline level

is performed over ten samples.

3. The information of the baseline is now used to identify candidate peaks greater than 5σnoise.
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Figure 3.21: Left: comparison between the charge measured by the ion chamber and the average
number of particles per pulse measured by the LGAD, as a function of detector position. Right:
correlation between the ion chamber and LGAD, before and after an efficiency correction for high
fluence rates. The error bars indicate the RMS on the number of particles detected averaging the
data collected for 200 LINAC pulses.

4. The candidate peak is required to be the highest sample inside a window of ±3 ns. This

time interval (corresponding to ±12 samples) is chosen by inspecting isolated signals: it

corresponds to the typical time after which the pulses are 50% of their maximum height.

The system collects the time-stamp of an individual particle crossing the detector, T , defined

using a 60% CFD (explained in section 1.1.4). As already reported in section 3.3.3, in these oper-

ating conditions, the LGAD has a time precision of about 50 ps.

Although the typical high SNR of LGAD allows an efficient particle identification of events iso-

lated in time, when the time spacing between consecutive particles crossing the detector becomes

significantly lower than the width of the signal pulse (around 10 ns), the identification efficiency

decreases. An ulterior observation of Fig. 3.20 proves that the reconstruction algorithm can fail

for overlapping signals (e.g. between 4010-4020 ns). The average number of particles found in a

single LINAC cycle as a function of detector position is compared to the ion chamber results in the

left panel of Fig. 3.21. Although the shapes of the two curves are similar, at high fluence rates we

see an inefficiency due to the intrinsic limit of the algorithm described above in the discrimination

of overlapped signals.

By construction, the identification algorithm rejects at least one of the pulses whenever these

are closer than 3 ns. Conversely, when peaks are separated by more than 10 ns, the algorithm is
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fully efficient. On average, the algorithm fails when consecutive particles pass through the detec-

tor within 6.5 ns of each other. The probability of this occurring is described by exp(−6.5
τ

), where τ

time between consecutive particles, expressed in ns. This equation defines an efficiency correction.

The right panel of Fig. 3.21 illustrates the correspondence between the charge recorded by the ion

chamber and the number of particles observed in the LGAD, with and without this efficiency cor-

rection. Before the correction, the response can be modelled with a second-order polynomial; after

the correction, a linear response is observed. To correct for the detectors geometrical orientation

and shape of the active area, an ulterior interpolation had to be implemented. The LGAD data

set were in fact subjected to a linear interpolation to be properly compared with the ones of the

ionizing chamber. To select the two dependent shift coefficient, the algorithm was designed to

scan an array of values and, subsequently, obtain a minimum χ2 estimation.

The results prove that counting particles with the LGAD gives equivalent information to in-

tegrating the charge. However, the new detector operates as a single-quantum detector: while

working with fluence-rates smaller than 100 MHz, the detector can resolve single electrons with

a time resolution of about 50 ps, corresponding to the precision with which the leading edge can

be measured. In Fig. 3.22 the reader can observe a schematic representation of the single particle

counting algorithm implemented.

3.4.3 Characterisation of the LINAC beam

The excellent time resolution and linearity of the LGAD allows the study of the dose delivered by

the LINAC as a function of time within the single pulses. To study the temporal profile of the beam

intensity, the number of particles recorded at all detector positions was summed and plotted as a

function of time. As displayed in Fig. 3.23, the fluctuations of the delivered dose observed within

the pulses structure scale accordingly with the charged particles flux. The curve approximates the

nominal square pulse shown in Fig. 3.10 but the precision of the LGAD allows a sub-structure to

be clearly observed. As an additional result, the width of the pulse result to be smaller than nom-

inal at 2.85±0.01 µs. Another analysis that was pursued aimed to investigate the train sub-pulses

composing thee microsecond LINAC pulse (see Fig. 3.10).

As the medical LINAC operates with a radio-frequency of 2.858 GHz, the sub-pulses (each
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Figure 3.22: Simplified diagram highlighting the crucial point of the single particle counting algo-
rithm.

expected to have a nominal width of 30 ps) have to be separated by 350 ps and, as long as all the

other parameters of the machine have a small jitter, the LGAD resolution should be enough (50 ps)

to observe their structure. The bottleneck of the measurements comes from the large timing un-

certainty of the acquisition trigger, nominally the time between the thyraton trigger signal and the

arrival of the LINAC beam (shown as the purple and yellow traces in Fig. 3.16). In the absence of

a precise trigger and to reduce potential decoherence over several hundreds of ns, the sub-pulse

structure was searched for using the distribution of the difference between the time-stamps for

consecutive particles crossing the detector, ∆T , which is shown in Fig. 3.24 (left). It’s important

noticing that using the difference between consecutive particles, quick variations of the flux de-
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Figure 3.23: Particle fluence-rate recorded and summed over all position expressed as a function
of time. In the right panel, the data are presented in log scale.

tected can be identified with more precision.

The distribution of independent, Poisson-distributed events can be described with an expo-

nential e−
t
τ , where τ is the mean interval between consecutive detected particles. This shape is

subjected to modifications coming from the reconstruction inefficiencies of the particle-finding

algorithm. Its response deteriorates for ∆T < 10 ns, while the requirement for a local maximum

within ±3 ns implies that no two particles have ∆T below this value. After binning the data in

steps of 10 ps, the algorithm computes the modularity in the distribution and calculates the auto-

correlation function expressed as:

R(τ) =
1

N − τ

N−τ

∑
i=1

yiyi+τ , (3.7)

where yi is the number of entries in bin i.

The autocorrelation results then in a coarse-grained exponential structure (coming from the

shape of the ∆T ) superimposed to a fine-grained sinusoidal pattern. After subtracting the expo-

nential trend, the sinusoidal structure becomes evident: Fig. 3.24 (right) shows the autocorrelation

as a function of τ . Its periodic structure can be fitted using a modulated sine function with a mea-

sured period of 346± 3 ps, consistent with the operating frequency of the LINAC of 2856 MHz.

Thus, in addition to observing the large-scale ∼ 3 µs-wide structure of the LINAC pulses that

approximate to square waves, the detector is capable of resolving the individual 350 ps-wide sub-
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Figure 3.24: Left: Distribution of the time-stamp difference between consecutive particles crossing
the detector. Right: autocorrelation fitted results with a modulated sine function.

pulses in the beam.

These tests represent the first proof of concept for the design of dosimetric detectors of new

generation. The capabilities of fast integrating devices open the possibility to investigate the tem-

poral structure of the dose delivered by medical accelerator. Small variations over time can be

observed with unprecedented accuracy when using single particle detection techniques. At the

same time, the typical size of silicon the silicon detectors employed improves the spatial resolu-

tion of traditional dosimetric tools, while at the same time reducing the detected rate per channel.

The characterization of fast radiation sources is of crucial importance for monitoring the novelties

of FLASH radiotherapy machine, where the typical pulses are designed to be contained within

few ns.

3.5 Chapter summary

This chapter describes the first use of an LGAD for monitoring the beam profile of a medical

LINAC. After an introduction on dosimetry and dosimetric quantities, the chapter provides an

overview over the most common accelerating technologies used in medical physics for cancer

treatment and diagnostics. The next sections are dedicated to the description of the tests and re-

sults obtained at the Saint Luke’s hospital in Dublin, Ireland, in collaboration with the UCD. The

hospital facility offered the possibility to perform a series of test on a dismissed ELEKTA (161)
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LINAC, characterized by an electron pulse repetition frequency of 200 Hz and dose rates output

up to 600 MU/min. Each of the 3.2 µs long pulses contains thousands of 30 ps long sub-pulses,

separated by 350 ps (frequency of 2.858 GHz).

To monitor the 6 MeV electron beams output by the source, an LGAD sensor designed for HEP

experiment was used. The sensor was mounted on a read-out electronic board developed at KU.

During the data collection, performed with the use of a fast digitizing oscilloscope, the detector

was employed to detect the passage of individual particles, effectively measuring the electrons

fluence on the sensing area. At the same time, the analysis of the LGAD response provides an

evaluation of the total collected charge. The integrated charge represents a standard dosimetric

quantity that served for a comparison with the response of a traditional ionization chamber. Con-

versely, the study of absorbed radiation using single particle counting at high collected rates (up to

100 MHz) produced unprecedented results. The analysis results proved the possibility to monitor

the temporal profile of the beam with a resolution of about 50 ps, highlighting the features of the

dose distribution spectrum (otherwise hidden when using traditional charge integration meth-

ods). Additionally, the detector single particle resolution allowed to resolve the periodic structure

contained within individual LINAC spills. The measured period was measured to be 346± 3 ps,

consistent with the LINAC’s nominal features.

The reported measurements represent a cornerstone for the development of fast dosimetric

devices for beam monitoring. In particular, the commissioning of FLASH radiotherapy machine

will require in depth studies of the dose delivered prior to their used in clinical treatments. To ad-

dress the problematic raised by the increased dose-rates, novel fast silicon detectors for dosimetric

applications are currently under study.
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Chapter 4

Particle Identification in space: the AGILE project

This chapter presents the work that led to the development and first results of the AGILE (Ad-

vanced enerGetic Ion eLectron tElescope) detector, which proposes the study of particle and ion

abundances using a novel technology for particle identification in space. The low power and

compact instrument is built to be encased inside of a CubeSat (166) which constrains the setup to

a tight geometric form factor and limits the absorbing material to a few thin layers of active vol-

ume. The detector uses a Pulse Signal Discrimination (PSD) method (introduced in section 4.2.3)

to label the incident particles. Its novelty resides in the capability of real-time, in-situ identifica-

tion. The wide range of energies (1 - 100 MeV/nuc) and species (H to Fe) the experiment targets

to reconstruct makes it a unique tool for studying the intensities and energy spectra of charged

particles originating from solar, distant heliospheric, and galactic sources.

4.1 Scientific motivation

The need for the development of a robust, space-based, real-time instrument for particle identifi-

cation comes from the lack of high-quality measurements that could advance the understanding

of charged particle energization, loss, and transport throughout the heliosphere. Unfortunately,

the characterization of solar, magnetospheric, and cosmic ray particles do not pose an easy task. It

requires the instrument to be sensitive to a large variety of particles and ion species: the measure-

ment of interplanetary ions is critical to the understanding of Solar Energetic Particles (SEP) and

Anomalous Cosmic Rays (ACR) (described in section 4.1.3 and section 4.1.2, respectively). This

operation is further complicated by the wide energy spectrum the acceptance of a space-based de-

tector needs to cover. The possibility to unambiguously resolve ion isotopes and achieve a reliable

discrimination between electron and protons is of crucial importance for promoting a stronger

understanding of the acceleration and transport of charged particles in the inner and remote he-
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Science goals objectives measurement

Dynamics of the radiation belt

determine the presence
characterize electrons

in the inner zone

intensities
and spectra of

∼ 1-10 MeV
electrons

characterize trapped and
transient energetic ion

populations in the outer zone
intensities

and spectra of

∼ 2 - 100 MeV/nuc
ions (H to Fe)

Study energization, transport
and modulation of
IP charged particles

study SEP and energetic
storm particles (ESP)

energization at IP shocks
study ACR transport

and modulation

Understand the role of
energetic particles
in space weather

study proton and
ion cutoffs during
geo-magnetically
disturbed times

Table 4.1: Overview of AGILE science objectives.

liosphere. Also important for investigating the question of relativistic electron injection (detailed

in section 4.1.1) into the inner zone of the magnetosphere, which remains currently an open and

controversial topic (45). Table 4.1 summarizes the science goals that will be addressed in the next

sections.

4.1.1 The Radiation belt

After being theorized by James Van Allen, the presence of a zone rich of energetic charged par-

ticles enclosed by the planets magnetosphere was confirmed in the results collected by Explorer

1 and Explorer 3 in early 1958 (167). In the case of Earth, those particles are generated from the

stream of charges released from the upper atmosphere of the Sun (solar wind). They are then

trapped by the inner region of Earth’s magnetic field, creating two belts extending from an alti-

tude of about 640 to 58,000 km above the surface. Figure 4.1 illustrates a representation of the

Van Allen belts surrounding the Earth magnetosphere. Mainly, electrons and protons populate

the belts, while the abundance of other species of ions and nuclei are greatly suppressed. In par-

ticular, the presence of protons with energies exceeding 100 MeV dominates the inner belt, where

140



Figure 4.1: Visual representation of the Van Allen belts contained in the Earth’s magnetosphere.
In this image, one can observe an inner and outer zone as well as a third, transient radiation belt.
The latter was discover in 2013 and its presence lasted four weeks, before being destroyed by
an interplanetary shock wave originating from the Sun. Image Credits: NASA’s Goddard Space
Flight Center/Johns Hopkins University, Applied Physics Laboratory.

the more intense magnetic zones constrain their trajectories. The area extends from an altitude of

1,000 km to 12,000 km. Until the 1990s, the data showed high concentrations of electrons with en-

ergies that could only reach hundreds of keV. Some studies have attempted to model the presence

of relativistic electrons (more than MeV) attributing it to injection mechanism from the outer belts

during periods of strong geomagnetic activity (168), while their possible detection was limited by

a shorter mean lifetime (less than one year) when moving through the inner zones (169).

Following missions (CRRES (170) in 1992, SAMPEX (171) 1994, POLAR in 1995) have proved

that many of the original models describing Earth’s radiation belt electrons had to be modified to

match such results. Although the launch of NASA’s Van Allen Probes mission in 2012 (172) finally

provided a reliable instrument for the inner belt electron dynamic studies, the irreducible back-

ground coming from the high concentration of protons penetrating the instrumentation shielding

produces easily misidentified signatures. Relativistic electrons have remained undetectable until

2015, when the Van Allen Probes provided upper limits on their energy spectra (31). Those in-

tensities are reported in Fig. 4.2, which shows the results obtained during the studies pursued by

REPTb. To be considered as a signal event, the experiment requires the incident particles to be
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included in its field of vision and to stop in one of the layers present in the Si detector stack. Con-

versely, the background-like events result from high-energy protons where the trajectory comes

from outside the fields of vision or electrons scattered out of the detector stack.

The electron-proton discrimination was explored, motivated by the difference between the

measured energy distributions of electrons and protons. The idea of an elusive nature of relativis-

tic electrons in the inner belt is additionally supported by the high-quality measurements of the

MagEIS instrument. The data show no measurable intensity greater than 800 KeV (173), indirectly

confirming the validity of the upper limits set by the REPT Collaboration (31). The resulting mea-

sured fluxes are significantly lower than those predicted by widely accepted theoretical models

(AE8 and AE9 (174)). Since the Van Allen Probes have been operating exclusively during times

characterized by a low solar activity, the data proved that no significant enhancements of relativis-

tic electrons in the inner belt are expected in the absence of extreme solar wind conditions (175).

The dynamics of the outer belt differs remarkably from the one described for the inner zones.

In this region, that extends 13,000 to 60,000 km above the planet surface. The electron radiation

belt is mostly produced by the process of inward radial diffusion (176; 177) and by the mechanism

of local acceleration (e.g. interaction with plasma waves). The particle abundance is balanced by

continuous losses: outward radial diffusion, collisions with the atmospheric particles, losses to the

magnetopause. The magnetopause locates the outermost boundaries of a planet magnetosphere,

indicating the area of interface between the edges of its magnetic field lines and the front of the

solar wind. Inside this toroidal-shaped outer belt the particle abundance constantly varies as it is

significantly more exposed to magnetic disturbances.

Its radiation density changes in the presence of geomagnetic storms, energization due to ra-

dial transport and high-speed stream (HSS) (178); acceleration of particles caused by the tail of the

magnetosphere. Contrarily to the inner belt, the presence of other species of particles in the outer

zone is quantifiable. This area is in fact rich of protons and a variety of energetic ions (with a com-

position similar to the one of the ionosphere); the latter suggests multiple sources of origin for the

radiation spectrum. The additional contribution is known to come from high-energy heliospheric

particles with sufficient rigidity to penetrate the magnetopause and get trapped in the outer belt.

The presence of Anomalous Cosmic Rays (ACRs) will be explained in the next sections 4.1.2. The

AGILE project proposes the study of the populations of the two belts.
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Figure 4.2: Top: results for the pulse height discrimination method used by REPTb to identify
electrons-protons in the 1 January 2014 dataset. The ordinate and absiccsa report quantities (DN)
proportional to the energy deposed in the R1 and R2 Si detectors (31). Bottom: overlapped plots
of the omnidirectional equatorial electron energy spectra in the inner belts. The REPTb data set
a new upper limit on the electron intensity, as the data are contaminated by high-energy protons
penetrating the instrumentation.

• Inner radiation belt Using a robust technique for particle discrimination and energy recon-

struction leads to a proper quantification of the inner-belt proton contamination in the data.

This helps shedding light onto the dynamics of this zone (179). An accurate identification

could unambiguously and unprecedentedly answer the question of the presence of relativis-
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tic electrons (>1 MeV) and their behaviour as dictated by the geomagnetic activity. These

results would complete prior investigations (180), which have been limited by the proton

background. Collaterally, this measurement would help evaluating the damages to instru-

mentation and satellites caused by deep dielectric discharging due to MeV electrons in the

inner belt region.

• Outer radiation belt the experiment could contribute to a better understanding of the outer

radiation belt electron dynamics, and help examining the nature of their various competing

acceleration, transport and loss processes. The range of possible detectable electron energies

(1 - 10 MeV) and the instrument identification capabilities would aid in the separation of

competing local accelerating mechanisms (solar storm events (181), Coronal mass ejection

overlapping and high-speed stream (178)) and quantify their relative contribution to the

electrons energization.

4.1.2 Anomalous Cosmic Rays

Anomalous Cosmic Rays (ACRs) contribute to the ion abundance in the heliosphere. This was

first observed by Fisk et al. (182), during their studies conducted in 1974. In this measurement, the

oxygen-to-carbon (O/C) and helium-to-oxygen (He/O) ratios are computed, and the anomalous

results (about 20 in the first case, and approaching the unity in the second) are combined with the

preexisting knowledge of the oxygen intensities, increasing with the heliocentric distance. These

studies have concluded that the excess of observed ions did not originate on the Sun.

The origin of anomalous cosmic rays is attributed to neutral interstellar particles drifted into

the heliosphere. The outward flow of the solar wind allows only neutral particles to enter its front,

excluding any thermal interstellar ions. Here, they are ionized by the wind and accelerated by its

termination shock up to tens of MeV/nuc (183). This process explains the lower abundance of

ions such as C, Mg, Si and Fe in the ACRs composition: due to their relatively low first ionization

potential, the interstellar medium’s thermal energy is often enough to ionize those elements and,

consequently, never reach the termination shock. Due to their singly-charged nature, these atoms

can penetrate the Earth’s magnetosphere. If their trajectory reaches the residual atmosphere, they

can be further stripped off their charges. Therefore, these atoms are trapped in the outer radiation
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Figure 4.3: The image provides a schematic of the magnetosphere, sectioning through the termi-
nation shock at the equator. The sketch includes the path of the ACRs getting trapped in the outer
zone of the magnetic lines (32).

belt. A simple visual sketch is provided in Fig. 4.3.

Early direct observation of their composition can be found in (184), where the models of en-

ergy spectra of 11 elements (H, He, C, N, O, Ne, Mg, Na, Si, S,Ar) are fitted and compared to the

data obtained in the outer heliosphere by the Voyagers 1 (V1) and 2 (V2). In particular, the pub-

lication focuses on the neutral density of Ar in the interstellar medium, analyzing the detected

quantity of the ionized element and tracing it back to its initial abundance at the location of the

termination shock. The results, used to derive the neutral densities of the other ions under studies,

highlight the need for additional sources of ACR ions other than interstellar atoms (pickup ions).

The composition of ACRs is the source of many astrophysical debates, such as the abundance of

interstellar neutral particles or the ionization state of the local interstellar medium.

The AGILE scientific program includes the possibility to perform precise measurements of

their abundance in the outer radiation belt. The anomalous ions species trapped by the magneto-

sphere, deepening the understanding of their dynamics within the solar system (fractionation in

the abundances in the heliosheath1, interplanetary ionization process, and in the injection, acceler-

1Locates the zone where the solar wind starts interacting with the interstellar medium. It can be divided into
three different regions: the innermost is the termination shock, the outermost heliopause and the area in between
the boundaries.
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ation, and interplanetary propagation processes). At the same time, accurate particle identification

would help in the understanding of hidden properties of the heliosphere as well as the nature of

interstellar material.

4.1.3 Solar Energetic Particles

Carrington, during his long lasting studies over the already known Sunspots2 (185), came across

the observation of patches of intensely white lights which he described as ‘Singular Appearance

seen in the Sun’. The event was later understood to be a solar flare, caused by accelerated charged

particles (mainly electrons) in close proximity to Sunspot clusters and interacting with the plasma

medium. The effect results in sudden flashes of increased brightness on the Sun surface, detectable

in the total solar irradiance spectrum. The radio fade-out occurred in 1936 (as described in (186)

and (187)) in correspondence to bright eruptions in the solar chromosphere ultimately explained

the phenomenon witnessed by Carrington eight decades earlier: the X-rays generated in solar

flares can enhance the ionization density in the Earth’s ionosphere which, in turn increases the

absorption of radio waves (188).

Flares are thought to be associated with the violent ejection into the heliosphere of plasmas

and particles originating from the Sun Corona. These phenomena are formally known as Coronal

mass ejections (CMEs). Both effects can result in the production of protons, electrons and ions (He

- Fe) showers reaching the Earth with energies between KeV and GeV. These showers are com-

monly referred to as Solar Energetic Particles (SEPs). These events can be classified in two main

categories, based on the acceleration mechanism guiding their trajectory through the interplane-

tary space: Impulsive and Gradual SEPs. In the first case, the particles are accelerated by solar jets

(supposedly created in correspondence of flare events3), while the second happens whenever the

mass ejection of the Sun Corona move faster then the ambient solar wind. In this case near-Sun

CMEs shocks drive strong interplanetary (IP) shock waves.

The scientific community needed decades of studies and experimental results to identify the

presence of two competing sources for SEPs (189). The observation on ground level enhancements

2Dark areas which are observable on the Sun photosphere. These temporary events highlights zones affected by a
high concentration of magnetic field flux that hinders convection.

3While historically the flare regions have always been considered the main source of impulsive SEP, modern studies
explain how the magnitude of these events can hide additional, correlated phenomena (solar jets) that could better
model the particle transportation. The topic will be discussed later, in this section.
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(GLEs) displayed that gradual events generally lasted for several days, exhibiting larger radiation

fluences and populating a vast range of longitudes. On the contrary, the impulsive (jet-related

events) lasted a few hours and were characterized by a smaller flux. Unfortunately, since CMEs

and solar flares often happen during the same event, occurring whenever a nearby active region

erupts, the precise origin of the remotely accelerated SEPs is highly debated. Additional dissimi-

larities between the classes of SEPs can be found in their compositions.

4.1.3.1 Gradual SEP

This class of events is proton-rich and usually more gradual in the decay and offset of its effects.

Studying their diffusion (described in Eq. 4.1) one can infer that, since the particle transports

vary as a power of A/Q (mass and charge), the density of different species populations will be

conserved, although their distribution will vary over time (190).

nx(r, t) =
1

4πΓ(ε)

(
ε

3

)2ε−1
(

3
Λ0νt

)ε

exp

[
−3r2−β

(2−β )2Λ0νt

]
(4.1)

We can analyze the diffusion of particles belonging to two species X, and Y with velocity ν , scat-

tered with mean free path ΛX ,Y and assuming a power-law dependence on radial position r (Λ0rβ ).

Being ε = 3
(2−β ) and β < 2, the particles transport can be modeled using equation 4.2 and finally

recover the A/Q dependency. The relative abundance of different species of ions can be inferred

from:

L =
ΛX

ΛY
=

[
AX/QY

AY/QY

]α

(4.2)

This conservation of the elements species allows to average their abundances over many gradual

SEP events and to obtain an estimation of the corresponding abundances on the Sun Corona. Fig-

ure 4.4 depicts the intensities of a set of species (C, Ne, Fe) for three gradual SEP events, using

different solar longitudes. The increase in intensity of energetic particles (above 0.05 MeV/nuc)

due to the passage of an IP shock associated with a gradual SEP is commonly referred to as an

energetic storm particle (ESP) event. It is to be noted that the effects of the particle transportation

through the IP medium caused by their near-Sun site of acceleration and inner heliosphere is neg-

ligible during ESP events. The information carried by the latter is therefore of crucial importance
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Figure 4.4: The relative abundances of three species (C, Ne, Fe) is plotted as a function of time
(33). The initial enhancement in the Fe/O ratio decreases with time as the Fe (higher A/Q) scatters
less than the oxygen atoms. The three panels refers to different solar events, which evolution is
illustrated in the top section of the image.

in the characterization of the shock properties, the particle source and underlying acceleration

mechanisms. Like gradual SEP, more recent studies of ESP (191) highlight an A/Q-dependency

in their transport, where its efficiency decreases when accelerating heavy ions. In (34) is also re-

ported that, in the case of high energetic ions ( > 10 MeV/nucleon), the ratio of heavy-to-light

abundances (Fe/O) lessen with increasing energy. Figure 4.5 summarizes the above mentioned

results for the various elements.
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Figure 4.5: The left panel reports the scaled intensity for ions IP detected from ACE and GOES
after the shock on October 29, 2003. In the right panel, their energy is plotted as a function of the

mass-to-charge ratio and fitted using
(

Q
M

)1.75
for (Z≥2) (34).

4.1.3.2 Impulsive SEP

Early observations of SEPs composition have highlighted the flare-related events to be character-

ized by higher abundances of accelerated electrons, and by enhanced 3He/4He and Fe/O(C) ratios

(192). The first one, in particular, stands out as it presents a 1000-fold increase over the solar wind

abundance ( 3He/4He > 1 in contrast to the expected 5 ×10−4). The same relation can be found

for atoms with 76 < Z < 82 when computing their ratio with Oxygen. During flare events, the

observation of γ rays and neutrons spectrum gives a picture of the nuclear interaction occurring

in the low solar Corona. The results show no evidence of primary produced 3He and the reaction

secondaries are often trapped in the flare loops.

This mechanism would then suggests that the 3He acceleration source could be found in the re-

connection of jet events which open field lines would allow the plasma to eject the particles in the

diverging field (35). While we historically associate impulsive SEP events exclusively with flares,

recent studies (193; 194) point out that the particle ejection mechanism needs to happen when the

magnetic fields line are open, casting doubts on the correlation between SEPs and neighboring
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Figure 4.6: Magnetic lines of the Coronal plasma (in blue) reconnecting and producing a jet. Where
the lines are open, energetic particles can be ejected.

closed loops (flares). A jet production event is schematized in Fig. 4.6. Additionally, the same re-

sults highlight how the steeper 3He abundance enhancements witnessed correspond to narrower,

more modest jet reconnections. These events are also characterized by a suppressed He/O and en-

hanced (Z>50)/O, which advocate for different transportation methods for the two populations.

Competing with the theory explained above, previous investigations already accepted transporta-

tion models where the acceleration mechanics are explained with resonant wave-particles inter-

actions. As the presence of different mechanisms favoring enhancements of heavy or light ions

corresponding to the same event is suspicious, the source of impulsive SEP still represents an un-

solved puzzle. The identification capabilities of AGILE allow for a precise investigation of the

SEPs dynamics and their composition. The energy range covered by the apparatus opens the pos-

sibility to explore the detection and discrimination of ions coming from both types of accelerating

events (gradual or impulsive), respectively proton-rich and 3He-rich. The two accelerating mecha-

nisms and the resulting intensities spectrum is detailed in Fig. 4.7. The analysis of their intensities

will broaden the knowledge of those mechanisms on the Sun. It highlights important aspects such

as relative abundances of elements and isotopes, electron/ion ratios, energy spectra, onset timing,
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Figure 4.7: Cisual representation of the two type of known SEPs. The fluxes of electrons and
protons that overlapped as a function of time is shown in the bottom plots (35).

duration, angular distributions, and their associations with visible solar phenomena. Figure 4.8

provides a simple scheme of how, SEP streaming through the interplanetary field, can be used to

map its structure.

4.1.4 Space weather

The mechanism behind the processes responsible for modifying the conditions of the solar system

is known as ‘space weather’. Indeed, most of the phenomena affecting the Earth and its sur-

rounding space can often be traced back to physical events on the Sun: plasma regions generated

during violent solar events propagates through interplanetary space, frequently interacting with
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Figure 4.8: Path of the electron population following the 3He ejected by a SEP event: the trajectory
can be followed when the direction to the center of the radio signal, and its distance from the Sun
it is known (determined by the frequency and models of the electron density vs. radius) (36).

the planet magnetosphere, ionosphere, thermosphere and exosphere. The atmosphere can also be

affected, causing repercussion on terrestrial weather. Additionally, the threat triggered by direct

and indirect interactions with ionizing, energetic charged particles has been proven to influence

human operation on Earth and in space. The energy released during the reconnection of magnetic

loops in the Sun Corona (CMEs, jets, flares 4.1.3) caused by heat convection flowing from the Sun

outer layers, generates strong open magnetic lines responsible for the transportation of energetic

particles outside the heliosphere. The resulting magnetic energy is believed to be the mechanism

that superheats the Corona and makes it unstable to the Sun gravitational pull (37).

The expelled material, namely the solar wind, can be projected into interplanetary space with

different speed and create zones of low and high pressure. Regions where high-speed streams

go into a low-speed stream creating zones of compressed solar wind are called Stream Interac-
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Figure 4.9: Internal structure of the diamagnetic cavity generated from the interaction between the
planet magnetic field and the incident solar wind (37). it displays the upstream bow shock formed
on the compressed day-side and the stretched out night-side composing the magnetotail. The bow
shock encloses the magnetosheat (shocked solar-wind plasma) inside its profile. The reconnection
happening in the day-side let some magnetic field lines penetrate the magnetopause.

tion Regions (SIR). These regions are of crucial importance as they regulate the propagation of

the ejected material. As illustrated in Fig. 4.9, the resulting plasma cloud travel and interact with

the Earth’s magnetic field and they can become linked, whenever the latter field lines are com-

pressed (day-side) and stretched out (night-side) creating a diamagnetic cavity around the planet.

The plasma, now allowed to enter the magnetosphere, provides energy that is stored in the tail

of the magnetosphere, causing instability, reconnection and subsequent release. These efficient

energy exchanges from the solar wind into the space environment surrounding Earth are called

geomagnetic storms. During a storm, the planet experiences an increase in electric current in its

magnetosphere and ionosphere. A large portion of the energy can also be deposited in the atmo-

sphere where the induced electric fields can travel to polar and equatorial latitudes, transporting

electrons and ions through magnetic lines (auroral electrojets and ring current). This mechanism
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can result in low-frequencies variation of the geomagnetic field and cause geolectric fields through

magnetic induction. Geomagnetically-Induced Currents (GICs) are characterized by typical peri-

ods of few minutes and can propagate through grid transformers, affecting power lines on Earth.

During large geomagnetic storms, complex interactions between the ionosphere and the ther-

mosphere (which morphology can be drastically affected by the solar wind) can occur. The neutral

and ionized components of the two spheres experience frequent collisions and energy exchange

allowing the winds to drive plasma transport which, in turn, results in an enhancement in the

charge recombination rates. In the medium, electrons and ions oscillate with the propagation of

their respective electromagnetic waves depending on their typical frequencies in relation to the

plasma one: Electromagnetic waves with frequencies f < fplasma are damped; they cannot move

through the plasma and are reflected when entering the plasma from an external interface. If f

> fplasma the waves propagate, but at a lower speed. Since during quiet space-weather periods,

the ionosphere displays plasma frequencies that varies from few MHz to 20 MHz, the wavelength

of radio waves used for telecommunication (satellites,spacecrafts, GPS) has to be accurately cal-

ibrated for maximum transmission efficiency. A geomagnetic storm can introduce substantial

delay in the communication, modifying the plasma reflection point and disturbing the patterns of

communication broadcasting. As already referenced in section 4.1.3, the impact of energetic solar

particles in the ionosphere had already been observed from the radio fade-out which occurred in

1936 (186; 187). The extreme ultraviolet (EUV) radiation caused by flares contribute to the iono-

sphere ionization in the ionosphere (heights greater than 150 km) and can persist for many hours.

Additionally, solar flares cause X-rays excess in the deeper atmosphere, affecting the radio-wave

absorption (explained in section 4.1.3) and interfering with over-the-horizon communications of

civil aviation.

Finally, the effect of intense burst of radiation coming from violent solar event (CMEs, flares,

IP shocks) enhances the level of background radiation. The ejected energetic particles follow the

interplanetary magnetic field lines which can be subjected to irregularities when the magnetic ac-

tivity is high. This results in a isotropic scattering (including backs-scattering), increasing the risk

of radiation damages to space (and aviation) personal and instrumentation (195; 196).

Among its scientific tasks, AGILE is designed for the studies and observation of space weather

effects on human activities in space, furthering our knowledge on ion fluxes, their penetration

154



to low latitudes and impact human-made technology in low orbit. A practical example of these

studies can be found in the weather monitoring for granting maximum safety to the International

Space Station (ISS) personal, on-board equipment during intense geomagnetic storms. In addi-

tion, precisely identifying incident radiation (particles species and energy) would represent a in-

valuable tool for absorbed dose estimation. This has the potential of preventing serious radiation

hazard to astronauts during extravehicular activity (EVA). Altogether, a better optimization of

shielding design and exposure time can serve in future space travel programs.

4.2 Particle ID in space

Generally, the discrimination and subsequent identification of particle (and ion) species entering

the acceptance of a detection apparatus require the use of a stack of multiple active layers. The

incident object deposits energy along its path, resulting in an output signal which provide crucial

information for labeling its identity.

In order to be suitable for launch, a space-borne particle detector is subjected to a series of

functional, electric, shock and vibration tests for simulating adverse space conditions and verify

its hardware qualification. During the prototyping, scientists face a stringent trade-off between

weight, power, and cost in order to maximise the scientific return. The physics requirements

guide the project in the choice of the most optimal orbit for operating the instrument which, in

turn, constrains its design. A large number of research spacecrafts operates in Low Earth Orbits

(LEO), which contrarily to Geosynchronous Orbits (GEO), are contained within the Van Allen

Belts (generally below the 1000 km of height). The radiation environment inside the belts remains

one of the primary challenges to face.

While mechanical and cost features seem to favor the use of compact, light, and simple de-

tection systems, the best PID performance have been achieved using bulky spectrometers, heavy

layers of absorbers and complex telescopes. Few, commonly exploited identification techniques

are reported in sections 4.2.1, 4.2.2, and 4.2.3.
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4.2.1 ∆E −E method

Although the amount of possible technologies to be exploited for this task is vast, one of the signa-

tures commonly used for particle identification, both in space and in ground based experiments,

is referred to as ∆E −E (38). This method requires the use of a stack of consecutive detection lay-

ers as it relies on the distinction between the stopping power of different species of particles: the

initial energy of a particle crossing (at least) the first layer of detection and stopping in one of the

following is shared non-uniformly between the crossed detectors. As displayed in Fig. 4.10, to

achieve the identification the telescope has to include pairs of thin and thick detectors (where the

particle will be likely to stop). The partition of E between the two layers varies dependently on

the particle type (197) and the strong correlation between its kinetic energy, charge (Z) and mass

(A) provides a unique signature.

The amount of layers required for a complete reconstruction depends on the range of energies

and the species of ions and particles to be identified. The lighter and more energetic the incident

object is, the more the material is needed to stop its path. Although the method is robust and

boasts of dated experimental inheritance, the above mentioned requirements result in the need

for bulky, highly power-consuming detector telescopes, which complexity scales directly with the

number of layers to be read-out and analyzed.

4.2.2 Time Of Flight - E method

Another, well established method of identification can be achieved using the time needed for a

particle to cross two (or more) detectors. The detectros, kept a fixed distance, provide a ‘start’ and

‘stop’ signal to the system, consequently allowing to measure the velocity of the incident object.

If the latter stops in a following layer of detection, its total kinetic energy can be extracted; the pair

of measurements uniquely determines the particle mass.

A classic example of TOF - E identification is described in Fig. 4.11, where the SupraThermal

Energetic Particle (STEP) telescope is detailed. During the experiment, particles entering the ac-

ceptance could knock off electrons from the Ni aperture foil. The electrons are then accelerated

and collected by the Microchannel Plates, which produce the ‘start’. The ‘stop’ is generated by the

back-scattering electrons and the energy is measured with the use of the Si detector at the bottom.
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Figure 4.10: Telescope composed by a stack of two silicon detectors (Si1, Si2) and a CsI scintillator
is used to identify the incident particle (38). The ∆E −E correlation between the silicon sensors is
expressed in the plot below where : the abscissa gives the energy deposited in Si2, the ordinate
that in Si1. The zoomed areas for Z ∼2-6 and 19–23 display the resolution power of the method.

The precision of the measurement can be further increased using detectors with enhanced time

resolution providing a TOF information less affected by jitter uncertainties.

4.2.3 Pulse Shape Discrimination

Modern experiments propose to achieve the same identification power provided by the robust

∆E −E (which functioning is described in section 4.2.1) using Pulse Shape Discrimination (PSD)

techniques (198; 199). This method approaches the problem from a different angle since it bases

its identification power on the capability to reconstruct the energy loss on each detection layer

extracting this information from the shape of the output signals (200). The shape, duration and

amplitude of the pulses induced by the passage of the incident particles can be correlated with

their energy loss in the active material ( dE
dx (x), Bragg curve).
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Figure 4.11: Left: STEP telescope for particle identification (39). Right: measurement of time of
flight vs. energy for a sample of ions during a small 3 He-rich SEP event (40).

While the minimum requirement for a correct identification is represented by a particle stop-

ping inside a single-detector apparatus, in a multi-layer configuration each one of the sensors in

the stack can offer valid independent outputs for particles crossing multiple detection elements.

The PSD solves the issues found in the ∆E −E such as the need for an energy calibration or the

amount of needed layers of detection, loosening the hardware request and focusing on the digi-

tizing and post-processing of the wave-forms (201; 202). Figure 4.12 shows the results obtained in

the discrimination of a vast range of ions using the PSD approach.

On the other hand, this procedure requires very fast detection systems: PSD-based analy-

sis usually employs the use of thin (∼ few hundreds µm) solid state sensors (e.g. Si sensors)

producing current signals typically contained within few tens of ns. The choice (or design) of a

fast read-out chain, front end electronics and sampling techniques represents a crucial step in the

development of a detecting instrument based on Pulse Shape Discrimination.

4.3 AGILE: The Advanced enerGetic Ion eLectron tElescope

The AGILE (Advanced enerGetic Ion eLectron tElescope) project aims at developping a compact

low-cost space-based instrument for detection and identification of particles and ions. This instru-
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Figure 4.12: The data (acquired with the setup shown in Fig. 4.10) show the resolution capabilities
of the PSD method correlating the energy deposited and the resulting signal rise-time in a single
layer of detection (above). The linearization of the curve (below) offers a good visual representa-
tion of the charge (Z) of the detected ions.

ment targets the reconstruction of a vast variety of elements (from H to Fe) and corresponding

energies spanning 1 - 100 MeV/nuc per nucleon (45). The experiment combines the heritage of

previous particle telescopes, such as MERIT (Miniaturized Electron pRoton Telescope) onboard

CeREs (Compact Radiation belt Explorer) (203), and the expertise of the team in the development

of ultra fast silicon detectors and electronics (204) used for particle detectors. As it proposes an in-

situ operation, this detector project represents the first attempt for real-time particle identification

in space using PSD techniques 4.2.3.

Figure 4.13 presents a sketch of AGILE experimental setup: the active area is represented by

a stack of three 300 nm Silicon sensors read-out by a custom-made electronics and digitized by a
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Figure 4.13: Simplified representation of the PSD method as implemented by AGILE: an incident
particle passes through the first detection layers, stopping in the last one where we can observe
its Bragg peak (41). After being processed by the read-out, the signals are then digitized and their
key features reconstructed. To label the particles, the latter are compared with a list of expected
inputs.

fast sampler implemented on Application-specific integrated circuits (ASICs). More details on the

acquisition chain can be found in the next sections. Following Fig. 4.13, it is possible to outline

the chain of actions needed to perform the identification. The three layers of detection output raw

signals, later processed and digitized by the front-end. The stopping layer provides the informa-

tion needed for the species identification. The system uses the amplitude spectrum of the pulse to

reconstruct the initial energy. It then correlates its key features to obtain a unique signature and

compare them with the ones expected by the simulation.

4.3.1 Form factor, electronics and mechanical design

Following the steps of MERIT, the AGILE instrument will be completely integrated inside a Cube-

Sat. First proposed by Jordi Puig-Suari (166) in 1999 at the California Polytechnic State University,

these miniaturized nanosatellites drastically reduced the complications faced during the design

of the Orbiting Picosatellite Automatic Launcher (OPAL) at the Stanford University’s Space Sys-

tem Development Laboratory (SSDL) and represent one of the most used technologies to educate

160



Figure 4.14: Picture of the GenSat-1 model designed by GenSat Engineering (42).

scientists in the development of low-cost platforms for testing and space qualification. CubeSat

miniaturized design makes these instruments suitable for launcher–payload interface reducing

the space requests as can be launched in multiples exploiting the unused storage of larger ve-

hicles. The size of a CubeSat is compartmentalized in smaller sections called "units" (U) which

enclose an effective volume of 1l (10 cm×10 cm×10 cm). Its size can be extended along one axis by

stacking units to fit the forms of 0.5U, 1U, 1.5U, 2U, or 3U.

The AGILE project prototyping phase includes the launch of the instrument scheduled for

2022. The detector stack will be deployed in high inclination LEO, where it will orbit with a revo-

lution period of 95 min collecting data for a total of around 35 min per orbit (when orbiting above

the poles). Together with the mechanical support and the communication interface, the testing

and the satellite operation, the Maryland based GENESIS Engineering (42) company will provide

the CubeSat to deploy the AGILE instrument.The GenSat-1 model (in Fig. 4.14) is designed to

carry two scientific payloads into polar orbit for data collection in collaboration with the NASA’s

Goddard Space Flight Center.

The detector layers of AGILE, its front-end, digitizer and power boards (detailed in the next

sections) are developed to be contained inside 1U of the GenSat-1. The AGILE mechanical struc-
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CONTROLLER BOARD
(PSEC4 + Teensy controller)

FEE CARDS
(Sensors+ Read-out)

POWER BOARD
(CAEN power supply units)

Figure 4.15: 3D render of AGILE instrumental apparatus contained inside the Al enclosure.

ture is composed of a rectangular square box made of an external aluminum enclosure. The struc-

ture is completed by a tungsten plate positioned behind its front panel, and a tungsten tube, which

bevelled opening determines the instrument acceptance (geometry factor of 0.61 cm2 − sr). In the

current design, the detectors face the outside environment through a cutout performed on the

power supply board. A 3D render of the AGILE mechanical structure is reported in Fig. 4.15.

The latter provides bias to the Si sensors via the use of two (main + redundant) CAEN

A7508N (205) DC-DC components, in charge of stepping the 5 V up to the needed voltages (∼-100

V). While the analog signals move through coaxial cables, the power, as well as the digital signals

are routed through the backplane board which connects the instrument to the outside world using

a flex connector. Figure 4.16 details the connections between AGILE electronics components.

To read out the analog signals produced by the silicon detectors, set and monitor the voltage

levels, transferring data, as well as controlling the instrument’s operation mode, AGILE employs
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Figure 4.16: Electrical diagram of AGILE signal and power routing inside the GenSat-1 satellite.

Figure 4.17: Sketch of the AGILE apparatus cross section contained inside the mechanical enclo-
sure (1U) of the GenSat-1.

the combination of a fast digitizer and commercial micro-controller. Together with a Complex

Programmable Logic Device (CPLD) for managing the trigger logic, this apparatus is hosted on

an additional board (described in section 4.4.4), that concludes the detector stack. A side view of

the full instrument is provided in Fig. 4.17.
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Figure 4.18: Outline of the simulation chain developed for the AGILE project.

4.3.2 AGILE simulation framework

For evaluating the best solution for the detectors to be employed, as well as the read-out and sam-

pling systems to develop, AGILE relies on a simulation framework divided in multiple steps. The

process behind the developing of the simulation framework (as described in Fig. 4.18) starts with

reproducing the energy deposition profiles in each of AGILE layers. A GEANT4 software (20)

provides a reliable environment for building the simulated geometry of the instrument and gives

the possibility to generate its nominal response to the passage of particles and ions of any species.

With the use of the GEANT4 framework a selections of the ions investigated by AGILE is

produced over the nominal spans of energies (1 to 100 MeV/nuc). Particles entering the detector

acceptance loose an amount of energy proportional to their initial energy, their species, and to

the amount of material crossed (following the processes discussed in section 1.2.3). As discussed

in chapter 1 of this document, the importance of the material, shape and features of detectors

active area (sensor) uniquely define its response to the passage of incident radiation. This also

determines the design of performing read-out electronics has to be tailored around the choice of a

sensor technology.

AGILE opts for the use of silicon sensors. For space applications as well as in particle physics,

their use is backed by dated, successful inheritance and user experience. The choice of the sensor

dimensions and doping define the features of the free charges released when radiation is absorbed:

the silicon thickness (and intensity of the electric field applied) decides their drift time, the doping

layers affect the detector radiation resistance, gain, and charge mobility. Since the PSD method

(described in section 4.2.3) minimum requirement for proper identification is represented by a

particle stopping in one of the detection layers, the amount of material to stop the incoming par-
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Figure 4.19: Range in silicon (ρ = 2.33 g/cm3) as a function of energy per nucleon for a set of
sample particles and nuclei.

ticles has to be carefully simulated. The simulated results in Fig. 4.19, report the maximum range

for a particle with initial energy E crossing a silicon detector active area.

Once the energy losses of ions (and consequently, their range) are simulated, the next step con-

sists in reproducing the detector charge collection and current generation. For that, the Weightfield

software (206) inputs information on the energy deposit and outputs the shape and magnitude of

the currents generated by the silicon sensors. Contrarily to the cases discussed in chapter 2 and

chapter 3, AGILE uses traditional pin diodes, not provided of a gain layer (more information can

be found in section 1.2.4). Weightfield2 is a software created ad hoc for the studies of charge col-

lection in silicon and allows for testing different size, doping, and gain configurations.

The data generated have to be processed by a simulated version of the read-out. The full am-

plification chain was simulated using the LTspice (43) electronics design software. Files containing

the information of the detector currents are used to generate the pulses expected to be output by

the final read-out. Th reconstructed pulses contain the features that will be used for the imple-

mentation of the PSD.
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4.4 Design of the AGILE instrument

Guided by the results of the simulation framework of AGILE, the team proceeded in the design

and development of the individual detector component. The choice of the optimal sensors prop-

erties represents the first milestone for the drafting of an early read-out design. The structure of

the amplification chain has to be particularly versatile in order comply with the vast range of en-

ergy deposit expected. At the same time, its range of operation are constraint by the limits of the

digitizing devices in charge of the data sampling. The performance of the full acquisition chain

and the feature of the output signals determines the efficiency of the final particles ID capabilities.

In the next sections We discuss the steps for the design and development of the AGILE instru-

ment, starting from the selection of the preferred features of the silicon sensors.

4.4.1 AGILE detectors

The first crucial step for the development of the instrument is the selection of the detector features.

The compact design of AGILE favor the use of thin devices with no absorber volumes in the stack.

The use of sensors with reduce thickness also allows to exploit the capabilities of the fast read-out

designs already introduced in previous chapters (chapter 2 and chapter 3). Starting from the simu-

lated results on the studies of the energy loss in silicon (introduced in section 4.3.2), We proceeded

in evaluating the optimal configuration for AGILE. Figure 4.20 shows the simulation results of the

Weightfield software (206) used to predict the sensor response (introduced in section 4.3.2).

An example of the current output is obtained feeding the energy deposition profile of carbon

(E = 7.5 Mev/n) nuclei generated with GEANT4, simulating their charge deposition when stop-

ping in a 300 µm thick, p-type, silicon layer. Using a reverse bias of +110 V (depletion voltage

∼+60 V) the charges freed during the ionization process reach their saturation velocity drifting

toward the electrodes. The right panel of Fig. 4.20 shows that the hole current (in blue) composing

part of the total signal is longer than the electrons one, hence defining the total pulse length. For

this particular configuration the electron current lasts 8.8 ns while the holes take longer than 13 ns.

This difference is dictated by the the two components mobilities (µh,e), which have a ratio of 1/3

and can be found in Eq. 4.3:
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carbon, E = 7.5 Mev/nuc

Figure 4.20: Simulation of a carbon nucleus stopping in 300 µm of Si (depletion = +60 V; bias =
+110 V). Left panel: simulated detector configuration. Right panel: the red and blue lines repre-
sent, respectively, the electron and holes current. The bright green line is the combination of the
two currents, hence the total charge moved as a function of time.

µh

µe
≃ 450cm2/V s

1350cm2/V s
=

1
3

. (4.3)

The energy range of an identifiable ion is not continuous but instead limited by a minimum thresh-

old (the greater Z the higher this energy). If an ion (p-Fe) stopping in a Si layer has an energy

lower than this threshold it will stop in the first third portion of the medium. The hole component

will then be shorter than the electron one resulting in a total pulse length (charge collection time)

defined by the latter. This results in identical collection times (∼8.8 ns for the configuration in

Fig. 4.20) for any incident element. Figure 4.21 highlights the minimum pulse duration needed for

unique identification, generalizing this behaviour for any incident charged ion (p-Fe) with energy

within the acceptance range (bottom panel 4.21);

The use of other configurations of detection, illustrated in Fig. 4.22 were explored during the

studies prior to the prototype design. Although different doping typologies correspond to differ-

ent shapes in the output currents, our studies concluded that the response to incident radiation of

simulated p-type and n-type silicon sensors provided similar results in Pulse Shape Discrimina-
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Pulse length carbon ions

Figure 4.21: Top: histogram of simulated pulse duration for identified carbon nuclei. The hard
cut-offs part shows the lower boundary for discrimination (∼8.8 ns) while the overflow bin is
populated with entries of nuclei energetic enough to punch through the detection layer. In the
bottom plots, the total charge deposited in the silicon is reported as a function of the pulse length.
The cut-off effects are then generalized for a gamma of ions and energies.
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tion capabilities. More striking differences were observed during the analysis of different detector

orientations (207). Prior published results reported evident benefits in the injection of the particles

into the rear-side (p-side in Fig. 4.20) of a totally depleted sensor. This method exploits the effect

of the rising field profile increasing with the penetration depth (198) which in turn minimizes the

plasma-erosion4 at the Bragg peak. It results in shorter and monotonic current pulses. In this

scenario, the freed holes, moving slower than the electrons, have to cover a smaller distance to

reach the nearest electrode, introducing minimal modifications in the signal shape and reducing

the total collection time. This produces unique correlations between the deposited energies, and

the output signal shape.

4.4.2 Design of a double-gain read-out

The possible combinations of ions and associated energies to be uniquely identified by the AGILE

instrument represent one of the biggest challenges of the projects. In particular, the amplifica-

tion chain composing the read-out has to be designed to maintain its performance over the wide

spectrum of detectable ions. According to the simulation results, the range of expected ampli-

tudes produced by incoming particles in the Si detector spans almost four orders of magnitude:

from 10−6 A to 10−2 A. Another challenge comes from the stringent size and power consumption

constraints imposed by the CubeSat form factor and electric features (which description can be

found in section 4.3.1). To deal with these difficulties it was opted for the development of a dual-

gain amplification chain, based on low power consumption discrete SMD components. Using this

strategy, each detector layer read out by a two-channel board. For the rest of this chapter we refer

to these boards as ‘FEE card’ (Front-End Electronics card). The motivation that drives the design is

based on the need of processing every current pulse expected for different particles energy losses,

depicted in Fig. 4.23. It is outlined as follows:

• The free charges generated inside the sensor drifts towards the electrodes, inducing a current

pulse on the electrodes.

• The pulses are transferred to the pre-amplification stage using bonding wires.

4Plasma-erosion indicates the local degradation of materials due to frequent interaction with ionizing plasma.
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Figure 4.22: Additional possible combinations of detector type and orientation that were studied
before selecting a final configuration. Like in Fig. 4.20, the blue line represents the holes current,
the red one the electron current and the green one the total one output by the sensor.
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Figure 4.23: Simplified description of the read-out, highlighting the structure of the two amplifi-
cation lines. To evaluate its performance, the circuit was simulated using LTSpice (43) design and
simulation software.

• After being decoupled of its DC components, an Infineon BFP842ESD SiGe bipolar tran-

sistor (208) in an common emitter configuration takes care of the first amplification of the

signal.

• The signal follows now two different lines. The first line carries the pre-amplified pulse

directly to a 50 terminated coaxial output, namely ‘Low-gain Output’.

• The second line connects the circuit to two additional common emitter amplifiers (Infineon

BFP842ESD SiGe, and Infineon BFP620 silicon bipolar transistor (209) used as a last stage),

therefore increasing the signal final amplitude twice before being output by the ‘High-gain

Output’ coaxial connector.

The amplification circuit outputs a response that is tailored to the magnitude of the charge mov-

ing inside the silicon, adjusting the amplitude of the produced signal over a wide range of input

currents. This expedient allows the cards to always produce voltage outputs with amplitudes

in the correct operational range of the digitizing device. The response of the read-out was stud-

ied feeding the simulated current generated by the silicon sensors to the LTSpice (43) design and

simulation software. The ratio between the High-gain and Low-gain channels provides a better

understanding of the circuit’s transfer function. The studies were conducted using two different

input capacitance, 125 pF and 350 pF (top and bottom panel of Fig. 4.24) to simulate different de-

tector sizes.

As introduced in section 4.4.4, the PSEC4 (210) sampler chip saturates at 800 mV. At the same
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Figure 4.24: Ratios of the signal amplitude produced detecting α-particles as a function of the α

energy, and processed by the simulated amplification lines of the dual gain read-out. The curves
are used to characterize the response of the high and low-gain, and for later comparison it with
real data.

time, signals with amplitude lower than 1 mV cannot be discriminated from the background fluc-

tuations as this value represent the intrinsic noise of the device. The dual-gain design solves the

possible saturation issues due to high amount of energy released by stopping heavy particles by

processing the latter using a single stage amplification. Conversely, when a current pulse results

to be too small to be observed from the low-gain output, the system relies on the study of the

high-gain line, where the signal is amplified over three consecutive stages. The pulse shape dis-

crimination method implemented by AGILE requires some important signals feature for identify-
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ing incident particles. In particular, the read-out components have been chosen to not represent

the bottleneck of the system bandwidth and to react to rapid changes in the input current trend:

a sharp rise-time (∼10 ns) allows for a precise reconstruction of the time coordinate, reducing the

effect of the jitter and ensuring a reliable identification of the signals.

4.4.3 Power supply board

To power the detectors, the AGILE instrument includes a dedicated PCB hosting two CAEN

A7508 (205) power supply CAEN A7508, 1 Ch361 800 V/50 µA High Efficiency HV Power Sup-

ply Module. Only one of the two will be used during the flight operations, while the redundant

one is supposed to take over in case of critical failure of the main component. To monitor and

set the detectors bias voltages, two sets of Digital-to-Analog (DAC) and Analog-to-Digital (ADC)

converters carries information in and out of the CAEN A7508. The ADC and DAC modules are

controlled by a Teensy micro-controller, described in section 4.4.4. The power supplies perform

a DC-DC conversion, in-taking 5V and providing around 100 V to the sensors. In addition, the

AGILE instrument exploits the position of the power supply board (depicted in Fig. 4.25) within

the stack, to host a a set of two absorbing foils to eliminate the contamination of low-energetic

particles (less than 1 MeV) entering the detecting acceptance.

4.4.4 AGILE controller board

The device selected for digitizing and recording the data in the AGILE prototype is a PSEC4

Application-specific integrated circuit (ASIC). At the core of this 6-channel sampler chip a switch-

capacitor array (SCA) paired to a threshold-level trigger discriminator samples inputs signals with

a depth of 256 sample points. Although the PSEC4 chip has a nominal DC dynamic range of 12

bits, the device intrinsic noise level reduces it to an effective 10.5 bits. The adjustable sampling

rate of the PSEC4 (5-15) GS/s is one of the most appealing characteristics of the chip as it allows

AGILE to fully reconstruct the rising edge (∼10 ns) of the AC-coupled Si detector pulses. In the

first instrument prototype, the sampling rate will be limited to around 7 GS/s. The ASIC sampling

rate is imposed by the clock reference fed to the 256-stage voltage-controlled delay line (VCDL).

The PSEC4 is also provided with a ramp-compare Analog to Digital Converter (ADC) ran using a
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Figure 4.25: Power supply board for AGILE detectors bias voltage distribution. The board hosts
one main and one redundant CAEN A7508 units. The input 5 V are converted to around 100 V
output to the silicon sensors hosted in the three detection layers.

global analog ramp generator (Wilkinson ADC), ultimately distributing a 1 GHz clock that to each

cell of the array. Figure 4.26 provides a simplified sketch of the PSEC4 chip internal architecture.

In standard applications the PSEC4 chip is operated by field-programmable gate arrays (FP-

GAs) providing timing control, clock generation, readout addressing, data management, and gen-

eral configurations. The AGILE team decided to instead to use a commercial Teensy 4.1 micro-

controller (211), drastically reducing the firmware development time. This controller operates in

combination with a LCMXO2-2000ZE-1TG144I FPGA (212) for time sensitive tests to provide the

trigger, for the data acquisition and to communicate with the spacecraft via SPI interface. The

control and monitoring of the detectors power supplies is also controlled by the Teensy board

which uses I2C interface for setting the bias voltages, monitor the output voltage and current lev-

els, and switching between main and redundant units. The control board’s connections routing is

sketched in Fig. 4.27. The backplane board interfaces the three FEE cards with the power card and

the controller board, and ultimately to the rest of the instrument via a flex or flying lead harness.

All the devices hosted on the control boards are selected to respect the power budget of the
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Figure 4.26: Simplified sketch of the PSEC4 internal architecture.

GenSat-1: the PSEC4 chip power requirements at maximum expected trigger rate is of ∼100 mW,

the Teensy controller requires 500 mW. The total power consumption of the sampler and controller

board is 600 mW.

4.4.5 Simulated particle ID capabilities

When employing particle ID techniques using PSD methodologies, the accuracy of the reconstruc-

tion algorithms depends on the choice of unique identifying features for every combination of

detected particle, and energy. The shape of collected waveforms contains useful information. For

this project, the observed correlation between the decay time and the max amplitude is connected

to the ions Z and M values. In particular, when studying the time profile of individual pulses,

the rise-time, integration, and decay-time are directly related to the total duration of the charge

collection inside the sensor. This information can be used to estimate the depth of the traversed

particles before stopping (range) inside the silicon. When fixing the particle’s energy, this range

differs for particles with different charge and mass, therefore providing a unique signature. These

quantities are constrained by the drift time of the free charges inside the medium (as well as the

read-out electronics transfer function of the read-out electronics) and represent a reliable discrim-

ination tool only for a subset of possible energies.
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Figure 4.27: Sketch of the connections, input, and output signals between the components of AG-
ILE’s control board. After the data digitization, the PSEC returns the digitized sample to the
central FPGA. The FPGA is responsible for distributing the global trigger to the digital compo-
nents on the board as well as setting the trigger modes in the Teensy micro-controller. The Teensy
communicates with the power supply board through I2C interface, and with the spacecraft main
processor using SPI protocol.

This partial information can be complemented by the reconstruction of the pulse amplitude,

which quantifies the total energy deposited inside the stopping layer. When correlating the pulse

amplitude distribution with the time features of the signal, we obtain curves that uniquely identify

the incident particles types pinpointing their Z, and M, as well as their initial energy. Figure 4.28

presents the simulation results of the AGILE identification capabilities. The density histogram

depicts the maximum amplitude migration as a function of the 90% of the signals decay-time for a

multitude of ions (H-Fe) and energies (1-100 MeV/nuc). The use of this particular time signature

derives from the read-out circuit technical specification and is the results of optimization proce-

dures performed within the simulation framework.

In the representation of Fig. 4.28 the curves are inclusive of the sole statistical fluctuations of

the energy deposition. However, the identification efficiency depends on a number of parameters
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Figure 4.28: The maximum amplitude of the signal generated by ions (H-Fe) stopping in a detector
layer are reported as a function of the their decay time at 90% of the peak amplitude value.

and varies according to the particles types, and initial conditions. When including the contribu-

tion of the additional sources, the identification bands become larger and, in some cases partially

overlap resulting in a drop of identification effectiveness. The noise introduced by the response of

the electronic chain modifies the spectrum of the generated signals, while the jitter smears out the

resolution of the time measurements. The dynamic range of operation of the read-out electronics

is also affected by thermal fluctuations, that can result in subtle drifts of the transistors gain. The

comprehensive study of AGILE PSD simulated capabilities, published in (45), lists the contribu-

tion of individual uncertainties.

The full simulation results find the main source of uncertainty when considering the detector

full field-of-view, and the resulting spread in the direction of incoming particles. When summing

all these contributions AGILE demonstrate to fulfill its nominal requirements, providing 100% ef-

ficient particle discrimination with an energy resolution of less than 5%. (45) reports in detail the

performed studies.
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MSD040 MSD020
Active Area (diameter) 40.00 mm 20.00 mm
Typical Full Depletion (FD) <60 V <60 V
Typical Total Leakage current at FD <5 nA <10 nA
Total Leakage current (at FD +10V) <10 nA <25 nA
Vb @ 10uA >100 V >300 V
Typical Vf@ 10mAV <0.80 V <0.65 V
Capacitance (FD) 40 pF/cm2 40 pF/cm2

Table 4.2: Technical details of the two Si detectors tested in the choice of AGILE performing sen-
sors.

4.5 Characterization of AGILE read-out

Before the assembly and tests of the telescope electronics chain, and in preparation for a test beam

campaign, the performance of the AGILE components were individually evaluated at the Uni-

versity of Kansas laboratory facilities. We will now describe the tests of the individual detector

elements, starting from the sensor characterization and selection. While retracing the optimization

procedures needed to improve the performance of the FEE cards, this section also provides the re-

sults obtained in the preliminary analysis of the detector response to a ∼5.5 MeV alpha radiation

source (241Am)

4.5.1 Selecting the sensor solution

Two models of silicon detectors produced by Micron Semiconductor Ltd (213) were tested during

the prototyping phase of the AGILE apparatus. The vendor was selected thanks to the space

inheritance of their productions. Silicon sensors produced by Micron have in fact already been

employed in the development of NASA-founded space experiments. This ensures mechanical and

electrical stability of the detectors during their launch and data acquisition. Table 4.2 summarizes

their technical attributes.

• MSD040 - p type

Two MSD040 - p type, 40 mm diameter circular Si sensors were tested to verify their perfor-

mance. The components were mounted using epoxy bi-component glue (EPO-TEK EJ2189-

LV) (214) to the phase-1 FEE cards described in the next section 4.5.2. Initially the sensors

were wire bonded with ∼1 cm long aluminum wires to the bias circuit of the FEE cards and
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Figure 4.29: Left: picture of the two detectors under analysis, glued and connected to the prototype
FEE cards. Right: detail of the wires used to provide a ground reference to the sensor.

powered up using a Keithley 2410 SourceMeter (83). The cards are shown in Fig. 4.29 Using

an automatic analysis implemented in Python3 (97) a scan was performed over a range of

applied voltages. During the scan, the absorption was measured in real-time with a preci-

sion of nA. Figure 4.30 shows early results that point out a behaviour dissimilar from the one

predicted by the detectors nominal features. Although the I-V curve of the sensor glued on

card#4 (bottom panel of Fig. 4.30) seems to show values consistent with the vendor provided

specifications, the current recorded for V < Vdepletion resulted higher than the nominal one (>

1µA at ∼20 V). In contrast, card#3 (top panel) presented clear discrepancies in its current ab-

sorption as the I-V curve reaches the compliance level of the Keithley power supply (105µA

) before -100 V.

In order to rule out effects of stray superficial currents5 coming from the interface between

the sensors, the epoxy glue, and the bias pad, the two detectors were subjected to a series of

cleaning procedures. In order to rule out instabilities of the bias circuit, the bonding wires

were initially removed to then undergo an ultrasound cleaning process; the two sensors

were treated with different solutions: solely isopropyl alcohol was used for cleaning card#4

while card#3 was submerged in AIMTERGE 520A (215) solder cleaner. To reduce the risk of

short circuits or discharges, the latter needed additional cleaning (acetone) after a closer ob-

5When subjected to a difference of potential, the conducting components (glue and bias pad) can create fringes of
the electric field producing local discharges.
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Figure 4.30: Early results of the I-V curve obtained for the two p-type detectors under analysis. Top
panel, results obtained with card#3 that presents issues in the current behaviour as it drastically
increase, dramatically breaking away from the sensor’s nominal features. Card#4 shows a good
behaviour for higher bias voltage Vb > Vdepletion but the absorption results to be high (larger than
1 µA ) for lower bias.

servation of the Silicon edges revealed traces of conductive epoxy glue. The I-V curve shown

in Fig. 4.31 was collected following the aforementioned procedures and demonstrates the re-

covered nominal features of the sensor. Following the cleaning process, the current absorbed
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I-V curve card#3 post cleaning process

Figure 4.31: I-V curve obtained using the detector bonded on card#3 after the cleaning procedures.
The current was recorded using the power supply reading mode (less than 1 nA precision).

by the detector connected on card#4 still presented some instabilities. The sensor was then

unglued from the read-out card and the silicon was cleaned using a bath of Toluene6. As a

result of this cleaning measure the surface of the sensor developed oxidized spots, depicted

in Fig. 4.32. Determined to eliminate any eventual effect introduced by the glue, the Si detec-

tor was mounted on a different setup where the bias and grounding contact were externally

supported (see Fig. 4.33). The readings were still provided by a Keithley source meter. Al-

though the results of Fig. 4.34 indicate the correct functionality of the detector, card#3 was

selected for the following steps of data collection.

• MSD020 - n type

The MSD020 sensor differs in comparison to the previous sensors, since it possesses negative

doping type and a smaller active area. Changes in the size of the detector result in important

modifications of the instrument structure as the geometrical acceptance of the telescope is

decided by the minimum solid angle for complete particle reconstruction. A smaller active

area results in a smaller solid angle and, consequently, a lower maximum event rate. Gluing

6Toluene is a substituted aromatic hydrocarbon. It is sold as a colorless and water-insoluble liquid and is often used
in solvents and paint thinners. It was selected for it’s ability to act as a solvent with epoxy glues.
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Figure 4.32: The panels on the left (top and bottom) show the two steps procedure of the detector
cleaning using Toluene. The panels on the right give an up close view of the oxidized electrodes
created from the Toluene bath.

and wire bonding the silicon sensors for space-grade detectors is a complicated procedures

requiring dedicated machinery and careful operation. Micron Semiconductor Ltd (213) pro-

vides the option of purchasing MSD020 sensors encased in packages with pre-made external

HV, guard ring and signal connections, which ease the testing procedures and the detector

assembly. The detector is described in Fig. 4.35. A first analysis of the current was per-

formed. The results are described by the plots in Fig. 4.36 and they assessed the MSD020

n-type Si sensor to operate according to nominal technical specifications. Without any ad-

ditional optimization required, the detector was then bonded to one of the FEE cards.

n-type bulk Si detectors (with particles entering from the bias side of the sensor) are historically
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Figure 4.33: left: picture of the silicon detector unglued form card#4; the remnants of the epoxy can
be spotted on the metalized surface. Right: the chuck of the probe station (described in a previous
chapter 2) provides the bias voltage on the conductive back panel of the sensor. The current is
read with the use of tungsten/gold probe.

I-V curve card#4 post cleaning process

Figure 4.34: After the cleaning process of card#4, the current shows nominal trend as a function of
the bias voltage applied.
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Figure 4.35: 3D render (left) and picture (right) of the MSD020 Si sensor produced by Micron
Semiconductor Ltd, encased in the package and provided with external connections: the active
front junction (black), the rear ohmic (red), and the guard ring (white).

I-V curve MSD020

Figure 4.36: The I-V curve of the MSD020 20mm p-type Si sensor validate its correct operation.

the most commonly used for PSD, Config1:pback (as displayed in Fig. 4.20) was the configuration

We selected. This configuration uses p-type sensors assembled to receive incident particles from

the far side, with respect to the p-n junction. Comparing the simulations, the p-type doping makes

for a safer option as the signals qualities remain similar for either particle direction of incidence

(pback, pfront of Fig.. 4.20 and Fig. 4.22).
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Figure 4.37: 3D render of the v1 FEE-card desinged to test the detectors. The render includes a de-
piction of the MSD020 provided of front/back planes and guard ring connections and positioned
on top of the gold pad.

4.5.2 FEE card preliminary design

A first FEE-card prototype was initially test to validate the functionality of the double-gain read-

out design (detailed in section 4.4.2) The PCB included an HV pad used to provide the bias voltage

to the silicon sensors, as well as the whole amplification chain preceding the sampling devices. A

picture of the card and a 3D render of the circuit can be found in Fig. 4.37.

The section of the schematic dedicated to the sensor’s polarization is designed to provide

stable bias up to few hundred Volts. For polarizing the SiGe BJT transistors and achieving the

components correct working point in the various stages of amplification, the circuit uses a 3.3 V

line. A voltage regulator working in range up to ∼9 V allows to ramp down the voltage to provide

the desired values. The FEE-cards developed for the first prototyping phase hosted the MSD020 -

n type sensors described in section 4.5.1. Since the circular Si detectors are encased in the plastic

package provided by Micron Semiconductor Ltd. (see Fig. 4.35), the sensors can’t be glued directly

to the golden HV pad. Their backplane is instead connected to the bias circuit using the test wires;

their guard-ring and front plane wires are connected, respectively, to the ground line and input of

the pre-Amplifier stadium, therefore generating the drifting field inside the Si bulk.
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Figure 4.38: Fully assembled AGILE version 2 FEE card, comprised of the dual-gain electronic
read-out and silicon sensor.In this prototype the size and shape of the FEE cards are adapted for
fitting inside the form factor of the CubeSat. Since the final instrument design expects the presence
of a redundant digitizer, in this version each one of the amplification line, high and low-gain, are
split in two 50 Ω terminated outputs.

4.5.3 FEE cards: towards a final design

In the production of a new prototypes, the schematic and population of the card were designed

to reproduce the final requirements for the AGILE instrument. In particular, the shape and size of

the PCB are optimized to fit inside the harness of the CubeSat mock-up (described in section 4.5.4)

and facilitate the connection of the detector components. The new FEE cards host a second version

of the amplification chain described in section 4.4.2, which differs from the first produced circuit

(described in section 4.5.2) only by the choice of the transistor on the last amplification stages. In

this updated version, depicted in Fig. 4.38, the sensor occupies the center of the FEE card and the

wires connecting the MSD020 4.5.1 are kept close (less than 1 cm) from the grounding and signal

bonding pads.

Aside from the board population and slightly optimization of the power distribution, the FEE

cards are designed to have similar performance to the previously produced in terms of amplifi-

cation and noise levels. The standard of the high-bandwidth coaxial output connectors was also
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modified (from SMA to MMCX) to comply with the stringent space requirement of the detector

stack.

4.5.4 Characterization tests

In order to reproduce the environment of the GenSat-1, the characterization tests were performed

enclosing the FEE cards in an aluminum mock-up of the CubeSat payload. A MSD020 4.5.1 silicon

sensor was connected to one of the FEE cads and reverse-biased using a Keithley 2410 SourceMe-

ter (83). The amplification stages were powered through the installed voltage regulator which

converted the 5 V DC coming from a battery pack or, alternatively, a standard USB connector. The

full bandwidth capabilities (4 GHz) Teledyne-LeCroy WaveRunner 640Zi oscilloscope (86) was

used to sample the output waveforms with a 13 GSa/s sampling rate over a 300 ns acquisition

window.

A 241Am 7 and a 90Sr 8 radiation sources provided the particles to conduct the tests at the KU

laboratory. During the tests the detector was operated using a reverse-bias voltage of 60 V, which

ensured its full depletion (depletion voltage around 36 V). The threshold level of the digitizer trig-

ger was set to 2 mV. A dedicated algorithm developed with Python3 (97) controls the interface

with the oscilloscope. It starts the data acquisition using the segmented mode of the digitizer

(oscilloscopes segmented modes are described in section 2.3.1). The number of segmented acqui-

sition can be also controlled.

The algorithm stores data in .h5 files, containing a number of features to perform off-line

reconstruction of the waveforms. In particular, the algorithm is capable of recording the oscil-

loscope horizontal offset, horizontal scale, sample number, trigger offset, time of

trigger, vertical offset, and vertical scale. These information are processed by the anal-

ysis framework. The data is first filtered using a low-pass filter with a cut-off frequency set to

400 MHz. The waveforms are smoothed out of further distortions using a moving average (de-

scribed in section 1.1.4). The amplitude distribution for the two independent channels, low gain

and high gain. The decay time is then measured, using the 90% of the maximum peak amplitude.

The analysis framework is design to process the current pulses generated with the LTspice elec-

7α-particles with energies 5.486 MeV (85%), 5.443 MeV (13%), and 5.388 MeV (2%).
8β radioactive source producing electrons in a continuous spectrum up to 2.3 MeV.

187



FEE CARD

KEITHLEY 2410 SourceMeter
(Bias  Voltage)

Source

OSCILLOSCOPE

LG HG

.h5 files
'horiz_offset‘, ‘horiz_scale', 'samples',

'trig_offset', 'trig_time', 
'vert_offset','vert_scale'

Analysis framework

-> Data filtering 

-> Data smoothing 

-> Amplitude distribution

-> Decay time distribution

-> Comparison with simulation

Simulated 
pulses

5V

Figure 4.39: Diagram of the full acquisition test used during AGILE FEE card characterization.

tronics simulation software. This expedient enables the direct comparison of the results with the

modeled predictions. Figure 4.39 reports a simplified scheme of AGILE characterization setup at

the KU laboratories. A first comparison between the simulated and the reconstructed results can

be observed in Fig. 4.40 top and bottom panel, which shows overlapped pulses respectively for

the Low-gain and High-gain channels.

From these plots, one can observe the low-gain response rising to an average maximum am-

plitude of around 6 mV with a typical rise times of around 19 ns; at the same time interval the am-

plitude of the high-gain channel reaches about 470 mV. Both high and low-gain are characterized

by long distributions tails due to a slower decay time of around 100 ns. The SNR was calculated

to be of ∼25 for the low-gain and ∼45 for the high-gain. Their amplitude and 90% decay time

distribution (chosen as a key feature for the PSD implementation, discussed in section 4.4.5) are

better observed in the individual histograms in Fig. 4.41 and Fig. 4.42.
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Figure 4.40: 241Am results: Density histograms of the digitized signals sampled by the oscillo-
scope and reconstructed by the analysis software. The resulting spectrum output by the low-gain
(bottom panel), and high-gain (top panel) are overlapped with the simulation results (solid red
line). It has to be noted that, for accurate comparison, the high-gain simulation required a scaling
factor of 2.2. Plots are extracted from the proceeding submitted to IEEE Transactions on Nuclear
Science.

Figure 4.41: 241Am results: Amplitude distribution obtained with both channels of the AGILE FEE
card (44).

Fig. 4.43 shows the two variables and their correlations using 2D histograms. As expected,

the data collected with the use of a mono energetic α-source distributes in clusters, and can be

compared with individual data points in amplitude vs 90% decay time plots obtained from the

simulation results (described in section 4.28). The promising agreement found between the col-

lected data and simulated data work as a proof of concept for the PSD strategies implemented by
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Figure 4.42: 241Am results: 90% decay time distribution obtained with both channels of the AGILE
FEE card (44). This value was selected during the comprehensive simulation studies described
in (45).

Figure 4.43: 241Am results: Maximum amplitude distribution as a function of the 90% decay time
for the low-gain (top panel), and high-gain (bottom panel). The value of the means, their uncer-
tainty, and correlations are expressed on top of the canvases (44).

the AGILE instrument, displaying amplitude resolution of around 5.1% for low-gain, and 3.5%

for high-gain measurements with the radiation source utilized. The simulation performed shows

a linear correlation between the pulses amplitude the deposited energy. However, energy calibra-

tions will be needed to directly verify the energy resolution of the instrument.

Although the detection of electrons does not represent the first priority for the AGILE pro-
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Figure 4.44: Pulse height distribution of the 90Sr source. The typical long tails are characteristics
of the Landau energy deposition fluctuations of electrons crossing silicon.

totype, the same studies can be repeated with the use of the 90Sr source and provide additional

validity to the method. The histogram of the recorded amplitudes (in Fig. 4.44) are distributed

as a Landau (and its convolution with a Gaussian due to the detector resolution effects), which

characterize the signature of the electrons energy deposition in silicon.

4.6 Chapter summary

This chapter follows the R&D behind the first prototype of the AGILE detector. The device is a

result of the combined effort at KU and NASA Goddard Space Center, representing the first at-

tempt at real-time particle identification in space using a compact stack of silicon sensors. AGILE

inherits some of its characteristics from previous timing detectors developed at KU, borrowing

similar layout of its read-out electronic chains, as well as digitization and sampling techniques.

The instrument, fully designed to be contained inside 1U of a CubeSat, will implement novel

pulse discrimination methods for the on-board discrimination of particles in a vast range of en-

ergy. These techniques have been thoroughly simulated and compared with pre-existent methods

for evaluating the identification performance with elements ranging from H to Fe. The simulation

framework also includes the read-out electronic response, mimicking the FEE cards performance

variation due to the extreme operation conditions in space. While accounting for the electronic
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noise, as well as the intrinsic fluctuation of energy deposition and carrier numbers, the simulated

results identify the main source of uncertainty in the angle of particles incidence, when consider-

ing the full detection field-of-view (28◦ of half-angle); the simulated particle identification capabil-

ities of AGILE’s PSD will enable the identification of ions with an amplitude resolution less than

5% and particle ID discrimination efficiency up to 100%.

Part of the research work presented in this thesis includes the development of the detector

apparatus of the first AGILE prototype. The quality of the sensors was initially tested, prior to the

selection of the ones to be installed inside of the instrument. The detectors were populated and

assembled at KU and their performance measured using a dedicated acquisition framework. The

data were then reconstructed using a customized data analysis algorithm. The characterization

of the FEE cards produced promising results when exposing the assembled detectors to radiation

sources. The data collected reproduce the expected behaviour of the simulated instrument.

At present, the remaining hardware performance evaluation tests are being carried out at the

laboratories at KU. At the same time, AGILE team is collaborating with GENESIS for finalizing the

mechanical design and verifying the communications with the GenSat-1. The full detector stack

is expected to be installed at a test beam facility for measuring its performance in the detection of

different type of ions, prior to its launch.
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Summary and Prospects

During this thesis We presented three different projects that utilize timing detection techniques.

While embracing different fields of physics, the research work performed found a common thread

in the design, development, and characterization of fast silicon detectors. This thesis aims to high-

light the versatility of these devices, beginning with an explanation of their use in High Eneregy

Physics (HEP) experiments, followed by examples of their implementation in other research fields.

Due to their excellent performance, state-of-the-art timing detectors have been employed for de-

veloping synergies between particle physics and commercial applications.

We first presented the results obtained from the studies on precise timing detectors, designed

to be installed inside the Compact Muon Solenoid (CMS). In preparation for the future Luminos-

ity upgrades of the Large Hadron Collider (LHC), CMS is planning the installation of a new MIP

Timing Layer (MTD) (18) to preserve its outstanding reconstruction efficiency. The new timing

layer will populate the barrel, and end-cap regions of the experiments, covering a pseudorapidity

of |η | < 1.45 and, 1.6 < |η | < 3 respectively. Low Gain Avalanche Diodes (LGADs) were elected

to be installed in the End-cap Timing Layer (ETL). The detectors are required to reconstruct the

time of arrival of the collisions decay products with a precision better than 50-60 ps. Due to the

extremely harsh radiation environment predicted for this new LHC era, the detectors must ensure

stable performance, and ∼100% efficiency, up to absorbed doses of 3×1015 neq/cm2 (correspond-

ing to an integrated luminosity of 1.5×3000 fb−1).

From 2016, the Collaboration embarked on R&D campaigns for the performance evaluation of

the LGADs prior to the final production for the ETL installation. The characterization tests were

conducted at the FERMILAB Test Beam Facilities (FTBF), which provided energetic proton beams

(120 GeV) with moderate frequencies (53 MHz). The LGADs were produced by three major ven-

dors, Fondazione Bruno Kessler (FBK) (89; 90), Hamamatsu Photonics (HPK) (91), and Centro Na-

cional de Microelectronica (CNM) (8; 49), all of whom provided samples of different sensors sizes,

doping configurations, and overall responses. The data collection required for an installation of
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a fast sampling system at the FTBF testing site (93). A custom-made algorithm was designed the

integration of the timing measurements with the Data Acquisition System (DAQ), and enabled the

combined data acquisition of tracking and timing experimental apparatus. This process included

the development of an independent data analysis framework, used to assess the performance of

the Devices Under Test (DUTs). From the timing analysis, We observe excellent performance of

the tested LGADs. The precision of time of arrival reconstruction met the standard imposed by

the ETL nominal requirements for every value of radiation exposure investigated. The timing

precision of the detectors spanned from about 30 ps in non-irradiated sensors, to about 50 ps for

detectors exposed to the maximum predicted dose (1.5×1015 neq).

The time precision of these detectors is affected by the decreasing of their Signal-to-Noise Ratio

(SNR) due to accumulated radiation damages. For this reason, the analysis measures the stability

of the detectors gain as a function of the absorbed dose. By construction, for preserving the nomi-

nal time precision, the total charge integrated per particle should never be lower than 5 fC. For the

ETL sensors, this corresponds to gains exceeding 10. The results show that the charge collection

efficiency of irradiated LGADs can be recovered to meet the nominal standard, by increasing the

applied bias voltage. The produced data also highlights differences in the response to accumu-

lated radiation for detectors with modified doping configurations. The insertion of carbons in the

substrate of FBK sensors seems to work in favor of a better radiation hardness.

The presence of a tracking apparatus at the FTBF site also enabled the study of the spacial

features of the detectors. From the spatial distributions of the hits occupancy, one can evince the

uniformity and spatial efficiency of the DUTs. Studies of the signal amplitude show little spatial

dependency in the integration of the charge over the full active area (about 2% spread in the pulse

amplitude). Similarly, the efficiency studies produced satisfactory results for the batches of sen-

sors tested. The hit distribution in pixelated arrays served for investigating the efficiency of the

no-gain regions in between adjacent LGADs, and computing the average fill factor of the arrays.

The CMS experiment will benefit from the installation of the MTD in the mitigation of the

pile-up events during the High-Luminosity LHC (HL-LHC) operation. The four-dimensional

reconstruction coming from the particle tracks and timing information will reduce the number

of misidentified vertices, enabling the observation of rare events with increased statistical valid-

ity (18). The detectors module of the ETL will take charge of the reconstruction of forward decays.
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In addition to the characterization of the LGADs, the KU team is presently collaborating in the

quality control of the sensors and read-out modules, using a customized setup assembled at the

University laboratories.

LGADs provided of new doping structures are being characterized for evaluating the radiation

resistance of new prototypes. The vendors are also investigating the possibility to reduce the inef-

fective areas between adjacent pixels, while preserving the electrical stability of the arrays. At the

same time the CMS Collaboration is progressing towards the development of the ETL read-out

and the characterization of the completed detection modules to meet the milestones of the MTD

installation schedule. The results presented during this chapter of the thesis were utilized for the

drafting of Technical Design Proposal (TDR) of the MTD (18).

Studies on LGADs performance were further expanded in the second project reported in this

thesis, by testing their performance for monitoring a medical linear accelerator used for radiother-

apy. In this context, a fast silicon detector was used for the reconstruction of individual particle

occurrences. Typical clinical machines output spills of radiation (electrons or X-rays) lasting few

microsecond within intervals of milliseconds. The dosimetric devices used for measuring the out-

put fluences, often integrate the collected charge over few of the machine cycle. This makes them

intrinsically blind to the structure of the beams. The results presented are the product of a Collab-

oration with the University College of Dublin (UCD) and the St.Luke’s hospital of Dublin, Ireland.

An LGAD connected to a fast read-out board developed at KU was used to monitor the electrons

output of a medical LINear ACcelerator (LINAC) (161) at high deliver fluence. We assembled a

setup for the data collection that included a dedicated acquisition system for controlling the op-

eration of a performing digitizer. The features of the detectors allowed the reconstruction of the

temporal structure of the machine spills (3.2 µs long) by resolving individual particles. That was

achieved thanks to the fast integration time of the detector, equaling a dead-time between consec-

utive measurements of about 10 ns.

The analysis conducted demonstrates the capabilities of the LGAD in charge integration, com-

paring the results with the one obtained using a traditional ion chamber. The comparison between

the two data sets display a linear correlation. It has to be noted that, while the ion chamber em-

ploys multiple machine cycles to collect these results, the fast silicon detector outputs comparable

results but with a resolution of 3 µs, and much higher granularity.

195



The single-particle resolution enabled the possibility to directly measure the delivered fluence

by counting individual recorded events. The algorithm developed for the particle counting dis-

plays a linear behaviour up to values greater than ∼100 MHz, at which the identification efficiency

starts decreasing. The algorithm fails in discriminating single events, in correspondence of con-

secutive particles pass through the detector within 6.5 µs.

The features of the doses delivered were studied with a time precision of about 50 ps. That

allowed the first ever experimental observation of a medical LINAC beam substructure. By con-

struction, this is characterized by pulses lasting 30 ps and separated by 350 ps, corresponding to a

pulse frequency of about 2.8 GHz. The results of the analysis are in agreement with the nominal

features of the machine: the oscillation of the periodical structure of the LINAC were measured to

be 346± 3 ps.

The measurements reported were published published by Physics in Medicine & Biology (48)

and provide a proof of concept for the design of medical detectors based on fast silicon sensors

of new generation. LGADs could provide a promising alternative for precise evaluations of the

dose in clinical environments. The design of dedicated read-out electronics could allow for dras-

tically reducing the length of the produced signals: pulses ten times shorter would improve by

an order of magnitude the detector single-particle resolution capabilities. Moreover, the excellent

granularity of these devices is appealing for accurate spatial reconstruction of the beam profile.

In order to cover larger areas, that requires a substantial increase in the amount of channels to be

read out and digitized. Medical prototypes necessitates for the development of optimized sensors

geometry, and dedicated front-end Application-Specific Integrated Circuits (ASICs). Fast detec-

tors attracted the interest of the medical community for applications where rapid responses are

required. In particular, the advent of LINAC capable of delivering increased fluences (FLASH

radiotherapy (138)) in few ns will require the development of even more performing detectors.

The commissioning of these machines for clinical treatments will rely on accurate investigation of

their delivered dose profile over time.

In the last project reported in this thesis We presented the use of fast timing techniques for their

implementation in particle Identification (particle ID). The AGILE instrument is the result of the

combined effort of KU and NASA Goddard Space center and aims to achieve real-time identifica-

tion of a vast variety of ions (from H to Fe) and energies (1-100 MeV/nuc). For that, the compact
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and low power consumption experiment will use Pulse Shape Discrimination (PSD) (197) enabled

by fast sampling techniques. In it’s first prototyping phase, the instrument will be hosted inside

1 unit of the GENSAT-1 CubeSat (42), scheduled for flight during 2022. A stack of 3 silicon detec-

tors connected to custom-made read-out electronics, and fast sampling devices is currently under

development at KU.

The feasibility of the project was first evaluated using a comprehensive simulation framework

developed by the team. The optimization of the detector geometry and acceptance, the required

sensor features, as well as the amount of absorbing material to be employed were performed us-

ing the GEANT4 (20) software. GEANT4 was used in combination with Weightfield2 (206) for

generating the expected currents produced by the silicon sensors. The results pointed to the best

doping and detector size configuration for AGILE goals: the team selected 300 µm thick p-type

silicon sensors for achieving the best PSD performance. To complete the simulation chain, the ef-

fects of the read-out on the output pulses have to be taken into account. For accounting for the vast

ranges of predicted currents to be processed (from 10−6 A to 10−2 A), and for complying with the

range of operation of the digitizing device downstream, the team opted for the design of a dou-

ble gain read-out circuit. This provides a dual response with low amplification in cases of large

energy deposits in the sensors, and vice versa. Finally, the full simulation was used to investigate

the optimal identification features for PSD. using the correlation between the 95% of signal decay

time and it’s amplitude, AGILE will be able to discriminate ions with an amplitude resolution less

than 5% and particle ID discrimination efficiency up to 100% (over an half-angle field-of-view of

28◦ of half-angle). The simulation results led to the drafting of the publication ‘A novel technique

for real-time ion identification and energy measurement for in situ space instrumentation’ (45)

The simulation results allowed to move forward with the characterization of the sensors. We

evaluated the response of silicon detectors produced by Micron Semiconductor Ltd (213) and se-

lected the ones to be mounted on early prototypes of the Front-End Electronics (FEE cards) cards.

This step served as a first characterization of the electronics and in order to assess the best perform-

ing detector size. The investigation led to the production of the final FEE prototypes, designed to

host silicon sensors with diameters of 20 mm.

The characterization tests of the new FEE cards were conducted at the KU laboratories. Us-

ing designed DAQ and analysis framework, the response of the assembled detectors were moni-
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tored using radiation sources. The key identification features extracted with the analysis confirm-

ing good agreement with the predicted results. These results have been submitted and recently

published by IEEE, in the scientific paper ‘AGILE Instrument: Advanced Energetic Ion Electron Tele-

scope’ (44).

Presently, the AGILE team is in charge of finalizing the acquisition firmware implemented in

the PSEC4 (210) digitizing chip, as well as the data handling using commercial micro-controllers.

The GENESIS team is characterizing the handshake between the instrument and the main pro-

cessor unit. Prior to its launch, the assembled instrument is scheduled to be tested inside the

Brookhaven National Laboratory (BNL) testing facilities. The energy calibration will be performed

using beams containing most of the ion species predicted for standard operations of the detector

in space. This procedures will be needed to correlate the pulse amplitude to the energy deposits

and quantify the instrument’s energy resolution.
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