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Abstract  

Function of protein therapeutics is governed by its high order structure (HOS). Changes in HOS can 

provoke changes in protein structure, stability, safety, and protein activity among others. Thus, 

monitoring HOS of protein therapeutics and identification of conformational changes is essential for 

development, production, and usage of protein therapeutics. Hydrogen exchange-mass spectrometry 

(HX-MS) is a well-established technique to probe HOS of proteins and is considered an intermediate 

resolution technique capable to point structural changes at a peptide level. Here we described 

experiments to: (1) probe conformational changes in a scFv used as a protein switch, (2) recognize 

allosteric effects in an IgG1 during interaction with a commercially available protein A ligand and (3) 

identify structural changes in the NIST mAb after a change in the pH formulation buffer. 

We used HX-MS experiments to identify conformational changes in a single chain variable fragment 

used as a protein switch. Previous results showed that introducing a cavity forming mutation into the 

scFv (W-to-G) decreased the protein activity. Later, by the addition of indole to the solution the protein 

activity is partially restored. Our results support the model of chemical rescue of the structure, whereby 

introducing a cavity forming mutation, the activity of the protein gets reduced due to critical 

conformation changes and later by the addition of a small molecule, the structure and activity of the 

protein is restored. Statistical analysis of HDX data showed that WT and rescued scFv protein (after the 

addition of indole) have a very similar structure, with minor differences that could explain why the 

rescued protein does not have the same binding affinity as the wild-type. 

To identify allosteric effects in the NIST mAb during interaction with a commercially available protein 

A ligand (ProA), we used ProA ligand both free in solution and attached onto a resin. When in-solution 

protein A was used at a 2:1 ProA:mAb ratio, allosteric effects in the Fab region were identified. 

However, at lower concentrations (1:1 ratio) or when ProA resin was employed, only peptides right at 

the binding site showed strong protection against hydrogen exchange. With these experiments, we were 
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able to rule out all reversible allosteric effects in the interaction between the NIST mAb and protein A 

attached to a resin.  

Finally, we used HX-MS to identify conformational changes in a model IgG1 mAb after changing the 

formulation pH. Results showed that decreasing the pH of the solution induce a general increase in 

flexibility across the whole mAb, and stronger effects were seen in the CH2 domain and parts of the CH2-

CH3 interface of the model mAb, most probably due to introduction of protonated histidine residues in 

the CH2-CH3 interface that induce new and affect critical electrostatic interactions in the region. An 

increase in pH showed the contrary, strong rigidity in the CH2 domain close to the hinge region and in 

the CH3 domain close to the CH2-CH3 interface. Additionally, changes in the pH caused changes in 

flexibility in the Fab domain of the antibody, involving CDRH3 when the pH is decreased and CDRL2 

when the pH is increased. These effects are in critical regions for monoclonal antibodies that could affect 

effector functions or antigen binding. 
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1. CHAPTER ONE: INTRODUCTION 
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1.1. PROTEINS AND PROTEIN THERAPEUTICS 

1.1.1. Overview 

Proteins are large complex biomolecules composed of one or more polypeptide chains, each with a 

specific sequence of amino acids joined by peptide bonds.1 These macromolecules are essential 

structural components of cells, and they play crucial roles in performing and monitoring regulatory 

processes, cell signaling, transporting other molecules, and generating mechanical and electrical forces, 

among many other functions.2 A complete list with all known protein functions will have thousands of 

entries yet will still be incomplete since we do not fully understand the function of thousands of other 

proteins. 

Many human diseases are related to a lack of specific proteins or protein concentration, structure, and 

function changes.3 Protein therapeutics are proteins that possess therapeutic properties to treat a disease. 

They have many advantages compared to small drug molecules: mainly highly specific functions that 

small compounds cannot achieve. Hence, they are less likely to interfere with normal biological 

processes.  

Since the human body naturally produces many proteins used as therapeutics (e.g., insulin and 

endogenous antibodies), bioengineered therapeutics are usually well-tolerated and less prone to provoke 

immune responses.4 However, there are also drawbacks to using protein therapeutics, such as low 

solubility, short half-life, instability, and degradation, making the application of these therapeutics more 

complicated.5 Additionally, high molecular weights and charged species can decrease their 

bioavailability, presenting additional challenges.  

The use of proteins as therapeutics to treat various diseases is not new. The first protein vaccine 

(cowpox) was introduced in 1796,6 and the first protein pharmaceutical (insulin) was introduced in 

1922.7 However, the extraction and production of these proteins were difficult with low yields. It was 
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not until much later that the production of protein therapeutics became easier when recombinant DNA 

technology was developed, and the human genome project was completed.  

Therapeutic proteins are produced by using living organisms such as mammalian cells, bacteria (e.g., E. 

coli), and yeast.3,7 Post-translational modifications, glycosylation profile, protein complexity, general 

structure, and the amount needed must be carefully considered before selecting the production organism. 

Therapeutic proteins have more complex pharmacokinetics, pharmacodynamics, and mechanisms of 

action compared to small drug molecules. Nevertheless, with the help of new technologies and 

increasing knowledge of protein structure and function, the production and development of protein 

therapeutics is expanding daily. 

1.1.2. Importance 

Since 1978, when the first recombinant protein (insulin) was introduced to the market,8 the number of 

protein therapeutics has skyrocketed. Currently, over 380 biotherapeutics (peptides and proteins) are 

approved by the FDA.5 Among these, over 80 are monoclonal antibodies9 (the fastest-growing group of 

protein therapeutics), with approximately 570 more protein therapeutics in different clinical stages. The 

biopharmaceutical market is expected to reach >380 billion USD by 2024.10  

Although the production of protein therapeutics is a very expensive and complex process (it is estimated 

that a typical protein product goes through 5000 critical process steps),11 the high specificity and 

potential therapeutic advantages to treating many high-incidence diseases are critical to the 

pharmaceutical industry. Among the approved protein therapeutics on the market, 24% are designed to 

treat metabolic disorders, 18% immunological disorders, 13% different types of cancers, and 13% 

hormonal disorders.5 Thus, an understanding of protein structure can help address certain challenges 

faced during the production and development of a protein therapeutic. Generally, protein structure is 

divided into primary, secondary, tertiary, and quaternary structures. 
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1.1.3. Primary structure 

Amino acids are α-amino-substituted carboxylic acid compounds. All proteins are composed of a 

specific combination of 20 common amino acids with different side chains, each of which is unique and 

has specific physical and chemical properties. Amino acids are zwitterions since they can hold positive 

and negative charges simultaneously.  

The primary structure of a protein is the linear sequence of amino acids that compose the protein. 

Depending on the organic group attached to the α-carbon, an amino acid could have non-polar, 

uncharged polar, or charged polar sidechains. The amino acids within the polypeptide chain are joined 

through peptide bonds, and the chemistry of these bonds is somewhat special. The atoms involved in 

the peptide bond, C', the oxygen, the nitrogen, and the hydrogen atom form a single plane (see red lines, 

Figure 1.1). The bond between C' and nitrogen is shorter (1.32 Å) than a normal C-N bond (1.49 Å) due 

to the resonance of the double bond between the oxygen and the nitrogen atom.12,13 There is no rotation 

around the C’-N bond; hence, amino acids can be in a cis or trans configuration.  

However, due to steric hindrance, the trans configuration is more probable (99.95%) and stable for all 

amino acids except proline. The other C-N and C-C bonds are single bonds with possible rotation. 

Dihedral angles, around the C-N and C-C bonds, are named Φ and ψ, respectively (see Figure 1.1). 

Rotation angles can have values between -180° and +180° that do not result in steric clashes. Bond 

angles, size, and side chains of amino acids make some conformations more stable than others. All the 

different structures of proteins come from the combinations of these variables: amino acid sequences, 

backbone bond angles, and dihedral side-chain angles.13 
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1.1.4. Secondary structure 

A polypeptide chain is a single series of amino acids joined by peptide bonds. Each single amino acid 

in the polypeptide chain is called a residue. The secondary structure of a protein represents the local 

conformation of the polypeptide chain. Protein secondary structure is mainly stabilized by hydrogen 

bonds between the amide hydrogens and the carbonyl groups and can be further divided into four 

structural motifs common in proteins. 

α-helix motifs (see red motifs in Figure 1.2) are found when the polypeptide chain is rolled around an 

imaginary axis. Notably, α-helixes have 3.6 amino acids per turn, and the distance the helix rises along 

the helical axis is approximately 5.4 Å.13 The bond angles between amino acids are approximately Φ ≈ 

-57° and ψ ≈ -47°. These helixes are stabilized by intramolecular hydrogen bonds between the peptide 

C=O bond of the nth residue and the peptide N-H bond of the (n+4) th residue along the helix axis. All 

helixes turn with a counterclockwise rotation (clockwise rotation is theoretically possible but not 

observed in nature). Amino acid side chains in α-helixes always point away from the helix 

(perpendicular to the helical axis), avoiding possible steric interferences. 

β-sheets (see yellow motifs in Figure 1.2) are found when the polypeptide chain is extended, and no 

hydrogen bonds are present between the C=O and N-H groups of neighboring amino acids. Instead, 
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several strands lay next to each other forming interstrand hydrogen bonds. These strands can be parallel 

or antiparallel depending on whether the terminal ends of the chain face the same side or not. Amino 

acid side chains point above or below the plane of the β-sheet. These sheets are unlikely to be completely 

flat and sometimes exhibit a right-handed twist forming a β-barrel.  

Amino acid chains with secondary structure are usually joined by short segments of the polypeptide 

chain that abruptly change direction. These segments are called turns (see Figure 1.2). Turns can contain 

three or four residues (usually glycine or proline) commonly stabilized by an intramolecular hydrogen 

bond between the peptide N-H bond of the nth residue and the peptide C=O bond of the (n-3) th residue 

along the turn.13 Finally, coils or random coils (see Figure 1.2) are any segments of the polypeptide 

chain that do not have a distinct secondary structure motif. These coils have defined positions and help 

with the general protein structure. 

1.1.5. Tertiary structure 

The tertiary structure of a protein (see Figure 1.2) represents the global conformation of the protein and 

describes how the secondary structure elements are organized in a three-dimensional space. There are 

several forces involved in keeping the tertiary structure together. Electrostatic interactions between 

charged amino acids, dispersion forces, hydrogen bonds, van der Waals forces, and disulfide bonds 

(covalent bonds between cysteine residues) create a combination of forces that stabilize the protein. The 

hydrophobic effect (water's tendency to minimize contact with hydrophobic molecules) also plays an 

important role in protein structure since many large molecules assume their shapes at least partially in 

response to this effect. Apart from disulfide bonds, all these forces are non-covalent, weak interactions, 

but their cumulative effect gives proteins unique shapes. It is important to note that the primary structure 

determines the tertiary structure of a protein. 

Christian Anfinsen's experiments, showing protein refolding after a denaturation process, prove that the 

tertiary structure can be stored in the primary structure of proteins14. While the tertiary structure 
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information might be stored in the primary structure, many proteins need help from chaperones to fold 

the polypeptide chain into a functional protein properly.15 Proteins likely go through several intermediate 

structures until reaching their native conformation.  

The folding process begins with forming local segments of secondary structure, forming a molten 

globule state. Then, the secondary structure becomes stabilized, and the tertiary structure starts to form. 

Later, the protein undergoes a series of rearrangements that form hydrogen bonds and expel water 

molecules from its hydrophobic core. Finally, multiple domains assemble to produce the proteins' native 

state.2  

Hence, proteins appear to fold hierarchically, starting with small secondary structure fragments, 

followed by larger elements until reaching the native structure. Predicting protein structure based on the 

primary structure is very challenging because the number of atoms and all the forces involved in the 

protein make the prediction challenging. Nevertheless, modeling protein structure is an active research 

topic that has shown huge progress and exiting results.16,17  

 

Figure 1.2 Protein ribbon representation showing the tertiary structure colored by secondary structure motifs. In red alpha 
helixes, yellow beta sheets, and in green turns and random coils. PBD: 5YD3 
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1.1.6. Quaternary structure 

Some proteins are formed by more than one polypeptide chain. The quaternary structure of a protein 

represents how those polypeptide chains combine to form a unique functional protein. It shows the 

spatial arrangement of tertiary structural elements tied together by weak interactions.  

Both tertiary and quaternary structures of proteins determine their function:18 a loss of structure will 

generate a loss of function. Thus, it is crucial to understand and characterize protein structures to ensure 

quality, performance, and safety but also to design and improve protein therapeutics. Together, 

secondary, tertiary, and quaternary structures are known as the high order structure (HOS) of a protein. 

1.1.7. Structure of antibodies 

Antibodies are the largest subclass of immunoglobulins (Ig). Antibodies are further divided into five 

large groups: IgM, IgD, IgA, IgE, and IgG, depending on the general structure. Notably, IgG is one of 

the most abundant proteins in the human serum (approximately 20% of plasma proteins).19 

Subsequently, IgG proteins can be divided into four classes: IgG1, IgG2, IgG3, and IgG4 based on 

abundance.19 All four IgG subclasses are surprisingly similar. Although IgG subclasses share ∼90% 

identical amino acid sequences in the heavy chain, differences in the light chain and the hinge region 

make each subclass unique.19; IgG subclasses have different antigen-binding profiles, half-lives, 

reactions on effector cells, responses to triggers, and many more.19  

IgG antibodies consist of two identical heavy (H) and two light (L) chains (see Figure 1.3) bound 

together by disulfide bonds and a linker (hinge region). Each heavy chain consists of a variable domain 

(VH) and three constant domains (CH1, CH2, and CH3). Likewise, light chains consist of a variable 

domain (VL) and a constant domain (CL). Light chain is bound to VH and CH1 domains by disulfide 

bonds to form the Fab (fraction antigen binding) fragment of the antibody. Variable (V) domains in the 

antibody form the paratope, which differs greatly between different antibodies and is responsible for the 
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Fc fragment 

Fab fragment 

antigen-binding of the protein. Constant domains of the antibody have identical sequences among 

immunoglobulins of the same isotype and species (see Figure 1.3). 

 

Figure 1.3 Schematic layout of an IgG1 antibody. IgG1 molecules are composed of two heavy chains and two light chains. 
Blue represents constant regions, purple represents variable regions, and red lines represent disulfide bonds. 

 

Moreover, IgG1 antibodies have a relative abundance of 65% among all IgG proteins in human serum, 

making them the predominant class of antibodies and the most extensively studied subclass of 

immunoglobulins.20 Notably, IgG1 proteins have a molecular mass of ~149 kDa, 15 residues in the hinge 

region, and 16 disulfide bonds across the antibody.20 The interface between CH2 and CH3 domains has 

a conserved N-linked glycosylation site (asparagine 297) responsible for small changes in the HOS of 

the protein.19  

The general structure of IgG glycans starts with N-acetylglucosamine (GlcNAc) and mannose residues; 

however, variations containing galactose, sialic acid, fucose, and more are also possible. While most 

IgG molecules have glycans attached to asparagine 297, experiments have shown that the variable region 

(V) is also glycosylated in ~10-15% of IgG antibodies isolated from human serum.21 Several glycoforms 

have been found in human serum. However, only a few are the dominant and most abundant ones.22 

Light chain 

Heavy chain 

CH3 

CH2 

CH1 

VH 

VL 

CL 
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Glycans attached to the Fc (fraction crystallizable) fragment influence the antibodies' HOS and directly 

participate in many receptor functions (e.g., FcγR, FcRn binding).23. Hence, removing the glycan in an 

antibody can alter the Fc structure and reduce or completely stop effector functions. 

1.1.8. Importance of high order structure characterization 

As established above, the biological function of a protein and its potential therapeutic properties are 

governed by its HOS. Understanding the relationship between the structure and function of a protein is 

fundamental. Changes in the primary structure or HOS of a protein might induce many wanted or 

unwanted changes. 

Changes in primary structure by alanine scanning mutagenesis on the Fc region of an antibody showed 

an increase in the binding affinity of specific FcγR or FcRn receptors. The combination of Ser298Ala, 

Glu333Ala, and Lys334Ala mutation had a substantial improvement (50-100x fold) in the affinity of an 

IgG1 to a FcγRIII receptor, which mediates the antibody-dependent cellular cytotoxicity.24 Additional 

changes in the primary structure and HOS, such as modification of glycan profiles,25,26 exchanging of 

Fc domains among isotypes,27 modification of hinge region length,28 the use of cross-type antibodies,29 

points mutations,30 and many others31 have also been used to optimize activity, half-life, solubility, and 

antibody stability. Likewise, changes in the HOS can also cause unwanted effects in protein therapeutics. 

Common post-translational modifications, such as oxidation32 and deamidation,33 can induce protein 

aggregation and decrease stability.  

Furthermore, several studies have shown that changes in temperature,34,35 light,36 pH,37,38 buffer 

species,39 ionic strength,40 protein concentration,35 excipients or additives,41,42 mechanical stress,43 and 

many more44,45 can cause HOS changes and induce protein aggregation, impacting function and possibly 

creating immunogenicity.46,47 Therefore, it is imperative to monitor protein structure during the whole 

production process to ensure product quality, performance, and safety of protein therapeutics.  
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1.2. CHARACTERIZATION OF PROTEIN STRUCTURE 

A highly purified protein is needed to characterize and examine protein properties and functions. 

Purification of a specific protein is challenging and might require a combination of different purification 

techniques, which can be divided into two large groups: selective precipitation techniques and 

chromatographic techniques. Selective precipitation takes advantage of differences in relative solubility 

of proteins as a function of polarity (using organic solvents), salt concentration (salting out), and pH 

(isoelectric precipitation). Chromatographic techniques separate proteins based on their charge (ion-

exchange chromatography), size (size exclusion chromatography), hydrophobicity (hydrophobic 

interaction chromatography), and binding affinity (affinity chromatography).48 Once the protein is 

highly pure, different techniques can be used to characterize the primary, secondary, tertiary, and 

quaternary structures. 

1.2.1. Determination of the primary structure 

Only a few methods can determine the primary structure (sequence) of a protein. The first and most 

common method is the Sanger method. Disulfide bonds must be reduced to determine the protein 

sequence with the Sanger method, and the protein is digested into peptides. Peptides are later separated 

and purified.  

Next, each peptide is treated with 1-fluoro-2,4-dinitrobenzene (Sangers reagent), which reacts with the 

N-terminal amino group. It is possible to determine the sequence of a protein using hydrolysis to break 

the peptide bond and comparing the obtained residue with standards.48 The Sanger method is nowadays 

optimized by using a different reagent (Edman reagent) and better proteases to obtain more and smaller 

peptides. Although the process is mostly automated, it still requires large amounts of purified protein to 

provide reliable results. 

Prediction of the primary structure of a protein by using recombinant DNA is fast and inexpensive. 

Modern techniques enable us to get large amounts of DNA, and automated sequencers (using DNA 
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sequencing methods like the Sanger method) can determine very long deoxyribonucleotide chains in a 

timely manner. Later, the protein sequence is predicted by translating the nucleotide triplets into amino 

acids.48 

Additionally, de novo peptide sequencing can be used to determine the sequence of peptides.49 Often, 

there is interest in determining small changes in the primary structure (e.g., post-translational 

modifications) of a protein when most of the sequence is still intact. In these cases, sequencing the whole 

protein is a waste of time and resources.  

De novo peptide sequencing uses mass spectrometry and tandem mass spectrometry to determine 

peptide sequences. High sensitivity, ease of use, and speed have made mass spectrometry (MS) ideal for 

these cases because MS is more sensitive than the Sanger or Edman method, does not need large amounts 

of protein, and can be applied to all sorts of proteins. Therefore, it is possible to predict or determine 

parts of the protein sequence using DNA sequencing or mass spectrometry, however, full protein 

sequencing can only be accomplished by the Edman or Sanger method. 

1.2.2. Characterization of high order structure 

Many techniques are used for protein structure characterization, depending on the protein, the 

information needed, and the desired resolution. Generally, characterization techniques are classified into 

three groups depending on the obtained resolution: low-resolution, medium-resolution, and high- or 

atomic-resolution techniques. 

Low-resolution techniques can provide basic protein structure information without any atomic 

coordinates. Dynamic light scattering (DLS) is very common among low-resolution techniques, which 

uses scattered light angles and intensities to provide hydrodynamic radius and size information. Other 

common low-resolution techniques are size exclusion chromatography (SEC) that uses an inert resin to 

separate protein by size, and atomic force microscopy (AFM) that uses a very small tip (on the 

nanometer scale) to scan the surface of the protein and provide a topographic image. Nevertheless, the 
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most common techniques are circular dichroism (CD), differential scanning calorimetry (DSC), and 

Fourier transform infrared spectroscopy (FTIR). 

CD is a nondestructive technique that measures the difference between left- and right-handed circularly 

polarized light absorbance of the proteins as a function of wavelength.50 Notably, CD can be used to 

characterize and quantify secondary structure motifs in the protein (α-helixes, β-sheets, and random 

coils), playing an important role in the analysis of biotherapeutic agents. Moreover, CD is used to 

examine the structural integrity of proteins, proper folding, and secondary structural changes due to 

binding activity or in response to pH or ionic strength changes.50,51  

In contrast, DSC measures the heat capacity and excess heat associated with transitions induced by a 

temperature change. This method heats both a sample cell (containing the protein) and a reference cell 

while increasing both cells' temperatures as a function of time.52 Different amounts of energy will be 

required to increase the temperature of the reference and sample cells, which can be measured and 

correlated to the sample's thermodynamic properties. Thus, DSC can provide information on protein 

thermal stability, conformational states, and solution conditions directly related to intra- and inter-

molecular interactions within the protein. 

The use of FTIR in protein characterization is based on the interaction of infrared radiation and protein 

samples. Protein samples absorb specific wavelengths of infrared radiation depending on the type and 

amount of bonds present in the sample. Characteristic bands are found in the infrared spectrum of 

proteins, mainly stretching vibrations and bending motions of the C=O, C-O,  and the N-H bonds in the 

COOH, COO-, NH3
+, and NH2 groups.53 Since these bonds are involved in the hydrogen bonds of the 

protein, these bands are useful to characterize the secondary structure motifs in the protein.  

Experiments using proteins with known structure have been used to correlate the shape and intensities 

of the bands with specific secondary structure content,54 making possible the use of FTIR to provide an 

accurate way to quantify the amount of secondary structural motifs in a protein. However, if more 
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information is needed, the use of high-resolution techniques is mandatory. To date, X-ray 

crystallography, nuclear magnetic resonance (NMR), and, more recently, cryogenic electron microscopy 

(cryo-EM) are considered the gold standards for HOS characterization. 

In X-ray crystallography, X-ray radiation interacts with a protein crystal. That interaction makes the 

incident rays diffract.55 Measurements of diffraction angles and intensities of diffracted rays make 

constructing a three-dimensional (3D) electron density map of the protein crystal possible. The electron 

density map is later used to construct a 3D protein structure with atomic resolution. X-ray 

crystallography can provide atomic-level resolution of proteins of different sizes; however, it has some 

disadvantages. The production of protein crystals is challenging56 and, for many proteins, impossible to 

date. Additionally, since X-ray crystallography uses a protein crystal to determine the structure, the 

structure will depict the solid-state protein, which might not have the same structure found in solution 

or in vivo environments.57  

NMR measurements can be used to determine protein structure by measuring nuclear resonance 

frequencies in the protein. In NMR, proteins are placed in an external magnetic field, which induces 

nuclei to produce local currents and, hence, an alternative field (as opposed to the external magnetic 

field). The effective magnetic field on each nucleus will therefore be reduced by the local alternative 

fields. Experimentally, chemical shifts are measured relative to a reference signal. Since each NMR 

active nucleus will be exposed to different local alternative fields, each nucleus will have a different 

value that will depend on protein structure.  

An NMR experiment will produce a spectrum with signals for each different type of active nuclei within 

the molecule. The development of multidimensional NMR, in-solution NMR, and the use of structural 

restraints now allows for the determination of protein structures at near-atomic resolution.55,58 Although 

NMR is mainly applicable to small proteins, it has been used on proteins up to 1 MDa.59 The drawback 

of NMR is that it needs large amounts of protein (on the order of mg) which is usually expensive and 

difficult to produce in early stages of development. Moreover, only odd mass nuclei are NMR active, 
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making 12C, 14N, and 16O unsuitable for NMR, which often leads to the production of proteins in enriched 

media (in NMR-active elements), a long and expensive process. Additionally, NMR data acquisition 

and analysis can be very time-consuming. 

Unlike X-ray crystallography and NMR, cryo-EM does not need large amounts of protein. This 

technique involves flash-freezing the sample and using an electron beam to produce a 3D "photograph" 

of the molecules by detecting scattered electrons.60,61 The use of cryogenic temperatures minimizes 

distortion in protein structure with water molecules and reduces sample damage to the sample by the 

electron beam.55 High-resolution protein structures are obtained by averaging multiple randomly aligned 

EM pictures, resulting in protein structures with atomic resolutions <1.8Å.62 The use of cryo-EM is 

straightforward and requires small amounts of sample but usually only works with proteins with high 

molecular weights (>100 kDa). 

As discussed above, low-resolution techniques, such as CD, FTIR, and DSC, have high throughput but 

lack spatial resolution information. However, obtaining protein crystals for some proteins is very 

difficult, making X-ray crystallography problematic. Additionally, solid-state structures might not be a 

good representation of in-solution structures. Similarly, NMR is limited by protein size and requires 

large amounts of proteins.  

Hence, it seems that cryo-EM can overcome most of these problems, but high-resolution instruments 

have been limited to a few laboratories due to high costs. Therefore, intermediate resolution techniques 

have been developed primarily based on mass spectrometry (MS) approaches. These techniques balance 

throughput and spatial resolution of protein HOS characterization experiments.55 

1.2.3. Mass spectrometry methods for high order structure characterization 

Most MS methods for HOS characterization follow the same general procedure. Initially, the protein is 

labeled using different techniques. The labeling location and abundance will depend on several factors, 
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including the protein's HOS. Next, MS is used to locate the protein regions that were successfully 

labeled. This information is analyzed to give the desired structural information. 

Many technological advances in mass spectrometry have been developed over the last 50 years to be 

able to use MS to analyze proteins' HOS, starting with suitable ionization techniques for proteins. 

Crucial developments were electrospray ionization (ESI) and matrix-assisted laser desorption ionization,  

which are soft ionization techniques. Notably, ESI is compatible with liquid chromatography (LC), 

creating an ideal system to separate and analyze complex protein mixtures. The development of high-

resolution mass spectrometers with better detection limits and resolving powers also permits the analysis 

of large proteins. 

Currently, most instruments are "hybrid" mass spectrometers since two or more mass analyzers are used 

in sequence. Hybrid mass spectrometers combine unique performance characteristics from different 

mass analyzers, including mass resolving power, sensitivity, and speed of analysis. Among the most 

common mass analyzers are time-of-flight (ToF), orbitrap, and ion trap, usually combined with 

quadrupole mass filters. Additionally, the development of suitable fragmentation techniques, such as 

collision-induced dissociation (CID), electron transfer dissociation (ETD), and electron capture 

dissociation (ECD), permits the correct identification of peptides, and locating specific features within 

the protein that make MS methods for HOS characterization complete and versatile techniques. MS 

methods for HOS characterization can be divided into two large groups: covalent labeling and cross-

linking methods.  

1.2.4. Cross-linking methods 

Protein cross-linking occurs when a covalent bond is formed between two proteins or adjacent regions 

of the same protein via a bifunctional reagent (cross-linker). Generally, the cross-linker reacts with the 

exposed amino acid sidechains on the protein's surface and binds together adjoining regions via covalent 

bonds that link both regions. The nature of the chemical cross-linker reagent used varies depending on 
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the desired length and the linker's chemistry. N-hydroxysuccinimide esters (NHS-ester) and imidoesters 

are the most common linkers used for protein HOS characterization.55,63 The reaction mechanism is 

simple, nucleophilic groups within the protein (primary amines, hydroxyl, or sulfhydryl groups in 

residues sidechains) attack the ester groups on the cross-linker reagent to form a covalent bond. The 

reactivity of these nucleophilic groups depends on the nature of the nucleophilic group, pH, and solution 

temperature. Optimization of these parameters can greatly improve the efficiency of the cross-linking 

reaction.  

Next, proteases are used to obtain peptides and cross-linked peptides. Subsequent MS and MS/MS 

measurements on the peptides to locate the cross-linker within the protein give abundant structural 

information, such as location of protein/protein interfaces and protein/protein interactions. One 

disadvantage of traditional NHS-esters reagents is that fragmentation of cross-linked peptides is 

complex, making the analysis tedious. Thus, cleavable linkers have been developed, where part of the 

label can be cleaved first, making the analysis simpler.55 

1.2.5. Covalent labeling methods 

All covalent labeling methods have similar approaches. Generally, solvent-accessible surface regions of 

a protein are exposed to various reagents that provoke a reaction that chemically labels the protein in 

those regions. Labels used in these experiments are varied, from replacing a hydrogen for a deuterium 

to adding big tags such as isotope-coded affinity tag reagents (ICATs) to a protein.64 The reagent choice 

depends greatly on the protein, region of interest, and information needed. The protein is digested to 

produce peptides that are later separated and analyzed by MS to check where the reagent labeled the 

protein. 

Interpretation of the mass measurements and comparison of mass differences between two states can 

give plentiful information about the protein, protein interactions, protein dynamics, and much more. 

Secondary and tertiary structure changes can be monitored using covalent labeling methods by labeling 
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solvent-accessible surface areas. Later identification using MS/MS experiments can pinpoint the 

location of the labeling giving structural information. Quaternary structures can also be probed with 

covalent labeling methods by labeling two protein states where solvent-accessible regions change (e.g., 

apo and holo protein states).55 

Labeling methods can be specific or non-specific depending on the site of action. Since each amino acid 

has a different side chain, and most have a functional group, it is possible to use a specific reagent that 

reacts, and label only target amino acids in a protein. For example, to label cysteine residues, α-haloketo 

compounds such as iodoacetamide (IAM)65 (also used to prevent disulfide bonds reformation after 

reduction) and N-alkylmaleimide compounds (such as N-ethylmaleimide) can be used. Each compound 

reacts with exposed cysteine residues and increases the peptide mass (+57 Da for IAM and +125 Da for 

N-ethylmaleimide). Similarly, 2-hydroxy-5-nitrobenzyl-bromide (HNB) and HNB derivatives can be 

used to label tryptophan residues,66 tetranitromethane (TNM) to label tyrosine residues,67 phenylglyoxal 

for arginine residues,68 and many more compounds that are specific for each residue.55 

On the other hand, non-specific covalent labeling methods do not label specific amino acids in the 

protein but label all exposed surface areas. Hydrogen exchange mass spectrometry (HDX) and fast 

photochemical oxidation of proteins (FPOP) are the most common non-specific covalent labeling 

methods. Notably, FPOP uses very reactive radicals (hydroxyl radicals, OH•) to covalently label all 

surface exposed areas. OH• radicals are produced from laser photolysis of hydrogen peroxide and can 

react with 14 out of 20 amino acids with a preference for aromatic, heterocyclic, and sulfur-containing 

sidechains.69  

Generally, the labeling reaction takes place in the sub-millisecond time range.63 Such labeling speeds 

guarantee a "snapshot" of the conformation of protein. As with all other covalent labeling methods, after 

labeling the protein, a subsequent proteolysis step or fragmentation from tandem MS is followed, and 

MS measurements of the peptides/fragments give the necessary HOS information. Thus, FPOP can be 
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used for epitope mapping,70 aggregation propensity studies,71 characterization of protein folding 

intermediates,72 and many more63 as FPOP is a simple technique that provides useful information.  

Most FPOP limitations are related to laser availability, setup, and maintenance.63 Its application is also 

limited to proteins rich in aromatic, heterocyclic, and sulfur-containing amino acids. Most limitations 

can be solved using orthogonal labeling reagents such as trifluoromethyl radical73 or carbene 

diradicals,74 among others. Additionally, since oxidation is a common post-translational modification 

(PTM) in downstream processes, FPOP analysis and interpretation of the data could be challenging since 

distinguishing between PTM and FPOP oxidization is quite difficult.75,76 

Hydrogen-deuterium exchange (HDX) labels the protein using deuterium. In a normal experiment, the 

protein is placed in a D2O buffer, and the deuterium from the buffer replaces hydrogen atoms on the 

backbone amides of the protein. Generally, HDX is the least disruptive covalent labeling technique and 

labels all exposed amino acids except proline (which does not have a backbone amide). Moreover, HDX 

has many uses, from epitope mapping77 to offering mechanistic insights of antibody action against 

dengue viruses.78 Contrary to other covalent labeling approaches, HDX's major drawback is that the 

labeling reaction is reversible, forcing to run the analysis at low pH and temperature. This reversibility 

often results in HDX being classified as a non-covalent labeling technique. However, since N-H and N-

D bonds are covalent bonds (despite being reversible), HDX is technically a covalent labeling technique. 

The next section will describe hydrogen exchange MS fundamentals in more detail, along with the 

experimental workflow and additional information. 

 

1.3. HYDROGEN EXCHANGE MASS SPECTROMETRY 

1.3.1. Fundamentals 

Labile hydrogen atoms in proteins (in aqueous solutions) continuously exchange with hydrogen atoms 

in the solvent.79 Labile hydrogen atoms are hydrogen atoms that are bonded directly to heteroatoms in 
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the protein (see blue atoms in Figure 1.4). When the aqueous buffer is replaced by a deuterium oxide 

(D2O) buffer, labile hydrogens can naturally exchange with deuterium atoms in the solvent. The amount 

of exchange (labeling) primarily depends on protein structure.80 Since deuterium is a heavier isotope of 

hydrogen, MS measures the increase in mass of the protein and peptides to identify the amount and 

location of the labeling. Although all labile hydrogen atoms exchange with deuterium in the buffer, only 

the exchange on amide hydrogens in the backbone of the protein (see hydrogens circled in red in Figure 

1.4) can be experimentally measured using in-solution HDX.  

The exchange rate for labile hydrogen atoms in the amino acid side chains is so fast that they back-

exchange (deuterium to hydrogen) immediately during LC separation. The exchange rate for amide 

hydrogen goes from milliseconds to months depending on several factors such as hydrogen bonding, 

protein structure, pH, and temperature. They back-exchange slowly during LC separation if appropriate 

conditions are employed (low pH and temperature).80,81 

 

Figure 1.4 Exchangeable hydrogen atoms for peptide Lys-Gly-Ser-Asn. In blue are labile hydrogen atoms. Circled in red are 
amide hydrogen atoms. 

1.3.2. Mechanism of exchange 

Amide hydrogen exchange mechanism in folded proteins is still under debate82,83 but it can be acid-, 

base-, or water-catalyzed. Acid-catalyzed can be either by N-protonation or O-protonation.84,85 The 
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chemical exchange rate constant (kch) for any given amide in an unstructured peptide is given by 

equation 1.186 

 kch = kint,H[H+] + kint,OH[OH−] + kint,H2O[H2O] (1.1) 

Where kint,H, kint,OH, and kint,H2O are the intrinsic rate constants for the acid-, base-, and water-catalyzed 

reactions. Experimental measurements for these constants using poly-DL-alanine are 41.67, 1.51x1010, 

and 3.16x10-2 M-1 min-1 for the acid, base, and water-catalyzed reactions, respectively, at 20°C with low 

salt concentrations.87,88 Clearly, the intrinsic exchange rate constant for the base-catalyzed reaction is 

much bigger than the others. Hence, contributions from the acid- and water-catalyzed exchange are often 

omitted under physiologic conditions,80 and only contributions from a base-catalyzed hydrogen 

exchange mechanism are considered (see Figure 1.5). 
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Figure 1.5 Base-catalyzed amide hydrogen exchange mechanism. First, the amide proton is abstracted by a nucleophilic attack 
from an OD- molecule forming an amidate anion. Secondly, the amidate anion is re-protonated by taking a proton from the 
deuterium oxide. The final product has a deuterium replacing the amide hydrogen. 

 

1.3.3. pH effects 

Amide hydrogen exchange is highly dependent on the pH of the solution. Smith et al. used equation 1.1 

and the experimental values for the intrinsic rate constants to calculate the chemical exchange rate 

constant for amide hydrogens in a poly-DL-alanine peptide as a function of pH (see Figure 1.6).89 

Figure 1.6 shows that the chemical exchange rate constant has a minimal value when the pH is 

approximately 2.5-3.0. This behavior is the basis for using low pH to quench the labeling reaction and 



22 
 

keep the deuterium in place during the LC-MS analysis (the calculated exchange half-life for poly-DL-

alanine peptide at 0°C at this pH is approximately 25 min, which is enough time to complete the LC-

MS analysis).86 At pH values below or above the kch valley (pH ≈ 2.5), the exchange reaction follows a 

pseudo-first-order reaction and will only depend on either the base- or acid-catalyzed contributions. 

Most hydrogen exchange experiments are done at pH values above 5, so the kch will mostly depend on 

the base-catalyzed contribution as stated in the mechanism of exchange section above. 

 

Figure 1.6 Calculated chemical exchange rate constant for a poly-DL-alanine peptide as a function of pH. Data calculated using 
equation 1.1.  
 

 

 

1.3.4. Temperature effects 

Chemical exchange rate constant is highly dependent on the solution temperature. Temperature changes 

affect the water ionization constant (Kw) and thus the concentration of hydroxide anions in solution (OH-

), affecting kch as seen in equation 1.1.86 A modified version of the Arrhenius equation (equation 1.2) 

expresses the chemical exchange rate constant as a function of temperature:87 
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Where kref is an experimental reference rate constant at 20°C, Ea is the activation energy for the reaction, 

and R is the gas constant. Figure 1.7 shows the effect on the chemical exchange rate constant as a 

function of temperature by plotting equation 1.2. By decreasing the reaction temperature, the chemical 

exchange rate constant can be decreased up to 20-fold (for a change of 30°C to 0°C). Low temperatures 

are used during quench and LC-MS analysis steps to decrease back-exchange (deuterium to hydrogen) 

in the experiment and keep the label in place.  

 

 

Figure 1.7 Theoretical chemical exchange rate constant as a function of temperature where kch was calculated using equation 
1.2 for a base-catalyzed only reaction and normalized to the chemical exchange rate constant at 0°C. 

1.3.5. Other effects 

Changes in ionic strength also impact chemical exchange rates. It was found that the presence of 0.5 M 

KCl in solution changed the chemical exchange rate by approximately 30% for charged residues 

compared to solutions at lower salt concentrations.87,90 Similarly, chemical exchange rates for uncharged 
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residues when exposed to 0.5 M KCl increased by a factor of 1.2 for the acid-catalyzed reaction and 

decreased by a factor of 1.07 for the base-catalyzed reaction using a poly-DL-alanine peptide as a model 

system. Although these effects can significantly change the chemical exchange constant in a hydrogen 

exchange experiment, most protein applications use low salt concentrations where these effects are 

minimum.86 Most importantly, most HX experiments use the same labeling conditions for all protein 

states. Hence, the influence in the chemical exchange constant will be the same for both states. 

Neighboring side chains in the peptide sequence also affect the chemical exchange rate constant, mostly 

due to inductive and steric effects. Polar side chains withdraw electron density from the amide hydrogen, 

making it more acidic and facilitating the base-catalyzed removal of the proton but decreasing the 

nucleophilic attack strength in the acid-catalyzed reaction.87 Bulky side chains can have steric effects 

that slow the chemical exchange process for both acid- and base-catalyzed reactions. Generally, the 

influence of side chains in the chemical exchange rate of amide hydrogen varies with location. Effects 

are different when located immediately right or left of the amide hydrogen. A complete list of the effects 

of amino acid side chains by position on the chemical exchange rate constant of neighboring amides 

was published in 199387 and was recently corrected in 2018.88 

Varying the solvent composition can also influence the chemical exchange rate, mainly because of 

changes in the water ionization constant (Kw) and concentration of the OH- and H3O+ ions. The use of 

50:50 aqueous-organic buffers shows a reduction in the base-catalyzed chemical exchange rate constant 

for poly-DL-alanine compared to fully aqueous buffers.91 As with high salt concentrations, the use of 

organic solvents in protein sciences is not common, and thus, these effects are rarely seen in hydrogen 

exchange experiments. 

Finally, pressure can also influence the chemical exchange rate. Experimental data using poly-DL-lysine 

and native-folded lysozyme and ribonuclease A demonstrated that the use of higher pressure increases 

the chemical exchange rate.92 The effect was more prominent in the native proteins than in the unfolded 
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polypeptide. When the pressure is increased, the water ionization constant and concentration of OH- 

ions increases, and thus, the chemical exchange rate constant.86 

1.3.6. Linderstrøm-Lang mechanism 

Chemical exchange rate constants state how fast a hydrogen atom would exchange for deuterium in the 

solution in an unstructured polypeptide. However, when working with native or folded proteins, a few 

additional steps should be considered. Amides in unstructured peptides undergo fast hydrogen exchange 

at pH ≈7 (half-life of milliseconds to seconds), but, as previously stated, hydrogen atoms in native 

proteins have an exchange rate that goes from seconds to months.80 This sizable difference is because 

of the high-order structure of the protein, primarily due to the presence of hydrogen bonding.86 In a 

normal experiment, the rate-limiting step for amide hydrogen exchange is the abstraction of the proton 

(see Figure 1.5). If the proton is participating in a hydrogen bond, the OD- molecule will take more time 

to remove the proton; hence, the exchange rate is greatly decreased. 

The Linderstrøm-Lang model93 (see Figure 1.8) describes the amide hydrogen exchange mechanism in 

folded proteins: 
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Figure 1.8 Linderstrøm-Lang mechanism for amide hydrogen exchange in a folded protein 

The model states that proteins are not static entities but complex structures that are always in motion. 

Proteins have a "breathing" motion: backbone amides fluctuate between a closed (N-Hclosed) and open 

(N-Hopen) state. When the backbone amide fluctuates to an open state, the hydrogen bonds are 

momentarily disrupted, and the amide is exposed to the solvent. The equilibrium between the rate of N-

H opening (kop) and the rate of N-H closing (kcl) determines the frequency of amide open (N-Hopen) 
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states. Then, with an excess of D2O in solution, the exchange occurs (N-Hopen to N-Dopen) following the 

mechanism explained in Section 1.3.2 (see Figure 1.5) at an exchange rate kch (the chemical exchange 

rate constant defined at the beginning of the chapter). As explained before, the chemical exchange rate 

constant depends on the pH, temperature, and sequence, among others. Finally, the backbone amide 

fluctuates again to a closed state (N-Dclosed) and returns to its native conformation.80,86,87 

The observed hydrogen exchange rate (kHX) in a folded protein is then related to kop, kcl, and kch, as 

shown in equation 1.3: 

 kHX =
kopkch

kop + kcl + kch
 (1.3) 

Under native state conditions, proteins return to the folded state quickly after unfolding (the folded state 

is favored). Hence, kcl >> kop and equation 1.3 can be approximated to 

 kHX ≈
kopkch

kcl + kch
 (1.4) 

 

Thus, two kinetic scenarios are possible: the EX1 and EX2 scenarios.86,94 In an EX1 kinetics scenario, 

the closing rate is much slower compared to the chemical exchange rate (kcl<<kch), simplifying equation 

1.4 into  

 kHX,EX1 ≈ kop (1.5) 

 

According to equation 1.5, for EX1 kinetics, the observed hydrogen exchange rate will depend only on 

the rate of opening events. Any unfolding event will result in a complete exchange, generating two 

populations, one with no exchange and another fully exchanged, resulting in a bimodal distribution with 

separated isotopic profiles after LC-MS analysis. Nevertheless, most proteins (under native conditions) 
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are quite stable, and closing event rates are much faster than chemical exchange rates (kcl>>kch), which 

is the base of the EX2 kinetics scenario. For EX2 kinetics, equation 4 can be simplified to 

 kHX,EX2 ≈
kop
kcl

kch = Kopkch (1.6) 

where the equilibrium constant is Kop is kop/kcl. In EX2 kinetics, the observed hydrogen exchange 

depends on both the folding equilibrium and the chemical exchange rate. Since kcl>>kch, many 

unfolding-folding events occur before the amide is deuterated, and contrary to EX1 kinetics, after LC-

MS analysis, a single isotopic profile is seen with a shift in the mass center compared to the undeuterated 

profile.86 For EX2 kinetics, it is possible to calculate the free energy for the opening of the backbone 

amide (ΔGop) as shown in equation 1.7: 

 
∆Gop = −RT ln Kop = −RT ln

kHX,EX2

kch
= RT ln

kch
kHX,EX2

= RT ln PF (1.7) 

where R is the gas constant, T is the temperature, and PF is the protection factor (kch/kHX,EX2). A PF=1 

is an unprotected, unstructured, and completely solvated amide, and PF >1 are amides with increased 

protection from exchange.86 

The Linderstrøm-Lang mechanism is the most common and widely accepted mechanism for hydrogen 

exchange. However, this model is strictly kinetic and does not depend on protein structure.83 Hydrogen 

exchange experiments using a double mutant Staphylococcal nuclease protein with enhanced stability 

have shown that the Linderstrøm-Lang model cannot explain all the experimental data, and this data set 

has been used to propose alternative models.83,95 Factors considered to explain HX data are solvent 

accessibility,96 electrostatic fields,97,98 and local fluctuations,99 among others.83 At present, there is no 

HX mechanism able to explain every single hydrogen amide exchange. 

1.3.7. In-solution experimental workflow 

The general workflow for in-solution bottom-up hydrogen exchange experiments is divided into five 

steps (see Figure 1.9). Protein samples start in their native buffer to preserve HOS during the whole 
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process. Protein samples are then diluted into a D2O buffer that mimics the composition of the native 

buffer (pH is corrected for isotopic effects.)100 Next, protein is labeled for various time amounts at 

constant temperature (steps 1 and 2). At short labeling times, only unstructured regions will exchange 

(step 1), but at longer labeling times, structured regions will exchange as well (step 2).  

After labeling, the reaction is quenched, and the protein is denatured by decreasing the pH and 

temperature in the presence of a chaotropic agent (step 3). The use of low pH and temperature reduces 

back-exchange during subsequent steps. Depending on the protein, the quench step might also involve 

reducing agents such as tris(2-carboxyethyl) phosphine (TCEP) to reduce disulfide bonds present in the 

protein.  

After denaturation, protein is digested (step 4) using different kinds of proteases, often pepsin, at low 

temperatures. Finally, the resulting peptides are desalted, separated in a chromatography column, and 

analyzed by MS (step 5). The use of robots to improve the throughput of the experiments is common 

and provides more precise labeling times to help reduce variability in replicate measurements.101 

There are many variations to the general workflow exposed here. Some applications omit proteolysis 

and denaturing (step 3 in Figure 1.9), instead analyzing the exchange at the intact protein level. Intact 

protein analysis can give information on protein binding but cannot point to the binding location within 

the protein. Moreover, there are middle-down and top-down approaches as well. Both approaches 

identify the labeling location by using MS/MS experiments at a different degree.  

Step 4 involves partial digestion of the protein for a middle-down workflow, dividing the protein into 

big chunks or long peptides later fragmented in the MS analysis. The top-down approach does not have 

any digestion steps but instead fragments the whole protein in the mass spectrometer. Although both 

middle-down and top-down approaches can locate the labeling at a single amino acid resolution level 

(ideal for most applications), there are many caveats in the experimental procedure.102 Mass analyzers 

capable of fragmenting whole proteins are expensive, and the data is usually much harder to interpret. 
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Deuterium scrambling can occur during gas-phase fragmentation of proteins and peptides (if collision-

induced fragmentation is used), resulting in randomization of the backbone hydrogen and deuterium 

atoms in the protein/peptide.102,103 

 

Figure 1.9 General workflow for in-solution bottom-up hydrogen exchange experiments. First, the protein is labeled by diluting 
it into a D2O buffer for specific amounts of time. After labeling, the reaction is quenched, and the protein is denatured by 
reducing pH and temperature. The protein is then digested using a protease, and the resulting peptides are subject to LC-MS 
analysis. Blue and red spheres represent backbone amide hydrogen and deuterium atoms. PBD: 5YD3 

There are many other hydrogen exchange workflows, such as gas-phase HX,104 solid-phase HX,105 

pulse-labeling HX,106 and many more107 that are not within the scope of this dissertation. All HX-MS 

experiments presented in Chapters 2, 3, and 4 were obtained using the general in-solution bottom-up 

workflow (Figure 1.9) described above. 

1.3.8. Data analysis 

A database containing all peptides obtained from protein digestion with retention time (RT) is needed 

to start analyzing the HX-MS data. Thus, an independent experiment is performed where D2O buffers 

are not employed (no labeling). Instead, a traditional H2O buffer is used, and the HX experiment is 

mimicked using the same quench, temperature, and protease. This experiment will result in a set of 
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unlabeled peptides coming from the protein of interest. Similar to the HX workflow (Figure 1.9), the 

peptides are then separated using liquid chromatography and measured by MS. Furthermore, MS/MS 

data is also collected to provide an accurate database and confirm the identity (sequence) of the peptides. 

The database is then created with the sequence and RT of the peptides in the experiment. 

An extracted ion chromatogram (EIC) is obtained using experimental or theoretical m/z values for the 

unlabeled peptides. The centroid of the spectral envelope is then calculated using equation 1.8:108 

 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 =
∑mi Ii
∑ Ii

 (1.8) 

where mi is the m/z value of a specific spectral peak (i) in the spectral envelope and Ii is the intensity of 

that specific spectral peak. Summation of the product of all m/z values and intensities of the peaks that 

form the spectral envelope divided by the total magnitude gives the centroid mass of the unlabeled 

peptide (Figure 1.10a). Both labeled and unlabeled peptides behave similarly in the chromatography 

column resulting in subtle or minor changes in the RT.  

Thus, a centroid mass is calculated (equation 1.8) for all labeled peptides (all replicates at different 

labeling times). The extent of HX (in Da) is then calculated by subtracting the centroid mass of the 

unlabeled peptide from the centroid mass of the labeled one (Figure 1.10b). With these values, a peptide 

HX plot is then constructed by plotting the change in centroid mass at each labeling time. 
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Figure 1.10 Theoretical spectral peaks for a model peptide (RVVSVL) where (a) shows the spectra for the unlabeled state and 
(b) after labeling. Black dashed lines represent centroid mass values calculated with equation 1.8. In red, the extent of hydrogen 
exchange is calculated by subtracting the centroid mass value of the unlabeled peptide to the centroid mass value of the labeled 
one. 

Statistical analysis of HX measurements is crucial for correct data interpretation and identification of 

changes in the protein HOS. A good statistical analysis eliminates subjectivity and control type I and II 

errors while considering experimental errors during measurements. Generally, a confidence interval for 

the observed differences of centroid masses is calculated using a Student’s t-distribution.109 Confidence 

intervals are then used to reject or not a null hypothesis, which usually occurs if the HX difference is 

not statistically significant.  

Individual (for each HX difference) and global (for all HX differences) confidence intervals have been 

used to analyze HX data; 110,111 however, the rate of type I and II errors is higher when these approaches 

are taken separately. Hageman et al. developed a hybrid significance test that considers the strengths of 

both individual and global significance testing to overcome most drawbacks seen before.112 This hybrid 
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approach considers the magnitude of the difference and its significance to identify HOS differences. 

Statistical analysis of HX-MS experiments presented in Chapters 2, 3, and 4 of this dissertation use the 

hybrid approach mentioned above.  

1.4. LC-ESI-QTOF ANALYSIS  

1.4.1. Liquid chromatography separation 

Notably, LC is a technique to separate molecules in solution, where a mobile phase is used to pass the 

molecules through a stationary phase. Molecules interact differently with the mobile and stationary 

phases causing them to separate and elute at different times. Moreover, LC has many variations that 

serve numerous applications. Combinations of stationary and mobile phases can separate molecules 

based on shape, charge, polarity, affinity, size, or a combination of these characteristics. The most 

popular method is reversed-phase LC, which separates the molecules based on their hydrophobic 

interactions with the stationary phase, employing a non-polar stationary phase (usually hydrophobic 

alkyl chains bonded to silica particles) and an aqueous polar mobile phase. 

When separating proteins and peptides, hydrophobic regions will strongly interact with the alkyl groups 

in the stationary phase, resulting in the molecules being partitioned to different degrees in the stationary 

phase. Proteins are separated and eluted by changing the polarity of the aqueous mobile phase by 

increasing the concentration of a less polar organic solvent (e.g., acetonitrile or methanol). By adding 

an organic solvent, the molecules partition to the less polar mobile phase and elute from the 

chromatography column. Generally, an increasing gradient of organic solvent is used to accommodate 

various peptides with different hydrophobic interactions and accelerate the separation process. The LC 

separation process has many variables that can be adjusted to improve the separation.  

For example, increasing the column length will increase the separation efficiency, decreasing the particle 

size improve the resolution of the peak (at the cost of increasing system backpressures), increasing 

column temperature improve the resolution, and much more. All variables should be optimized for each 



33 
 

application to ensure a good and fast separation of the molecules in the solution. Following the 

separation, peptides and proteins pass through an LC-compatible detector that monitors the separation 

and provides the user with understandable data. There is no universal detector that can monitor all 

compounds, but for most protein applications, photodiode array (PDA), multiangle light scattering 

(MALS), fluorescence (FL), and MS are common. 

1.4.2. ESI-QTOF 

The first step to use MS after liquid chromatography is to transfer the molecules from the liquid phase 

to gas phase and ionize them. There are many ionization techniques;113 however, in LC, the most 

common one is electrospray ionization (ESI), a soft ionization technique (no fragmentation involved) 

where the molecules in solution are transferred to a gas phase and ionized simultaneously. The exact 

mechanism for ESI ionization is still debated,113 but the general process is as follows. 

After chromatographic separation, the solution is mixed with a nebulizing gas passed through a small 

capillary at atmospheric pressure with a strong voltage difference at the tip. The applied voltage can be 

either positive or negative, depending on the nature of the analyte and the desired ion charge. When the 

mixture of liquid and gas passes through the tip of the capillary, an aerosol is formed with small, charged 

droplets. With the help of high temperatures and the use of an inert gas (usually nitrogen), the solvent 

in each droplet evaporates (desolvates).  

Two mechanisms are proposed here (see Figure 1.11). Smaller droplets could be formed due to solvent 

evaporation and Coulombic fissions of the initial droplets. Then, gas-phase ions are directly released 

from the droplet's surface when the Rayleigh limit is reached (electrostatic repulsion of molecules within 

the droplet is greater than the surface tension of the droplet).113 Additionally, gas-phase ions could be 

released by complete evaporation of the solvent, which is more likely to happen with large molecules 

such as proteins.113 
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Figure 1.11 Positive electrospray ionization mechanisms for ion formation. The solution is mixed with a nebulizer gas and 
passed through a charged capillary to form a mist of droplets. Gas-phase ions could be formed and released directly from the 
surface of the droplets after the Rayleigh limit is reached or after complete desolvation has been achieved. 

Solvents suitable for positive ESI must be volatile and capable of donating a proton to the analyte (for 

the ionization). Many additives can be added to the solvent to help the ionization or decrease matrix 

effects, and volatile acids are commonly used (e.g., formic acid, acetic acid, and trifluoroacetic acid). 

For most positive ESI ionization experiments, water, methanol, or acetonitrile are used. 

After molecules have been ionized and transferred to the gas phase, the mass-to-charge ratio (m/z) is 

measured by using a quadrupole time of flight (Q-TOF) mass spectrometer (see Figure 1.12). After ions 

are formed in the ESI chamber (Fig 1.12a), ions are transferred through the sampling capillary at high 

temperatures (Fig 1.12b) to desolvate the ions further. Next, the skimmer cone (Fig 1.12c) removes the 

inert gas and solvent molecules with the help of high vacuum in the chamber. Ions coming from the 

skimmer cone are focused by an octopole ion guide and optic lenses (Fig 1.12d-e), and ions pass through 

the quadrupole, collision cell, and another octopole ion guide (Fig 1.12f-h) that act as resolution 

enhancers and guarantee proper ions transmission.  

Ions finally reach the pulser in the flight tube (Fig 1.12i), where they are orthogonally accelerated using 

high voltage. The pulser imparts the same kinetic energy to all ions as they fly through the flight tube to 

the reflectron (Fig 1.12j). A higher vacuum is used in the flight tube to avoid molecular collisions that 

affect the results by increasing signal losses. The reflectron compensates for minor velocity differences, 

improving the resolving power of the mass spectrometer and directing the ions toward the detector. 

Solution + 
Nebulizer gas 
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Finally, the time of flight for the ions to fly from the pulser to the microchannel plate detector (Fig 

1.12k) is measured to obtain the m/z ratio for each ion. 

 

Figure 1.12 Schematic diagram for a Q-TOF mass spectrometer: ESI chamber (a), sampling capillary (b), skimmer cone (c), 
octopole ion guides (d,h), optic lenses (e), quadrupole (f), collision cell (g), pulser (i), reflectron (j), and microchannel plate 
detector (k). 

Time-of-flight measurements are directly related to the m/z ratio of the ions. Kinetic energy (Ke) is 

related to the applied acceleration potential (V) and the charge (z) of the ions, as seen in equation 1.9: 

 𝐾𝐾𝑒𝑒 = 𝑧𝑧𝑧𝑧 =
1
2
𝑚𝑚𝑣𝑣2 (1.9) 

Similarly, the kinetic energy of a particle in motion is related to the mass (m) and velocity (v) of the 

particle (equation 1.9). Thus, in the rearranging of equation 1.9, the velocity of the molecule is 

 
𝑣𝑣 = �2𝑧𝑧𝑧𝑧

𝑚𝑚
 (1.10) 

Moreover, the amount of time (t) to travel a distance (D) at a velocity (v) is shown in equation 1.11:  
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 𝑐𝑐 =
𝐷𝐷
𝑣𝑣

= 𝐷𝐷�
1

2𝑧𝑧
(𝑚𝑚 𝑧𝑧⁄ ) (1.11) 

Hence, knowing the length of the flight tube in the mass spectrometer and measuring the time of flight 

for the ions to reach the detector, it is possible to calculate the m/z ratio for the ions and the mass 

spectrum. Modern Q-TOF mass spectrometers use an empirical approach rather than deriving m/z values 

directly from equation 1.11. Standard compounds with known masses are analyzed, and the resulting 

times of flight are used to correlate m/z and time of flight values using an empirical form of equation 

1.11.114 

1.4.3. MS-CID-MS 

Q-TOF mass spectrometers are capable of many types of experiments. As explained in section 1.3.8 for 

hydrogen exchange mass spectrometry experiments, tandem MS is used to confirm the identity and 

sequence of peptic peptides. 

In an MS/MS experiment, specific ions are isolated (precursors) and then fragmented to produce smaller 

ions (fragments). Mass measurements of fragment ions are later used to confirm a peptides' amino acid 

sequence. Once a precursor is identified, the quadrupole (Fig 1.12f) isolates the ion and directs it to the 

collision cell (Fig 1.12g). A quadrupole mass selector is composed of four circular rods. Alternating 

current (AC) and direct current (DC) voltages are applied to the rods creating an electric field. Ions 

traveling through the quadrupole are guided by the electrical field present. By carefully changing the 

AC and DC voltages, it is possible to isolate a specific m/z range value to travel through the quadrupole 

and expel other ions.  

Once the precursor is isolated, it is transferred to the hexapole or collision cell (Fig 1.12g), where an 

inert gas is present, and a small voltage is applied to force collision induce dissociation (CID) between 

molecules. This CID fragmentation occurs in two steps. First, precursor ions are excited to higher energy 

levels by forcing collisions with the inert gas, and secondly, a unimolecular dissociation occurs, where 
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the excited precursor ions fragment and form a smaller ion and a neutral molecule.115 Both precursor 

and ions fragments are later guided and focused again by an octopole ion guide (Figure 1.12h), 

continuing the normal process in the time of flight tube to get the mass-to-charge ratio of the ions. 

For peptides, CID usually induces fragmentation at the peptide bond (Figure 1.13), producing N-

terminal ions positively charged at the carbonyl atom of the peptide bond (b-ions) or C-terminal ions 

charged at the amine atom of the peptide bond (y-ions; see Figure 1.13). This process happens for all 

precursor molecules and produces several b- and y-ions later analyzed to produce an MS/MS spectrum. 

Automated software can identify peaks in the MS/MS spectrum, match them with the theoretical values, 

and confirm the peptide sequences. 
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Figure 1.13 Possible CID fragments for GluLysGlySerAsn peptide. CID fragmentation can produce b-ions (purple) or y-ions 
(green). 

1.5. OVERVIEW OF THE DISSERTATION 

The production of protein therapeutics (e.g, monoclonal antibodies) has skyrocketed in the last 20 years, 

mainly because of high specificity and therapeutic properties. However, some protein therapeutics can 

still have serious secondary effects on human health.116,117 The use of tunable therapeutics, where the 

molecule's activity can be closely controlled, might be a good solution to reduce secondary effects. 

Protein switches are proteins where the function or activity can be controlled as desired by different 

methods.118  
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An interesting approach to protein switches is the use of a chemical rescue of the structure. This 

approach uses a cavity-forming mutation in the protein to disrupt the structure and decrease the protein 

activity. Later, the addition of a small molecule allows for a partial or full restoration of the active 

structure with the desired therapeutic properties. Hence, the activity of these protein switches can be 

modulated by the addition of a small molecule.  

In Chapter 2, hydrogen exchange MS is used to identify structural changes on an anti-fluorescein single-

chain variable fragment (scFv) with and without a cavity-forming mutation. Previously obtained data 

showed that by adding indole into the solution, the scFv structure is rescued, and the activity is partially 

restored. Thus, HX-MS experiments assessed and compared the rescued scFv structure to the wild-type 

structure. 

Affinity chromatography is widely used for antibody purification in biopharmaceutical production due 

to its high selectivity and ease of use. This process involves the use of affinity matrixes that bind 

specifically to antibodies. Although evidence suggests that some antibodies undergo allosteric structural 

changes upon binding, allosteric changes in the antibody structure have not been well-explored when 

bound to an affinity chromatography matrix.  

In Chapter 3, HX-MS revealed conformational changes in the NIST reference mAb, an IgG1 antibody, 

upon binding with a commercially available protein A (ProA) matrix. Two experimental approaches 

were followed. In one approach, protein A was free in solution. In the other, protein A was covalently 

attached to a resin. 

The stability of protein therapeutics is concerning. Small changes in protein structure could lead to 

aggregation, loss of activity, or immunogenic effects, among others. Notably, pH has a critical role in 

the stability of antibodies, and it has been shown that low pH values might cause antibody loss of tertiary 

structure and denaturation. Moreover, pH is crucial in controlling many degradation pathways, such as 

deamidation and oxidation.  
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It is known that pH changes in formulation buffers could lead to changes in the aggregation propensity 

and general molecule stability. However, there is no information on specific structural changes in 

antibodies at different pH values. In Chapter 4, HX-MS evaluated structural changes in the NIST 

reference mAb when changing the formulation pH of the antibody. Four pH values were evaluated that 

encompass the whole physiological range and common formulation of pH values. 
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2. CHAPTER TWO: STRUCTURAL CHANGES OF A SCFV AFTER CHEMICAL RESCUE 
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2.1. INTRODUCTION 

Monoclonal antibodies are now the largest class of protein therapeutic in the market, mainly because of 

their ability to inhibit or activate with high specificity biological targets1,2. Currently, there are more 

than 80 therapeutic antibodies approved by the US FDA, and many more therapeutic proteins at various 

clinical stages3,4. While antibody therapeutics have many advantages, they can still have many secondary 

effects after administration such as anaphylaxis, cardiotoxicity or immunogenicity5. Some of those 

secondary effects are associated with suboptimal or exaggerated on-target interactions of the drug6. 

Hence, there is a need to better control antibody activity by increasing therapeutic properties while 

decreasing secondary effects. 

Engineered protein switches are proteins where the function or activity can be controlled as desired, 

usually by inserting a ligand sensing domain into an output domain7. With this approach, one domain 

will display a signal recognition function and the other will have the function to be modulated. These 

types of protein switches are challenging to design and produce due to many challenges encountered 

while putting together the domains8. Alternatively, proteins variants with critical mutations in the 

binding site can be used. A mutation in the binding site could cause loss of activity of the protein that 

can later be restored by using a modified substrate or an exogenous ligand9. Similarly, a chemical rescue 

of the structure has been developed10-12. With this approach, a cavity-forming mutation is introduced in 

a structurally critical point for the active site and protein function is lost. Later, by the addition of an 

exogenous compound the structure is restored, and the protein activity is rescued. A tryptophan-to 

glycine mutation near the active site of a β-glycosidase caused loss of enzyme activity, that was later 

restored by subsequent addition of indole10. In this case, the rescued enzyme activity was equivalent to 

the corresponding wild-type. Subsequent studies suggested that a tryptophan to glycine mutation could 

modulate protein structure and function by a discrete conformational change or indirectly by controlling 

protein stability. Regardless of the mechanism that causes loss of function, the addition of indole rescued 

protein activity11. 
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To further evaluate the chemical rescue of structure by the addition of indole after a tryptophan to glycine 

mutation, Kaiser et al. used a single chain variable fragment (scFv) that recognizes fluorescein as its 

antigen13. More specifically, using FITC-E2 scFv, a fusion protein containing immunoglobulin VH and 

VL domains connected with a linker that has been widely studied and which crystal structure is 

available14. FITC-E2 scFv has five tryptophan residues. VH W41 and VL W41 are in buried positions in 

the interior of the immunoglobulin domains. VH W52 and VL W107 are located in the antigen binding 

site and VH W118 that is positioned at the VH-VL interface. Each one of those tryptophan residues were 

individually mutated to glycine. VH W41G and VL W41G mutants gave insoluble products after E. coli 

expression. Hence only FITC-E2 VH W118G, VH W52G and VL W107G were expressed, purified and 

later evaluated for changes in activity using a fluorescence quenching assay. All three mutant variants 

had diminished activity compared to the wild-type scFv with VH W52G and VL W107G presenting a 

bigger effect (VH W118G ~40%, VH W52G ~10% and VL W107G <10%). After the addition of 1 mM 

indole, all mutants had increased activity, with VH W118G reaching almost identical activity compared 

to the wild-type (~90%). Moreover, titration experiments showed that rescued protein activity of VH 

W118G was statistically significant at indole concentration above 50 μM with a midpoint of 220 μM 

and also showed clear evidence that the addition of indole induces a tighter antigen binding by the VH 

W118G mutant contrary to the wild-type protein. 

To confirm the direct interaction of indole with VH W118G, an inhibition in solution assay (ISA) was 

employed using a fluorescein analogue13. As expected, increasing the concentration of free fluorescein 

in solution decreases the available protein to bind to the fluorescein analogue, resulting in decrease 

surface plasmon resonance (SPR) responses. After the addition of 150 μM indole to the incubation step, 

a decrease (2-fold tighter) in the half maximal inhibitory concentration (IC50) was observed, confirming 

that the observed rescued FITC-E2 VH W118G activity by the addition of indole is due to enhanced 

binding affinity for fluorescein. Finally, knowing that changes in protein stability could be the basis of 

inactivation and rescue of protein activity after a tryptophan to glycine mutation11, a differential scanning 
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fluorimetry (DSF) assay was employed to evaluate protein unfolding in the VH W118G, VH W52G and 

VL W107G mutant variants13. In the presence of fluorescein (at a 1:1 molar ratio), all three FITC-E2 

mutant variants had lower melting temperature compared to the wild-type, representative of lower 

thermal stability. The magnitude of the effect was higher for the VH W118G variant. When both indole 

and fluorescein were added, the melting temperature of the VH W118G variant increased by 1.4°C, 

indicative of higher thermal stability. Nevertheless, the presence of indole was destabilizing for the wild-

type and other two mutant variants. Interestingly, that effect was not seen when only indole was present 

(no fluorescein). All constructs (wild-type and all three mutant variants) had a decrease in thermal 

stability when only indole was added. These results suggest that the VH W118G mutant has an alternate 

conformation when fluorescein is present, providing the cavity needed for indole binding. Overall, the 

results indicate that there is a positive collaboration between fluorescein binding and indole binding, 

suggesting that the inactivation and later rescue of the VH W118G variant is due to a conformational 

change tied to a change in protein stability. 

Here, based on previous findings by Kaiser et al.13, we used hydrogen exchange-mass spectrometry to 

evaluate possible conformational changes in the FITC-E2 WT and VH W118G mutant variant when 

indole and fluorescein were added. Four constructs were compared: wild-type FITC-E2 and VH W118G 

mutant (both at an intact and peptide level), wild-type FITC-E2 with and without indole and fluorescein, 

FITC-E2 VH W118G mutant with and without indole and fluorescein and wild-type and VH W118G 

FITC-E2 both with indole and fluorescein present. 

 

2.2. MATERIALS AND METHODS 

2.2.1.  Materials 

FITC-E2 WT scFv and mutant FITC-E2 VH W118G scFv were expressed, purified, and provided by 

AstraZeneca (Boston, MA) as described elsewhere13, at a concentration of 3.3 and 1.8 mg/mL, 
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respectively, in PBS buffer pH 7.1. Indole, fluorescein and DMSO were provided by AstraZeneca 

(Boston, MA). Premium grade tris (2-carboxyethyl) phosphine hydrochloride (TCEP) was purchased 

from ThermoScientific (Rockford, IL). Sodium phosphate dibasic (anhydrous), monosodium phosphate 

(anhydrous), potassium phosphate dibasic (anhydrous), sodium chloride, LC-MS grade water and LC-

MS 0.1% formic acid in water were purchased from Fisher Scientific (Hampton, NH). Guanidine 

hydrochloride was purchased from Sigma-Aldrich (St. Louis, MO). LC-MS grade acetonitrile 

containing 0.1% formic acid was obtained from Burdick-Jackson (Muskegon, MI). Deuterium oxide 

(99+ %D) was obtained from Cambridge Isotope Laboratories (Tewksbury, MA). 

2.2.2.  Hydrogen exchange-mass spectrometry 

FITC-E2 WT scFv and mutant FITC-E2 VH W118G scFv stock solutions were prepared at a nominal 

concentration of 10 μM using a 1% (v/v) DMSO 6 mM phosphate, 135 mM sodium chloride, pD 7.11 

with and without 10 μM fluorescein and 10 mM indole. All samples were incubated for at least 1 hour, 

stored at 4°C and used within few hours. 

HX labeling was performed using a LEAP Technologies HDX PAL robot (Carrboro, NC) with a 

customized three-valve configuration as described previously15. For the intact level HX-MS experiment, 

deuterated samples were prepared by diluting 5 µL of the protein stock solution in 36 µL D2O labeling 

buffer (1% (v/v) DMSO, 6 mM phosphate, 135 mM sodium chloride, pD 7.11 in D2O). The pD was 

obtained from pH measurements with a glass electrode and corrected for deuterium isotope effect (pD 

= pH + 0.4)16. Samples were labeled for 10, 50, 100, 1000 and 10000 s at 25°C. After labeling, 40 µL 

of each labeled sample was quenched with 40 µL precooled quench buffer (200 mM phosphate, 4 M 

guanidine, 0.5 M TCEP, pH 2.5 in water) at 1°C. Non-deuterated controls were prepared identically, but 

using 1% (v/v) DMSO, 6 mM phosphate, 135 mM sodium chloride, pH 7.11 in H2O. Later, 40 µL of 

sample was injected into an Agilent 1260 Infinity series LC system kept at 0°C. Intact protein was 

captured on a C12 trap (10 mm x 1 mm) (Jupiter, Phenomenex, Torrance, CA) and desalted before 

analysis. 
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For the peptide level HX-MS experiment, deuterated samples were prepared by diluting 5 µL of the 

protein stock solution in 36 µL D2O labeling buffer (1% (v/v) DMSO, 6 mM phosphate, 135 mM sodium 

chloride, pD 6.7) with and without fluorescein and indole. Samples were labeled in triplicate for each 

labeling time (30, 120, 420, 1620, 6060, 22860 and 86130 s) at 25°C. After labeling, 35 µL of each 

labeled sample was quenched with 35 µL precooled quench buffer (200 mM phosphate, 4 M guanidine, 

0.4 M TCEP, pH 2.5 in water) at 1°C. Non-deuterated controls were prepared identically, but using 1% 

(v/v) DMSO, 6 mM phosphate, 135 mM sodium chloride, pH 7.01 in H2O. Immediately after, 67 µL of 

sample was injected into a temperature-controlled chromatography cabinet connected to an Agilent 1260 

Infinity series LC system. Cabinet temperature and equipped LC solvent pre-cooler were maintained at 

0°C for all experiments. Injected sample was passed over an immobilized pepsin column (2.1 × 50 mm), 

prepared in house, at 200 µL min–1 for 180 s with 0.1% formic acid in H2O. The resulting peptic peptides 

were captured on a Poroshell 120 SB-C18 trap (2.1 × 5 mm, 2.7 µm particles) and washed at 200 µL 

min–1 for 60 s with 0.1% formic acid in H2O. Desalted peptic peptides were separated on a ZORBAX 

RRHD C18 column (2.1 × 50 mm, 1.8 µm particles) with a linear gradient of 0.1% formic acid in 

acetonitrile. Peptide masses were subsequently measured with an Agilent 6530 Q-TOF mass 

spectrometer running in ESI-positive mode. Pepsin column washes were performed between each 

sample injection during the elution step to minimize peptide carry-over15. Undeuterated scFv peptic 

peptides were identified by a combination of data-dependent and targeted CID-MS2 in the QTOF using 

the same LC gradient. MS2 spectra were matched to the scFv sequence, with fixed modifications, using 

Agilent BioConfirm B.07. FITC-E2 WT scFv peptide digestion resulted in 77% sequence coverage (see 

Figure 2.A-1) and VH W118G in 100% sequence coverage (see Figure 2.A-2). A total of 44 unique 

peptides were present for both the wild-type and the W118G mutant corresponding to a 73% sequence 

coverage (see Figure 2.A-3).  
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All HX-MS experiments were performed consecutively spanning 48 hours. HX-MS data was analyzed 

using HDExaminer (v. 2.2.0, Sierra Analytics, Modesto, CA) and results were manually reviewed and 

curated. 

Peptide level data set comparing WT scFv and W118G scFv had a pooled standard deviation of 0.15 

Da, WT scFv and WT scFv with indole and fluorescein (WT+IF) 0.18 Da, W118G and W118G with 

indole and fluorescein (W118G+IF) 0.12 Da and WT and W118G both with indole and fluorescein had 

0.15 Da. Differential HX data were tested for significance using the hybrid significance testing criteria 

method17 using an in-house Matlab script. Mean HX differences from labeling replicates were classified 

as significant when the mean centroid mass difference of each peptide at each labeling time point (ΔD) 

was higher than a critical value (0.71 Da for the WT vs W118G comparison, 0.86 Da for WT vs WT+IF 

comparison, 0.57 Da for the W118G vs W118G+IF and 0.70 Da for the WT+IF vs W118G+IF 

comparison), and a Welch’s two-sample t test had p < 0.01. Normalized HX differences (ΔHX) for each 

peptide were obtained by dividing by the theoretical maximum exchange (number of backbone amide 

hydrogens in each peptide, excluding the N-terminal amide). The absolute values of the normalized 

differences were then clustered using k-means clustering with k = 3 to define thresholds for strong, 

moderate, and negligible HX differences as described previously18,19. For visualization of the HX 

observations, crystal structure of the anti-fluorescein scFv FITC-E2 was used (PBD 2A9N14). Peptides 

with strong or moderate effects as shown by the k-means clustering were mapped onto the homology 

model. When two overlapping peptides had different clustering, priority was given to the strongest 

effect. 

2.3. RESULTS 

Hydrogen exchange-mass spectrometry was employed to identify conformational changes in a single 

chain variable fragment that recognizes fluorescein as its antigen (FITC-E2) and its mutant VH W118G 

variant with and without the addition of indole and fluorescein. FITC-E2 wild-type scFv and the VH 

W118G mutant were compared directly at an intact level. Additionally, four states were measured at a 
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peptide level: FITC-E2 wild-type scFv, FITC-E2 wild-type scFv in the presence of indole and 

fluorescein, mutant FITC-E2 VH W118G and mutant FITC-E2 VH W118G in the presence of indole and 

fluorescein. 

2.3.1.  FITC-E2 WT and VH W118G variant are structurally different 

HX-MS measurements at an intact protein level on FITC-E2 wild-type and VH W118G variant show  

different deuterium uptake (see Figure 2.1). VH W118G mutant had increased deuterium uptake 

compared to wild-type, demonstrating that FITC-E2 VH W118G is more flexible and solvent exposed 

than the wild-type. These data suggest that VH W118G mutant is structurally different from the wild-

type, however, it is impossible to locate the structural differences. To evaluate where the differences are 

located, a peptide level HX experiment was developed. 

 

Figure 2.14. Deuterium uptake plots for scFv WT and W118G variant at an intact level 

Statistical analysis of the peptide level HX experiment comparing FITC-E2 wild-type and the W118G 

mutant variant (see Figure 2.2) shows many peptides with increased flexibility in the VH W118G 

variant. Residues 1-10, 18-23, 27-46, 69-93, 114-122 and 175-178 (peptide number 1, 6, 9-11, 17-18, 
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25, 27-29, 33-34 and 36) were strongly deprotected (blue bars and dots in Figure 2.2). These residues 

encompass most of the VH domain in the FITC-E2 protein including the mutation site W118G (see 

Figure 2.6A). Residues 11-17, 24-26, 47-53, 102-107 and 155-168 (peptide numbers 2-4, 7, 12-15, 18, 

30 and 35) showed intermediate increase in flexibility compared to the wild-type protein (green dots 

and regions). A single timepoint in peptide 22 (residues 53-68) showed increase protection in the VH 

W118G compared to the wild-type. No other timepoint in the same peptide showed statistically 

significant differences and overlapping peptides on the same region had no significant differences either. 

Hence, this intermediate increase in protection can be classified as a false positive in the experiment. 

Poor sequence coverage in the VL domain makes complicated to identify changes in that region. Overall, 

VH W118G showed a strong increase in flexibility along the whole VH domain and in parts of the VL 

domain, consistent with a major change in protein structure compared to the wild-type. 

 

Figure 2.15 Peptides with increased deprotection in VH W118G compared to the wild-type as revealed by HX-MS experiments. 
(A) volcano plot for identification of peptides with significant differences and magnitude of the effects. Negligible (black), 
moderate (green) and strong (blue) effects as revealed by k-means clustering of the data. Red dashed lines in the volcano plot 
represent significance thresholds (horizontal significance threshold = 2, vertical significance threshold = ±0.7087 Da) as 
defined by Hageman et al.17 Note: black dots above the threshold limits are statistically significant but considered negligible 
effects since the normalized magnitude is small. (b) Bar plot showing the classification and magnitude of the effects on the 
peptides measured by HX-MS. The vertical axis shows the protein residues numbers and the horizontal axis the peptide number. 
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2.3.2.  Comparison of FITC-E2 WT scFv with and without indole and fluorescein 

HX-MS experiments of the WT scFv in the presence of indole and fluorescein show several peptides 

with increased protection from hydrogen exchange compared to the WT scFv alone. WT scFv was used 

as the reference state for the comparison. These experiments had an unusually high pooled standard 

deviation (SDpooled: 0.18 Da for this data set) mainly due to low MS signal intensity coming from the 

peptides. An increase in SD provokes an increase in the threshold significance limit for the data set. 

However, statistical analysis of the data (see Figure 2.3) identified four peptides strongly protected in 

the presence of indole and fluorescein (peptide number 21-22, 39 and 41; residues 46-51, 102-107, 111-

114) and few more intermediately protected (peptide numbers 2-3, 11, 14, 16, 20, 23-25, 28, 42 and 44; 

residues 1-17, 27-46, 52-68, 155-134). Note that Figure 2.3A shows other peptides that pass the 

significance limit threshold (black dots on volcano plot passing red dashed lines). Those peptides were 

later classified as insignificant by the k-means clustering when the effects were normalized by the total 

number of exchangeable amides in the peptide. Fluorescein binds to the WT scFv FITC‐E2 through the 

region between the VH and VL domains14, since this experiment uses fluorescein, it is expected to see an 

increase protection from hydrogen exchange in peptides in or near the fluorescein binding zone. Figure 

2.6B show the location of the protected peptides mapped onto the homology model. Peptides with 

increased protection (blue regions) are located next to the fluorescein binding site. Peptides with 

intermediate protection (green regions), are in or close to the fluorescein binding region. This increase 

in hydrogen exchange protection is expected in those regions since fluorescein binding to the scFv will 

block those residues, inducing local stabilization of the secondary structure and thus protecting them 

from hydrogen exchange. 
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Figure 2.16. Peptides with increased protection in WT scFv in the presence of indole and fluorescein as revealed by HX-MS 
experiments. (A) volcano plot for identification of peptides with significant differences and magnitude of the effects. Negligible 
(black), moderate (green) and strong (blue) effects as revealed by k-means clustering of the data. Red dashed lines in the 
volcano plot represent significance thresholds (horizontal significance threshold = 2, vertical significance threshold = 
±0.8581Da) as defined by Hageman et al.17 Note: black dots above the threshold limits are statistically significant but 
considered negligible effects since the normalized magnitude is small. (b) Bar plot showing the classification and magnitude 
of the effects on the peptides measured by HX-MS. The vertical axis shows the protein residues numbers and the horizontal 
axis the peptide number. 

 

2.3.3. Comparison of FITC-E2 VH W118G scFv with and without indole and fluorescein 

Introducing a tryptophan (W) to glycine (G) mutation in the interface of the two-immunoglobulin 

domains (W118G) leads to loss of activity of the protein13. This mutation seems to create a cavity in the 

core of the protein that alters the structure of the protein. The activity and structure of the scFv can later 

be restored by the addition of indole. To evaluate structural changes in the scFv W118G mutant after 

the addition of indole and fluorescein HX-MS was employed. For this experiment the reference state 

was the scFv W118G mutant without the addition of indole and fluorescein. Digestion and signal 

intensity for the scFv W118G was much better, resulting in 122 peptides with 100% sequence coverage 

(see Materials and Methods section). Statistical analysis of the data set (see Figure 2.4) identified many 

peptides strongly protected in the scFv W118G when indole and fluorescein was added (peptide number 

17, 30-31, 40, 43-44, 62, 65, 68, 71-73, 80, 83, 85 and 98; residues 18-23, 34-53, 81-95, 102-107, 111-
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122 and 175-178) and many more intermediately protected (peptide number 1-14, 16, 18-20, 24-25, 27-

29, 32-39, 41-42, 47, 51, 55, 59-61, 63-64, 66-67, 69-70, 74-78, 84, 86-88, 90-92, 94-95, 97, 99, 105, 

110-111, 113 and 115; residues 1-17, 24-33, 54-80, 96-101, 108-110, 123-174, 179-183, 189-193 and 

210-257). Peptides with strong or intermediate protection on scFv W118G in the presence of indole and 

fluorescein encompass the whole protein sequence (except for a small number of residues in the VL 

domain). Figure 2.6C shows the protected peptides in the scFv W118G mutant in the presence of indole 

and fluorescein compared to the mutant alone mapped into the homology model. It is evident that the 

whole protein structure changes drastically when indole and fluorescein are added into the solution. 

Peptides with strong hydrogen exchange protection are located immediately next to the mutation site 

(residue 118, red sticks in the homology model) or next to the fluorescein binding site. The rest of the 

protein is also intermediately affected when indole and fluorescein are added. This result strongly 

supports that introducing a W118G mutation in the VH-VL interface, creates a cavity in the protein 

changing the structure of the scFv WT, similarly to results obtained previously using a W-to-G mutation 

in a β-glucuronidase11. After addition of indole and fluorescein the whole structure of the scFv protein 

changes drastically and most of it becomes more rigid and protected from hydrogen exchange.  
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Figure 2.17. Peptides with increased protection in W118G scFv in the presence of indole and fluorescein as revealed by HX-
MS experiments. (A) volcano plot for identification of peptides with significant differences and magnitude of the effects. 
Negligible (black), moderate (green) and strong (blue) effects as revealed by k-means clustering of the data. Red dashed lines 
in the volcano plot represent significance thresholds (horizontal significance. threshold = 2, vertical significance threshold = 
±0.5736Da) as defined by Hageman et al.17 Note: black dots above the threshold limits are statistically significant but 
considered negligible effects since the normalized magnitude is small. (b) Bar plot showing the classification and magnitude 
of the effects on the peptides measured by HX-MS. The vertical axis shows the protein residues numbers and the horizontal 
axis the peptide number. 

2.3.4.  Comparison of FITC-E2 VH W118G and WT with indole and fluorescein 

To determine if scFv W118G mutant recovers the initial structure of the WT after the addition of indole 

and fluorescein, a comparison between scFv W118G mutant and WT with indole and fluorescein was 

performed. For this case, the reference state was the scFv WT with indole and fluorescein added. WT 

scFv and its W118G mutant produce different peptic peptides after digestion. They both share 44 unique 

peptic peptides resulting in 75% sequence coverage, with few regions with overlapping peptides (see 

Figure 2.A-3). Statistical analysis of the data set (see Figure 2.5) identified one peptide (peptide number 

32; residues 111-114) strongly deprotected in the scFv W118G construct when indole and fluorescein 

was added compared to the scFv WT with indole and fluorescein. An additional nine peptides showed 

intermediate deprotection in the mutant variant (peptide number 7, 9-10, 12, 15, 19, 25, 33-34; residues 

24-52, 69-83, 115-122) upon the addition of indole and fluorescein. Residues 53-68 were classified both 

as protected and deprotected in different peptides (peptide numbers 22 and 23), suggesting a false 
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positive in the data set. Poor sequence coverage in that region makes it difficult to identify the false 

positive peptide, however, there is an additional peptide covering those residues (peptide number 19) 

showing increase protection in the scFv W118G construct compared to the WT, hence, most probably 

the protected peptide is the false positive and hence, residues 53-68 were classified as intermediately 

deprotected for this experiment. Additional experiments with improved digestion could provide more 

overlapping peptides in the region and clearly identify the false positive. Peptides identified as 

statistically significant by hydrogen exchange experiments were mapped into the homology model (see 

Figure 2.6D). The peptide with strong deprotection is located right at the fluorescein binding site (blue 

segment), and intermediately deprotected peptides (green segments) are either close to the binding 

region or close to the mutation site (residue 118). Most of these regions overlap with the ones previously 

identified in the comparison of the scFv WT and WT with the addition of indole and fluorescein (Figure 

2.6B). Again, lack of coverage in the WT scFv could hide additional effects in the protein. 

 

Figure 2.18 . Peptides with increased deprotection in W118G scFv in the presence of indole and fluorescein compared to WT 
with indole and fluorescein as revealed by HX-MS experiments. (A) volcano plot for identification of peptides with significant 
differences and magnitude of the effects. Negligible (black), moderate (green) and strong (blue) effects as revealed by k-means 
clustering of the data. Red dashed lines in the volcano plot represent significance thresholds (horizontal significance threshold 
= 2, vertical significance threshold = ±0.7043Da) as defined by Hageman et al.17 Note: black dots above the threshold limits 
are statistically significant but considered negligible effects since the normalized magnitude is small. (b) Bar plot showing the 
classification and magnitude of the effects on the peptides measured by HX-MS. The vertical axis shows the protein residues 
numbers and the horizontal axis the peptide number. In purple, peptide identified as false positive (see main text for details). 
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2.4. DISCUSSION 

Conformational changes in FITC-E2 single chain variable fragment used as a protein switch after a 

tryptophan to glycine mutation was introduced were evaluated by hydrogen exchange-mass 

spectrometry. While a chemical rescue of structure after a W-to-G mutation has been used before10,11, 

this is the first time demonstrating this approach using a single chain variable fragment. Kaiser et al.13, 

showed that the activity of the VH W118G FITC-E2 can be restored by the addition of indole, restoring 

the activity almost to the level of the wild-type variant. The extent of the conformational changes 

induced trough the W-to-G cavity forming mutation is discussed here. 

Hydrogen exchange experiments at an intact protein level show that introducing a W-to-G mutation in 

the protein provokes a change in the general structure of the protein (see Figure 2.1), evident by the 

increase in flexibility and deprotection of the VH W118G variant. Peptide-level experiments on the VH 

W118G mutant locate strong increase in flexibility all along the VH domain of the protein, with 

intermediate increase in flexibility in the VL domain as well. Hydrogen exchange experiments show that 

in general the VH W118G mutant is more flexible and less structured than the wild-type consisting with 

a major change in protein structure. 



65 
 

 

Figure 2.19. HX-MS differences mapped onto the homology model (2A9N14). (a) Peptides with increased deprotection in VH 
W118G compared to the wild-type. (b) Peptides with increased protection in WT scFv in the presence of indole and fluorescein 
(WT+IF) compared to the wild-type scFv alone. (c) Peptides with increased protection in W118G scFv in the presence of indole 
and fluorescein (VH W118G+IF) compared to the VH W118G alone. (d) Peptides with increased deprotection in W118G scFv 
in the presence of indole and fluorescein (VH W118G+IF) compared to WT with indole and fluorescein (WT+IF). Green regions 
represent intermediate effects and blue strong effects. In red site of mutation and in orange Fluorescein atoms in the crystal 
structure. 

 

To locate where in the structure the differences are located, peptide-level hydrogen exchange 

experiments were used. As seen before13, the restored activity is dependent on the concentration of 

indole in solution with a midpoint at 220 μM. Hydrogen exchange-mass spectrometry experiments used 

a 1:1000 molar ratio for scFv:indole to push the equilibrium to favor the bound state and be able to 

locate the structural changes. Additionally, DSF experiments showed an apparent cooperativity between 
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fluorescein binding and indole binding to restore VH W118G structure. Hence, both components were 

added to all systems. Figure 2.6B shows that adding indole and fluorescein to the FITC-E2 WT variant 

induces exchange protection in the peptides nearby to the binding site of the fluorescein as seen in the 

crystal structure14. Residues right at the binding site (46-51, 102-107, 111-114) showed strong protection 

from hydrogen exchange, while residues nearby had intermediate protection. No peptides distal from 

the binding site showed any statistically significant differences compared to the free FITC-E2 WT in 

solution. However, not every residue located at the fluorescein binding site resulted in hydrogen 

exchange protection due to low sequence coverage for WT scFv experiments (see Materials and 

Methods section). Kaiser el al.’s13 differential scanning calorimetry experiments, showed that the 

addition of indole and fluorescein to the FITC-E2 WT caused a decrease in thermal stability (ΔTm ≈ 

0.7°C), but such effect is not detected with hydrogen exchange-mass spectrometry probably for the same 

reason as explained above. HX by FITC-E2 VH W118G in the presence of indole and fluorescein showed 

many peptides with strong and intermediate protection along the whole protein structure (see Figure 

2.6C). Again, strong hydrogen exchange protection was seen in peptides next to the fluorescein binding 

site as well as next to the mutation site (W118). On the chemical rescue of structure model, an indole 

molecule replaces the side chain of the tryptophan in the mutation site. Consequently, it is expected that 

there will be a strong increase in protection in that region as well. Intermediate protection effects were 

also seen at distal regions from the binding and mutation sites, implying that there is a major structural 

change along the whole protein (consistent with a cavity-forming mutation). Finally, Figure 2.6D 

compares the FITC-E2 WT and VH W118G variants both after the addition of indole and fluorescein. A 

single peptide located at the fluorescein binding site showed increased deprotection in the VH W118G 

mutant and a few peptides had intermediate deprotection in regions close to the mutation site. These 

differences in the WT and VH W118G, show that the rescued FITC-E2 VH W118G protein and WT have 

very similar structures. However, there are subtle differences. The difference in deuterium exchange at 

the fluorescein binding site show that both WT and W118G variants bind to fluorescein but the 

interactions are stronger in the WT. This difference could explain why the restored VH W118G does not 
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bind to fluorescein with the same binding affinity as the wild-type (approximately 90%) even at high 

indole concentrations13. These subtle effects in the protein show that both proteins structures are very 

similar but not identical. One of the drawbacks of this chemical rescue of structure is the need for high 

concentrations of indole to restore the activity. These high concentrations make this model less attractive 

for therapeutic use. However, new approaches devising bigger cavities in the protein and different small 

molecules to restore the activity might overcome these problems20. 

Altogether, these results support the model of chemical rescue of structure by the addition of indole after 

a cavity forming mutation in the protein. This is the first time that a single chain variable fragment is 

used as a protein switch, using indole to restore the structure and activity. It is likely that this approach 

can be transferred to other full-length monoclonal antibodies with therapeutic properties and be able to 

modulate its activity to increase on-target activity and reduce possible secondary effects.  
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2.5. APPENDIX A 

Figure 2.A-1. FITC-E2 wild-type peptic peptide coverage map. 

 

Figure 2.A-2. FITC-E2 VH W118G mutant peptic peptide coverage map. 
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Figure 2.A-3. Common peptic peptides for both FITC-E2 wild-type and FITC-E2 VH W118G mutant 
variant. 
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3. CHAPTER THREE: PROTEIN A DOES NOT INDUCE ALLOSTERIC STRUCTURAL 

CHANGES IN AN IGG1 ANTIBODY DURING BINDING 
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structural changes in an IgG1 antibody during binding." Journal of Pharmaceutical Sciences. Copyright Elsevier 2021. 
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3.1. INTRODUCTION 

 
Monoclonal antibodies (mAbs) are the fastest growing category of therapeutic agents due to their high 

specificity, efficacy, and safety.1-5 They are used to treat many disorders such as cancers, cardiovascular, 

infectious and  autoimmune.6 Currently, there are more than 80 therapeutic antibodies approved by the 

US FDA, and more than 570 therapeutic proteins at various clinical stages.7,8 As part of the normal 

manufacturing process, all of these therapeutic agents need to be purified. Impurities such as media, host 

cell proteins, DNA, and aggregates must be removed to ensure the quality of the therapeutic agent and 

to yield a product that is suitable for use in humans.2,9 The appropriate process for the purification of an 

antibody varies and depends on its specific case. However, the most common technique used during 

downstream processing is affinity chromatography.11 Affinity chromatography is based on the ability of 

an affinity ligand that has been immobilized on a matrix or resin to recognize the antibody. The most 

common affinity ligands suitable for antibody purification are protein A, protein G, and protein L.12 

Staphylococcal protein A (SpA) is a 42 kDa protein located on the surface of the Staphylococcus aureus 

bacterium.13 SpA consists of five IgG-Fc binding domains called E, D, A, B, and C. Each of these 

domains consist of a three α-helical motif that has high binding specificity for the Fc-region of most 

immunoglobulins.14 As an example, each of these domains are capable of binding to human IgG1, IgG2, 

and IgG4 with an affinity constant (KA) of ~108.14,15 SpA is stable over a wide range of pH (2-11) and is 

able to refold after treatment with denaturing solutions such as urea and guanidine.11 SpA has been 

reported to also bind to the variable region of the antibody, specifically to the VH3-encoded human 

antibodies.16-18 During the antibody purification process, impurities are washed away after binding the 

antibody to the ligand. Subsequently, elution is achieved using a low pH solution. Since SpA’s 

introduction for IgG purification, many improvements have been made to the native affinity ligand 

through point mutations, most notably, increased stability under alkaline conditions, increased binding 

capacity, and decreased affinity for the Fab region of the antibody.14,19,20 All affinity ligands derived from 

SpA are referred to simply as Protein A (ProA). MabSelect Sure is an alkali stabilized ProA ligand 
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developed by GE Healthcare that is widely used in downstream processing. This ligand is composed of 

four copies of an engineered version of the wild type B-domain followed by  a C-terminal cysteine.21 

Allosteric effects after protein binding are defined as any conformational or dynamic changes that are 

distant from the binding site. Those effects on protein therapeutics22 could be either reversible or 

irreversible 23 and both are a potential concern. Any irreversible conformational change could lead to a 

decrease in efficacy or stability of the drug.24 Many studies have shown evidence of allosteric effects in 

proteins and monoclonal antibodies. Studies on variable regions of identical human Fab domains from 

an IgA1 and an IgG1 showed different antigen affinity and CH1-CL and CH1-VH linkers and interfaces 

with different rigidity in the IgA1.25 This rigidity and affinity difference suggest allosteric effects 

induced in the paratope by distal differences. Additionally, single point mutations in the CDR region of 

an IgG1 can result in significant difference in labelling at distal sites in the CL-CH1 and CH1-CH2 

interfaces, as revealed by fast photochemical oxidation of proteins (FPOP), indicating allosteric effects 

induced in the Fc by changes in the Fab.26 These studies suggest that allosteric coupling between the Fab 

and distal elements, such as the Fc in an IgG, might lead to conformational changes. Furthermore, it has 

been shown that isotype-switch variants of anti-DNA antibodies have different changes in secondary 

structure upon antigen binding, concluding that antigen binding affinity depends on the constant region 

being expressed.27  

More importantly, dynamic light scattering and size exclusion chromatography experiments showed a 

dramatic reduction in the hydrodynamic radius, from 11.5 nm to 5.6 nm in some cases, of three native 

IgG1 monoclonal antibodies after elution from a ProA affinity chromatography column. The degree of 

reduction of the hydrodynamic radius was highly dependent on the ionic strength of the buffer,  and was 

reversible after physiological conditions were restored.28 

Interestingly, several studies suggest allosteric effects in the Fc of an IgG upon antigen binding. 

Tryptophan fluorescence showed a change in the conformation of the Fc  of an IgG1 upon antigen 

binding, representative of an interaction between the paratope and the Fc region.29 Also, binding of 

protein A and protein G to a mouse IgG was inhibited when the antibody bound to a hapten molecule 
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showing that conformational changes in the Fc region upon antigen binding are possible.30 Similar 

results were later obtained with different antibodies using isothermal titration calorimetry and surface 

plasmon resonance.31 Moreover, molecular dynamics simulations showed that antigen binding to an 

IgG1 caused a large conformational change in the Fab and in the CH2 domain resulting in increased FcγR 

binding affinity.32 Those results were recently confirmed using a combination of several experimental 

techniques.33 Concluding that some antigen bindings to human IgG promoted a conformational change 

in the Fc region that increased binding to low affinity Fcγ receptors.  Therefore, there is evidence that 

antigen binding can cause allosteric effects, alter the Fc and inhibit protein A binding. However, there 

is no information that indicates that protein A interactions with the Fc can cause allosteric effects in the 

Fab region and influence antigen binding.  

Due to the widespread use of protein A in the purification process of therapeutic antibodies and the lack 

of knowledge of possible allosteric effects in antibodies during or after interaction with protein A, there 

is a need to understand these interactions and elucidate any allosteric effects induced in antibodies by 

protein A. Here, we used hydrogen exchange-mass spectrometry (HX-MS) to probe conformational 

changes in the NIST monoclonal antibody reference material during interaction with the commercially 

available protein A affinity ligand MabSelect SuRe, both free in solution and immobilized onto a resin. 

The NIST monoclonal antibody reference material (RM8671) is a recombinant humanized IgG1κ with 

low abundance post-translational modifications, high abundance N-terminal pyroglutamination and 

glycosylation of the heavy chains.34 This reference material is one of the most well characterized 

proteins available,35 making it ideal to be used as a model system in our experiments. 

 

3.2. MATERIALS AND METHODS 

3.2.1.  Materials 

NIST mAb RM8671 was obtained from the National Institute of Standard and Technology (NIST; 

Gaithersburg, MD) 34 33 at a concentration of 10 mg/mL in 12.5 mM L-histidine, 12.5 mM L-histidine 
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HCl, pH 6.0. MabSelect SuRe ligand, MabSelect SuRe resin and Sepharose CL-6B were obtained from 

GE Healthcare (Chicago, IL). Premium grade tris (2-carboxyethyl) phosphine hydrochloride (TCEP) 

was purchased from Thermo Scientific (Rockford, IL). Sodium phosphate dibasic (anhydrous), sodium 

chloride, LC-MS grade water and LC-MS 0.1% formic acid in water were purchased from Fisher 

Scientific (Hampton, NH). Guanidine hydrochloride and glycine hydrochloride were purchased from 

Sigma-Aldrich (St. Louis, MO). LC-MS grade acetonitrile containing 0.1% formic acid was obtained 

from Burdick-Jackson (Muskegon, MI). Deuterium oxide (99+ %D) was obtained from Cambridge 

Isotope Laboratories (Tewksbury, MA).  

  

3.2.2.  Sample Preparation 

Stock solutions of NIST mAb reference material and MabSelect SuRe ligand were buffer exchanged 

into 10 mM sodium phosphate, 150 mM sodium chloride buffer at pH 7.01. Buffer exchange was 

performed twice using centrifugal filters pre-rinsed with buffer to eliminate any contamination (Amicon 

Ultra, 0.5 mL, 3 kDa MWCO, MilliporeSigma, Burlington, MA) according to manufacturer’s 

instructions. Samples were stored at 4°C and used within few hours. MabSelect Sure resin and Sepharose 

CL-6B were washed several times into 10 mM sodium phosphate, 150 mM sodium chloride buffer at 

pH 7.01. For the in-solution experiment, a working solution of NIST mAb with MabSelect SuRe ligand 

was prepared by volume to volume mixture at a molar ratio of 1:1 and 2:1 (ProA:mAb) and diluted to a 

nominal concentration of 16.8 µM (for the NIST mAb and ProA ligand) and incubated for 2 hr at room 

temperature; the reference state was NIST mAb in solution at a nominal concentration of 16.8 µM. For 

the resin experiment, 100 µL of MabSelect SuRe resin slurry was added to a concentrated NIST mAb 

solution and diluted to 160 μL (resulting in a nominal concentration for the NIST mAb of 16.8 µM); the 

reference state was prepared identically but using Sepharose CL-6B as the resin. Solutions were placed 

on a LabQuake rotating system and equilibrated at room temperature for 2 hr. NIST mAb concentrations 
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used during the resin experiments are below the dynamic binding capacity for MabSelct SuRe resin as 

reported by the manufacturer. 

 

3.2.3.  Hydrogen exchange-mass spectrometry 

HX labeling for the in-solution experiment was performed using a LEAP Technologies HDX PAL robot 

(Carrboro, NC) with a customized three-valve configuration as described previously.36 For NIST mAb 

and NIST mAb containing MabSelect SuRe ligand in solution experiments, deuterated samples were 

prepared by diluting 5 µL of the working sample in 50 µL of labeling buffer (10 mM sodium phosphate, 

150 mM sodium chloride, pD 7.01) (D2O). The pD was obtained from pH measurements with a glass 

electrode, corrected for the deuterium isotope effect (pD = pH + 0.4).37 Samples were labeled in triplicate 

for each labeling time (60, 360, 1920, 11100, 63360 s) at 25°C. After labeling, 50 µL of each labeled 

sample was quenched with 50 µL precooled quench buffer (200 mM glycine, 0.5M TCEP, 3 M 

guanidine hydrochloride, pH 2.4 in water) at 1°C and held for 5 minutes to improve disulfide bond 

reduction. Non-deuterated controls were prepared identically, but using 10 mM sodium phosphate, 150 

mM sodium chloride, pH 7.01. Immediately after, 85 µL of sample was injected into a temperature-

controlled chromatography cabinet connected to an Agilent 1260 Infinity series LC system. Cabinet 

temperature and equipped LC solvent pre-cooler were maintained at 0°C for all experiments. Injected 

sample was passed over an immobilized pepsin column (2.1 × 50 mm), prepared in house,38 at 200 µL 

min–1 for 180 s with 0.1% formic acid in H2O. The resulting peptic peptides were captured on a 

ZORBAX 300SB-C8 trap (2.1 × 12.5 mm, 5 µm particles) and washed at 200 µL min–1 for 60 s with 

0.1% formic acid in H2O. Desalted peptic peptides were separated on a ZORBAX 300SB-C18 column 

(2.1 × 50 mm, 3.5 µm particles) with a 12-minute linear gradient of 0.1% formic acid in acetonitrile 

increasing from 13% to 35% acetonitrile. Peptide masses were subsequently measured with an Agilent 

6530 Q-TOF mass spectrometer running in ESI-positive mode. Pepsin column washes were performed 

between each sample injection during the elution step to minimize peptide carry-over.36 An independent 
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secondary gradient on trap and column after elution was used to reduce peptide carryover. All HX 

experiments were performed consecutively spanning 48 hours.  

A similar but manual experimental procedure was followed for samples containing MabSelect SuRe 

resin or Sepharose CL-6B. Briefly, 6 µL of working sample was diluted in in 50 µL of labeling buffer 

(10 mM sodium phosphate, 150 mM sodium chloride, pD 7.01) in D2O. Triplicate samples were labeled 

for each labeling time (20, 100, 500, 2500, 12500, 62500 s) at 22±2°C. Samples were placed on a 

LabQuake rotating system during labeling to prevent resin sedimentation. After labeling, 50 µL of each 

labeled sample was quenched with 50 µL precooled quench buffer (200 mM glycine, 0.5 M TCEP, 3 M 

guanidine hydrochloride, pH 2.4 in water) at 1°C and held for 5 minutes. Non-deuterated controls were 

prepared identically, but using 10 mM sodium phosphate, 150 mM sodium chloride, pH 7.01. 

Immediately after, samples were centrifuged (2,000 g for 30 seconds), the supernatant was removed, 

and flash frozen in liquid nitrogen. Samples were stored at –70°C until analyzed. Prior to the analysis, 

samples were thawed at room temperature and placed on the HDX PAL auto sampler for digestion and 

LC-MS analysis as described above. mAb recovery after elution from MabSelect SuRe resin was 104 ± 

3% (triplicate measurements, based on standard BCA assay using the NIST mAb, data not shown). 

HX-MS data were analyzed using HDExaminer (v. 2.4, Sierra Analytics, Modesto, CA). All results were 

manually reviewed and curated. Undeuterated NIST mAb peptic peptides were identified by a 

combination of data-dependent and targeted CID-MS2 in the QTOF using the same LC gradient. MS2 

spectra were matched to the NIST mAb sequence, with fixed modifications, using Agilent BioConfirm 

B.07. Free MabSelect SuRe in the in-solution experiments caused an interference with some NIST mAb 

peptic peptides, resulting in 88% sequence coverage for the heavy chain and 65% sequence coverage 

for the light chain. See Figure 3.B-1. Higher sequence coverage was achieved with the experiments 

involving MabSelect Sure resin, bringing 98% sequence coverage for the heavy chain and 100% 

sequence coverage for the light chain for the NIST mAb, as shown in Figure 3.B-2.  

The in-solution and resin data set had pooled standard deviations of 0.11 Da. Differential HX data were 

tested for significance using the hybrid significance testing criteria method39 using an in-house Matlab 
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script. Mean HX differences from labeling replicates were classified as significant when the mean 

centroid mass difference of each peptide at each labeling time point (ΔD) was higher than a critical value 

(0.5057 Da for the in-solution and experiment and 0.4263 Da for the resin experiment), and a Welch’s 

two-sample t test had p < 0.01. Normalized HX differences (ΔHX) for each peptide were obtained by 

dividing by the theoretical maximum exchange (number of backbone amide hydrogens in each peptide, 

excluding the N-terminal amide). The absolute values of the normalized differences were then clustered 

using k-means clustering with k = 3 to define thresholds for strong, moderate, and negligible HX 

differences as described previously.40,41 For visualization of the HX observations, a homology model 

was constructed based on a combination of PBD 5K8A42 and 5VGP.43 Peptides with strong or moderate 

effects as shown by the k-means clustering were mapped onto the homology model. When two 

overlapping peptides had different clustering, priority was given to the strongest effect. Following HX-

MS community standards43, additional HX details such as: back exchange measurements, all HX-MS 

uptake plots, and metadata are available online (see Supporting Information in Rincon Pabon et al10). 

 

3.3. RESULTS 

 Hydrogen exchange-mass spectrometry was employed to identify allosteric effects in the NIST 

mAb induced by interaction with a commercially available protein A ligand. Two separate experiments 

were completed using the protein A ligand, MabSelect SuRe. The first one utilized the free ligand in 

solution, in the second one the ligand was attached to a resin. Free mAb in solution and mAb with 

uncoupled resin were used as reference states, respectively.  

3.3.1. ProA binding induces a decrease in backbone flexibility in the CH2 and CH3 regions 

HX-MS measurements of NIST mAb bound to MabSelect SuRe in solution (1:1 molar ratio) revealed 

many regions with protection from deuterium exchange compared to the unbound NIST mAb reference 

state. Figure 3.1a shows representative uptake plots for heavy chain peptides with strong, moderate, 

and negligible increases in protection from deuterium exchange. Statistical analysis39 of the differential 



80 
 

HX-MS data (see Figure 3.2) identified several peptides that became strongly protected by ProA 

binding (residues 244-255 in the HC) and moderately protected by ProA binding (residues 238-243, 

256-265, 309-321, 337-351 and 426-449 in the HC) in the CH2 and CH3 domains of the heavy chain. No 

significant changes in HX were detected in the light chain.  

 

MabSelect SuRe binds to antibodies through the Fc region,17 specifically through the region between 

the CH2 and the CH3 domains. Contrary to previously published data,17 a study by Batch et al. suggested 

that MabSelect SuRe can also interact with the Fab regions coming from the VH3 family of antibodies.44 

Figure 3.20 Representative uptake plots showing the effect of ProA binding to the NIST mAb. (a) NIST mAb and NIST mAb bound 
to MabSelect SuRe in solution (1:1 ratio). (b) NIST mAb with Sepharose and NIST mAb bound to MabSelect SuRe resin. Error bars 
represent the 95% confidence intervals from triplicate measurements. 
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While the NIST mAb is not a VH3 encoded antibody,45,46 the interactions might still be possible. To 

examine this possibility, we increased the concentration of the MabSelect SuRe ligand in solution to 2:1 

(ProA:mAb) molar ratio to drive the binding equilibrium to favor the bound state. Statistical analysis of 

the HX-MS data (see Figure 3.B-4) from this experiment identified the same protected regions in the 

CH2 and CH3 domains plus an additional peptide in the CH3 region (residues 414-425), as shown in 

Figure 3.4. The presence of the additional protected peptide in this region is due to a smaller critical 

value (|ΔD| ≥ 0.44 Da) that classifies the HX difference as significant in the 2:1 experiment, but not in 

the 1:1 experiment. Additionally, 2:1 ProA binding caused a moderate increase in flexibility in peptides 

in the light chain of the Fab region (light chain residues 46-53, 115-124 and 172-180 in the LC) among 

the CDRL2 and CL regions (see Figure 3.B-3). This increase in HX when ProA binds at 2:1 suggests 

an allosterically induced increase in backbone flexibility. It is possible that at the 2:1 ratio, two separate 

ProA molecules each bind to one of the two available Fc sites and that this dual engagement leads to 

allosteric effects in the Fab. However, more experiments evaluating this hypothesis would be required. 

It is important to note that Figure 3.2 and S3.4 show HX differences in the statistically significant region 

(black dots) that were subsequently classified as negligible by the k-means clustering (see Materials and 

Methods section). Although the absolute magnitude of the HX effects were significant (horizontal axis 

of the volcano plots in Figures 3.2a and 3.3a), when the effects were normalized for the number of 

exchangeable amide hydrogens, the relative HX protection became negligible.  
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Biophysical characterization of the in-solution antibody-ProA complex is experimentally convenient 

because there is no interference caused by the resin, but it may not be a realistic model of the interactions 

between an antibody and ProA immobilized onto a resin. The interaction between immobilized ProA 

and the antibody is more relevant from a downstream processing perspective. To examine the 

interactions of the NIST mAb with the MabSelect SuRe resin, we used HX-MS to compare NIST mAb 

bound to immobilized ProA and the NIST mAb in the presence of unloaded resin. Sepharose is an ideal 

resin for this control state, since both MabSelect SuRe and Sepharose are agarose matrices with similar 

physical and chemical properties. Figure 3.1b shows representative uptake plots for peptides with 

strong, moderate, and negligible changes in HX. Statistical analysis for this data set (see Figure 3.3) 

identified several peptides that became strongly protected by ProA binding (residues 244-255 in the HC) 

and moderately protected (residues 238-243, 256-265, 309-321, 337-351, and 414-449 in the HC) in the 

CH2 and CH3 domains. The regions of protection are consistent with both the 1:1 and 2:1 in-solution HX 
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Figure 3.21 Statistical analysis for the MabSelect SuRe in solution (1:1 ratio) experiment. (a) volcano plot for identification of 
peptides with significant differences and magnitude of the effects. Negligible (black), moderate (yellow) and strong (blue) effects 
as revealed by k-mean clustering of the data. Red dashed lines in the volcano plot represent significance thresholds (horizontal 
sig. threshold = 2, vertical sig. threshold = ±0.5057Da) as defined by Hageman et al.38 Note: black dots above the threshold 
limits are statistically significant but considered negligible effects since the normalized magnitude is too small. (b) histogram 
distribution of normalized HX differences (for all peptides at each labeling timepoint) used for the k-means clustering. Normalized 
differences were clustered into 3 bins, for negligible, moderate, and strong effects. Red dashed lines in the histogram (±0.0225 
and ±0.1578) represent the threshold limits for each cluster. 
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measurements. Importantly, unlike 2:1 in-solution experiment, there are no significant increases in HX 

when NIST mAb is bound to immobilized ProA, probably because at low antibody concentrations (<40 

mg/mL resin) the most probable binding stoichiometry between an antibody and MabSelect SuRe resin 

is 1:1.47 

 

3.3.2. All peptides with decreased backbone flexibility contained residues located on the ProA:Fc 

interface 

Figure 3.4 shows the strong and moderate effects on HX of the NIST mAb mapped onto the homology 

model of the antibody as revealed by the k-means clustering. As expected, all the protected residues 

detected by HX-MS are in the expected ProA binding region, between the CH2 and CH3 domains. There 

is no crystal structure of MabSelect SuRe bound to an antibody, however the crystal structures of 

complexes of SpA domain B48,49 and C50 bound to Fc are available. MabSelect SuRe consists of a 
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Figure 3.22 Statistical analysis for the MabSelect SuRe resin experiment. (a) volcano plot for identification of peptides with 
significant differences and magnitude of the effects. Negligible (black), moderate (yellow) and strong (blue) effects as revealed 
by k-mean clustering of the data. Red dashed lines in the volcano plot represent significance thresholds (horizontal sig. threshold 
= 2, vertical sig. threshold = ±0.4263Da) as defined by Hageman et al.38 Note: black dots above the threshold limits are 
statistically significant but considered negligible effects since the normalized magnitude is too small. (b) histogram distribution 
of normalized HX differences (for all peptides at each labeling timepoint) used for the k-means clustering.  Normalized differences 
were clustered into 3 bins, for negligible, moderate, and strong effects. Red dashed lines in the histogram (±0.0157 and ±0.1621) 
represent the threshold limits for each cluster. 
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tetramer of a proprietary domain Z that is an engineered analogue of the B domain of SpA.44,51 Therefore, 

it is reasonable that the crystal structure of the complex between the SpA B domain and the Fc is a good 

model of the ProA:NIST mAb complex used in our experiments. Figure 3.5 compares the protected 

regions detected by HX-MS with the Fc interface in the antibody-SpA B domain complex obtained by 

the analysis of crystal structure (PBD 5U4Y48) using PDBePISA software.52 There is good correlation 

between the interface mapped by X-ray crystallography (red horizontal stripes) and the protected regions 

detected by HX-MS (blue and yellow peptides). A single peptide, HC 339-351, exhibited slowed 

hydrogen exchange upon ProA binding. However, this region is not located in the interface and the 

result is not corroborated by overlapping peptides, suggesting a potential false positive.  

Every Fc residue in the SpA B-domain interface was strongly or moderately protected according to the 

hydrogen exchange data for the resin experiment and altered hydrogen exchange was only detected in a 

single peptide located away from the interface. These HX-MS results strongly suggest that there are no 

allosteric effects in the NIST mAb induced by interaction with the protein A ligand. There are a few 

false negatives, peptides 290-314, 300-328, 310-312, 317-330, 317-331 and 414-431 that cover 

interfacial residues but were classified as non-significant based on the HX measurements, as shown in 

Figure 3.5. This classification is due to either a high standard deviation for those peptides that render 

them non-significant based on hybrid significance testing or because the protection was so small 

compared to other peptides that they were clustered as negligible differences.  
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Figure 3.23 HX-MS differences provoked by binding to (a) MabSelect SuRe in solution (1:1 ratio) (b) MabSelect SuRe in 
solution (2:1 ratio) and (c) MabSelect SuRe resin mapped onto the NIST mAb homology model. Yellow represents moderate 
protection, blue strong protection and orange deprotection or faster exchange. No changes were detected in the hinge region. 
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3.4. DISCUSSION 

The impact of protein A binding on the higher order structure of an IgG1 as assessed by hydrogen 

exchange-mass spectrometry was evaluated here. To our knowledge this is the first study assessing 

allostery in a mAb during interaction with ProA ligand using HX-MS. While studying protein A attached 

onto a resin is feasible, the HX workflow becomes more difficult because of the need for resin removal 

(see Materials and Methods). Figure 3.4 shows that almost identical HX protection results were obtained 

when NIST mAb was bound to either MabSelect SuRe in solution or attached to a resin. Residues HC 

414-425 were moderately protected in the resin experiment but not in the solution experiment. This 

additional protected region on the Fc was not detected in the solution experiment due to peptide 

interference/overlap, most likely from intact ProA (see Materials and Methods section). Even though 

both experiments gave similar results, in-solution ProA might not be a reliable model since there is poor 

coverage in the light chain. Additional steps to increase the coverage might be needed to get a more 

convenient model to investigate the interaction between antibodies and ProA. In-solution experiments 

used both 1:1 and 2:1 molar ratios, these ratios give the relationship of total molecules in solution and 

do not specify the binding stoichiometry. HX measurements give an ensemble average deuterium uptake 

between both states weighted by the population of the bound state. Figure 3.4 shows both Fc chains 

perturbed when bound to ProA for a better representation regardless of binding stoichiometry. 

The segment with strong protection in the CH2 domain (244-254) has been previously identified as a 

potential aggregation hotspot in similar IgG1 mAbs.53 Increase in flexibility in this region have been 

correlated with point mutations,54 excipients effects,55,56 methionine oxidation, 57,58 changes in 

glycosylation57,59,60 and to drug conjugation to free cysteine residues.61 We previously suggested that 

limiting the flexibility of this region might provide higher thermostability and resistance to aggregation 
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in IgG1 mAbs.54 This suggestion is supported by Zhang et al.62 who demonstrated that ProA interactions 

with the Fc limit the Fc-Fc interactions between mAbs,  thus inhibiting aggregation.   

 

Increase in overall production of biopharmaceutical products has forced a need to work with higher 

volumes and the use of multiple purification processes, which require high stability of the process and 

a strict control of the product.63 With that in mind, it is crucial to eliminate possible alterations to the 

product during downstream processes. It is possible to have a reversible allosteric unfolding in the 

Figure 3.24 Correlation between HX protection in the NIST mAb heavy chain (blue and yellow) for the resin experiment with the 
SpA B domain interface mapped by X-ray crystallography (PDB 5U4Y48) (red) as defined with a buried surface area > 0 Å2. The 
vertical axis is the heavy chain residue numbering and the horizontal axis is the peptide number (see peptide list in the SI10). 
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variable domains of the NIST mAb when bound in solution to ProA at a 2:1 molar ratio, however, 2:1 

ProA:mAb ratio is  unrealistic when considering immobilized ProA, since achieving 2:1 binding would 

require an extremely high ProA surface coverage on the resin and use well above the recommended 

dynamic binding ratio.47  There is no evidence that the Fc-ProA binding causes any reversible allosteric 

conformational changes when 1:1 ratio ProA:mAb, but lack of coverage in the light chain could hide 

some effects. In the case of binding to the ProA resin, there is no evidence of reversible allosteric effects. 

This result indicates that utilizing immobilized ProA affinity ligands to purify monoclonal antibodies in 

downstream processes does not provoke unfolding in the IgG1 when it is bound to ProA. This result is 

important because such allosteric unfolding could cause instability or co-purification of contaminants 

when resin is used. It is important to note that the NIST mAb (RM8671) was produced in murine 

suspension culture and had undergone biopharmaceutical industry standard upstream and downstream 

purification processes.64 With that in mind, the NIST mAb used for our experiments had already been 

exposed to protein A purification. It is possible that the previous exposure to protein A provoked an 

irreversible conformational change in the structure that would be undetectable with our measurements.  

In summary, our study shows many peptides in the CH2 and CH3 domains become protected right at the 

binding site when ProA binds. We are able to rule out reversible allosteric effects in the NIST mAb 

when ProA attached onto a resin is used. It is probable that these interactions and effects are mAb-

specific and can not be extrapolated to other IgGs. However, we would expect that heavily conserved 

domains in other IgG1s would behave similarly. To further evaluate allosteric effects in mAbs bound to 

a ProA ligand, it is necessary to extend this work to other mAbs as well with as naïve mAbs that have 

not been exposed to a protein A affinity medium. 
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3.5. APPENDIX B 

 

 

 

  

 

Figure 3.B-1. NIST mAb peptic peptide coverage map for the in-solution MabSelect SuRe 

experiment. 
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Figure 3.B-2. NIST mAb peptic peptide coverage map for the MabSelect SuRe resin experiment. 
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Figure 3.B-3. Uptake plots for light chain peptides with increased flexibility in the in-solution 

experiment with MabSelect SuRe 2:1 ratio. Error bars represent the 95% confidence interval for 

triplicate measurements of HX for each time point. 
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Figure 3.B-4. Statistical analysis for the MabSelect SuRe in solution (2:1 ratio) experiment. (a) volcano 

plot for identification of peptides with significant differences and magnitude of the effects. Negligible 

(black), moderate (yellow) and strong (blue) effects as revealed by k-mean clustering of the data. Red 

dashed lines in the volcano plot represent significance thresholds (horizontal sig. threshold = 2, vertical 

sig. threshold = ±0.5057Da) as defined by Hageman et al.38 Note: black dots above the threshold limits 

are statistically significant but considered negligible effects since the normalized magnitude is too small. 

(b) histogram distribution of normalized HX differences (for all peptides at each labeling timepoint) 

used for the k-means clustering. Normalized differences were clustered into 3 bins, for negligible, 

moderate, and strong effects. Red dashed lines in the histogram (±0.0291 and ±0.1961) represent the 

threshold limits for each cluster. 
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4.1. INTRODUCTION 

Protein therapeutics are revolutionizing the global market of pharmaceutical drugs due to the high 

specificity, efficacy, and lower risks to develop secondary effects after administration1,2. Therapeutic 

proteins have been used successfully in the treatment of many diseases such as cancers, autoimmune 

and infectious diseases. The types of therapeutic proteins available for treating such diseases include 

monoclonal antibodies (mAbs), enzymes, hormones, interleukins, interferons and many more3. As of 

late 2019, more than 570 therapeutic mAbs have been studied in clinical trials4 and 79 therapeutic mAbs 

have been approved by the FDA5. Seven of the top 10 highest-selling drugs globally in 2019, were 

protein therapeutics, and five of them antibodies6, showcasing the importance of this class of 

therapeutics and their exponential growth in the last decades. 

The therapeutic activity of these proteins is governed by their higher-order structures (HOS), loss or 

change of HOS might decrease or affect the desired therapeutic properties. Protein therapeutics have 

very complex structures, highly sensitive to external conditions, hence production of these 

pharmaceuticals is challenging and requires many optimization processes to ensure efficacy, safety and 

quality7. One the biggest concerns is aggregation of the proteins during production, storage, 

transportation or administration steps8, since aggregates can lead to loss of efficacy or to possibly 

develop immunogenicity responses9. The success of protein therapeutics is then highly dependent upon 

delivering the protein in its active form to the site of action. To achieve that goal, special protein 

formulations are developed that ensure that proteins remains physically, chemically and biologically 

stable during storage, administration and until reaching the site of action10. Formulation optimization is 

a challenging process that evaluates and improves protein stability by adjusting solution composition. 

Some of the factors evaluated are temperature, presence of excipients, ionic strength, introduction of co-

solvents and many more. Often, formulations are unique for each developed therapeutic protein. A 

typical antibody formulation is composed of the antibody, a buffer, and a combination of excipients that 

vary widely. A recent review of formulations of commercially available antibodies showed how variable 
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these formulations can be6: antibody concentrations ranging from 0.012 to 200 mg/mL; pH values from 

4.8 to 8.0; buffer concentrations between 0.02 M to 0.1 M; varied non-ionic excipients (such as trehalose 

or sorbitol); several lyoprotectants for mAbs formulated as solids (such as sucrose or mannitol); tonicity-

adjusting agents (most common one is sodium chloride); many surfactants (such as PS20 or PS80), 

different chelators and more6. More importantly, therapeutic antibodies need to be able to withstand 

changes in pH without permanently affecting their functions. During normal administration, distribution, 

action, metabolism, and elimination of the mAbs in the human body, they are exposed to a wide range 

of pH environments from 5.9 to 7.411,12. Thus, after administration they face microenvironments with 

concentration of hydronium ions (H+) that can differ more that 30-fold. Although the difference in pH 

is necessary for the normal metabolism of the drugs (a decrease in pH in the endosomes is responsible 

for the high affinity binding of the mAbs to the FcRn receptors12; a crucial step in antibody recycling), 

it is imperative to know if there are any structural changes in the antibody after such drastic pH changes. 

Hydrogen exchange-mass spectrometry (HX-MS) has emerged as a powerful technique to probe protein 

dynamics, elucidate structural changes, for formulation development in protein therapeutics, and other 

applications 13,14. The effect of pH on antibody stability has been evaluated before15-17. It is known that 

changing the pH can vary the aggregation propensity of a protein, however, little is known about the 

structural changes provoked by these changes in pH. A clear insight into the structural changes in the 

antibodies could lead to better understanding of the stability and aggregation mechanisms of antibodies 

as well as enhanced formulations. Here, we used hydrogen exchange-mass spectrometry (HX-MS) to 

identify conformational changes in the NIST reference mAb when exposed to different formulation pHs. 

The range of pH selected, 5-8, for this study encompass the physiological and formulation pHs to which 

mAbs are usually exposed.  

 

4.2. MATERIALS AND METHODS 

4.2.1.  Materials 
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NIST mAb RM8671 was obtained from the National Institute of Standard and Technology (NIST; 

Gaithersburg, MD) at a concentration of 10 mg/mL in 12.5 mM L-histidine, 12.5 mM L-histidine HCl, 

pH 6.0. Premium grade tris (2-carboxyethyl) phosphine hydrochloride (TCEP) and bradykinin were 

purchased from Thermo Scientific (Rockford, IL). Sodium phosphate dibasic (anhydrous), sodium 

chloride, urea, citric acid (anhydrous), LC-MS grade water and LC-MS 0.1% formic acid in water were 

purchased from Fisher Scientific (Hampton, NH). LC-MS grade acetonitrile containing 0.1% formic 

acid was obtained from Burdick-Jackson (Muskegon, MI). Synthetic peptide YPI was purchased from 

LifeTein (Someset, NJ). Deuterium oxide (99+ %D) was obtained from Cambridge Isotope Laboratories 

(Tewksbury, MA). Internal exchange reporter compounds TM-65 (5-(methoxycarbonyl)-1,3-

dimethylbenzimidazolium) and TM-6818 (1,3,5-trimethylbenzimidazolium) were a gift from Prof. 

Miklos Guttman (University of Washington, Seattle, WA).  

4.2.2.  Sample Preparation 

Four stock solutions of NIST mAb reference material were buffer exchanged into 5 mM sodium 

phosphate, 5 mM sodium citrate, 100 mM sodium chloride buffer with pH values 5.00, 6.00, 7.00 and 

8.00 ±0.02. Buffer exchange was performed twice using centrifugal filters pre-rinsed twice with buffer 

to eliminate contamination (Amicon Ultra, 0.5 mL, 3 kDa MWCO, MilliporeSigma, Burlington, MA) 

according to manufacturer’s instructions. Samples were stored at 4°C and used within a few hours. 

Working solutions of NIST mAb at different pHs were diluted to a nominal concentration of 16.8 µM. 

All working solutions contained approximately 7 μM bradykinin, synthetic peptide YPI and internal 

exchange reporter compounds TM-65 and TM-68. 

 

4.2.3.  Hydrogen exchange-mass spectrometry 

Hydrogen exchange labeling was performed using a LEAP Technologies HDX PAL robot (Carrboro, 

NC) with a customized three-valve configuration as described previously19. Deuterated samples were 
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prepared by diluting 5 µL of the working sample in 50 µL of labeling buffer (5 mM sodium phosphate, 

5 mM sodium citrate, 100 mM sodium chloride with pD values 5.00, 6.00, 7.00 and 8.00 ±0.02 in D2O). 

The pD was obtained from pH measurements with a glass electrode, corrected for the deuterium isotope 

effect (pD = pH + 0.4)20. Samples were labeled in quadruplicate for each labeling time (see Table 4.1) 

at 25°C. After labeling, the HX reaction was quenched with a 1 to 1 dilution with precooled quench 

buffer (8 M urea, 1.0 M TCEP) to a final pH of 2.5 at 1°C, aspirated 8 times to improve mixing and then 

held for 500 seconds to enhance disulfide bond reduction. Non-deuterated controls were prepared 

identically, but using 5 mM sodium phosphate, 5 mM sodium citrate, 100 mM sodium chloride with pH 

values 5.00, 6.00, 7.00 and 8.00 ±0.02 in H2O. Immediately after the 500 s hold, 80 µL of sample was 

injected into a temperature-controlled chromatography cabinet connected to an Agilent 1260 Infinity 

series liquid chromatography system. Cabinet temperature and equipped liquid chromatography solvent 

pre-cooler were maintained at 0°C for all experiments. Injected sample was passed over an immobilized 

pepsin column (2.1 × 100 mm), prepared in house,21 at 200 µL min–1 for 180 s with 0.1% formic acid in 

H2O. The resulting peptic peptides were captured on a ZORBAX 300SB-C8 trap (2.1 × 12.5 mm, 5 µm 

particles) and washed at 200 µL min–1 for 60 s with 0.1% formic acid in H2O. Desalted peptic peptides 

were separated on a ZORBAX 300SB-C18 column (2.1 × 50 mm, 3.5 µm particles) with a 12-minute 

linear gradient of 0.1% formic acid in acetonitrile increasing from 13% to 35% acetonitrile. Peptide 

masses were subsequently measured with an Agilent 6530 Q-TOF mass spectrometer running in ESI-

positive mode. Pepsin column washes were performed between each sample injection during the elution 

step to minimize peptide carry-over.19 An independent secondary gradient on trap and column after 

elution was used to reduce peptide carryover. 

Table 4.1 HX experiment labeling times 

Solution Experimental labeling times (s) 
pH 5 320 860 3200 8600 32000 60000 86000     
pH 6 32 86 320 860 3200 6000 8600     
pH 7   32 86 320 600 860 3200 10000 32000 86000 
pH 8     32 60 86 320 1000 3200 8600 
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HX-MS data were analyzed using HDExaminer (v. 3.2, Sierra Analytics, Modesto, CA). All results were 

manually reviewed and curated. Undeuterated NIST mAb peptic peptides were identified by a 

combination of data-dependent and targeted CID-MS2 in the QTOF using the same liquid 

chromatography gradient. MS2 spectra were matched to the NIST mAb sequence, with fixed 

modifications, using Agilent BioConfirm B.07. In-line digestion of the NIST mAb, resulted in 95% 

sequence coverage for the heavy chain (HC) and 98% sequence coverage for the light chain (LC). See 

Figure 4.1.  

 

Figure 4.25 NIST mAb peptic peptides coverage map for the hydrogen exchange experiments. Top figure represent the coverage 
map for the heavy chain (HC) and bottom one for the light chain (LC) of the NIST mAb. Coverage maps were made using MSTools22. 

HC 

LC 
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Correction of experimental labeling times at different pHs to a common reference state was done using 

equation 4.1 as established before23,24: 

 𝑐𝑐 = 𝑐𝑐ref10∆pH (4.1) 

Where t is the labeling time at the measured pH, tref is the equivalent labeling time measured at the 

selected reference pH, and ΔpH is the difference between the reference state and the measured sample 

pH values (ΔpH = pHref - pH).  

When two states shared the same labeling times after the mathematical correction using equation 4.1, 

differential HX (ΔD= D–Dref) data were tested for significance using the hybrid significance testing 

criteria method25 using an in-house Matlab script. For all comparisons, the pH 7 dataset was used as the 

reference state. Mean HX differences from labeling replicates were classified as significant when the 

absolute value of the mean centroid mass difference of each peptide at each labeling time point (|ΔD|) 

was higher than a critical value (0.4059 Da) for the pH 5 vs. pH 7 comparison and 0.4275 Da for pH 6 

vs. pH 7 comparison), and a Welch’s two-sample t test had p < 0.01. Normalized HX differences (ΔHX), 

were obtained by dividing ΔD by number of backbone amide hydrogens in each peptide, excluding the 

first two residues. The absolute values of the normalized differences were then clustered using k-means 

clustering with k = 3 to define thresholds for strong, intermediate, and negligible HX differences, as 

described previously26,27. Labeling times conversion from the pH 8 experiment to the reference state was 

done using the ratio of the calculated exchange rates for the IER compounds TM-65 and TM-68 as 

described previously18. To identify HX changes for the pH 8 vs. pH 7 comparison, the areas between 

uptake curves for each peptide were used (see section 4.3.3 for further details). The area between curves 

was determined by calculating the area of a spline function based on the experimental data points (see 

Figure 4.C-1) using an in-house R-script (see Table 4.C-1 in appendix C). Spline functions were 

integrated from log(t)=2.30 to log(t)=4.73 (first and last labeling time point at pH=8 after empirical 

correction) using the DescTools R package28. Normalized areas between curves were clustered as 

described above with k = 3. For visualization of the HX observations, a homology model was constructed 
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based on a combination of PBD 5K8A29 and 5VGP30. Only peptides with strong effects identified by the 

k-means clustering were mapped onto the homology model. When two overlapping peptides presented 

conflicting results (different clustering), priority was given to the strongest effect. Following HX-MS 

community standards43, additional HX details such as back exchange measurements and peptide 

coverage redundancy are available in Appendix C. 

 

4.3. RESULTS 

To identify structural changes in the NIST reference mAb when exposed to different formulation pH 

values, hydrogen exchange-mass spectrometry was used. Since changes in pH inherently change the 

chemical exchange rate for the experiments, a mathematical correction to the experimental labeling 

times was performed, as described in the Experimental section18,23,24. Four formulation pH values were 

employed (5, 6, 7 and 8) that encompass all endogenous and formulation pHs that mAb are normally 

exposed to during production, storage, and administration. In all cases pH 7 was used as the reference 

state. 

4.3.1. Evaluation of the time point conversion using IER compounds 

To determine if the mathematical labeling time correction works under the experimental conditions, 

synthetic peptide YPI and internal exchange reporter compounds TM-65 and TM-68 were used. Figure 

4.2 shows the uptake plot for synthetic peptide YPI31 at different pH values after all experimental 

labeling times were corrected using equation 4.1 to the same reference state. 
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Figure 4.26. Deuterium uptake plot for synthetic peptide YPI measured at different pH. Labeling timepoints have been converted 
to the reference state (pH =7) using equation 4.1. Error bars represent the 99% confidence interval for quadruplicate 
measurements of HX at each labeling time. 

Figure 4.2 shows very different deuterium uptake kinetics for the synthetic peptide at different pHs after 

the labeling time correction. These results could indicate that either the mathematical correction used 

does not work properly, or that the synthetic peptide YPI does not behave ideally and does not work as 

an internal standard for these HX experiments. YPI has a single amide, located at the C-terminus. C-

terminal amides have been previously reported to have a complex pH-dependent exchange18, this could 

explain why the deuterium uptake at the same nominal labeling time is so different. Additionally, Figure 

4.2 shows that YPI get fully deuterated at pH 7 in a matter of minutes. That small exchange time window 

limits the use of YPI as an internal reference compound. To further evaluate if the mathematical 

correction was working, IER compounds TM-68 and TM-65 were used18. 
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Figure 4.27 Deuterium uptake plots for IER compounds TM-68 and TM-65 measured at different pH values. Labeling timepoints 
have been converted to the reference state (pH =7) using equation 4.1. Error bars represent the 99% confidence interval for 
quadruplicate measurements of HX at each labeling time. 

Figure 4.3 shows deuterium uptake plots for both IER compounds TM-65 and TM-68 measured at 

different pH values with labeling times converted to the same reference state by using equation 4.1. For 

both compounds, experimental data at pH 5, 6 and 7 exhibit almost indistinguishable kinetics. Since the 

IER compounds do not have secondary structure, the deuterium uptake will only depend on solution 

conditions and hence overlapping curves demonstrate that the time point conversion used is working 

properly at those pH values. Interestingly, both IER compounds at pH 8 shows a different behavior, 

based on pH 8 vs. pH 7 uptake plots using equation 4.1 correction (Figure 4.3) pH 8 showed slower 

corrected exchange compared to the reference state. These results indicate that the mathematical labeling 

time point conversion at pH 8 is not accurate and should not be used to compare further experiments at 

that pH value. Murphree et al.18, used the experimental chemical exchange rate constant average ratio 

(by fitting the data to a single exponential equation) of both IER compounds to convert the labeling time 

points. Figure 4.C-2 shows the fitted curve lines with the calculated exchange rate constants for the pH 

7 and pH 8 data sets. The calculated exchange rate ratio for TM-68 is 7.0 while for TM-65 is 5.4. Based 

on equation 4.1, the expected ratio is 10, however the mean rate constant for both compounds at those 

pH values is 6.2. That average ratio can now be used as a time point shift factor to convert the labeling 

timepoints from pH 8 to the reference state as shown in equation 4.2. 
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 𝑐𝑐𝑝𝑝𝑝𝑝 8 = 6.2𝑐𝑐ref (4.2) 
 

 NIST mAb labeling times at pH 5 and 6 were converted to the reference time scale by using the 

mathematical approach while pH 8 used the experimental factor 6.2 to convert labeling times at pH 8 to 

the reference state. This experimental timepoint conversion, causes a “misalignment” in the HX labeling 

times, preventing the use of the differential HX statistical analysis, and forcing the use of an alternative 

method utilizing the area between curves.  

Changes in ionic strength can impact the chemical exchange rate constant. The effect on the chemical 

exchange rate constant depends on the local microenvironments and electrostatic fields of the protein32. 

Hence, changes in ionic strength could positively or negatively affect the exchange depending on the 

region of the protein. Here, we used a McIlvaine buffer at four different pH values (5, 6, 7 and 8). The 

McIlvaine buffer is a citric-phosphate buffer, with a buffer range from pH 3 to 8. Mass balance for the 

ionic species and total ionic strength for the 5 mM sodium phosphate, 5 mM sodium citrate, 100 mM 

sodium chloride buffer used in the HX experiments at different pH values calculated using Visual 

MINTEQ v3.1 software (considering Molarity (M) = molality (m) for all solutions used and neglecting 

the ionic contribution from the strong acid/base used to adjust the pH) is presented in table 4.2. 

Table 4.2.Mass balance for ionic species and total ionic strength values for the McIlvaine buffer used in the HX experiments at 
different pH values. 

 pH 5 pH 6 pH 7 pH 8 
Ion Concentration (mM) 

Citrate3- 0.487 2.239 3.129 3.261 
Cl1- 96.815 96.871 96.915 96.933 
H1+ 0.013 0.001 0.000 0.000 

H2-Citrate- 0.906 0.040 0.001 0.000 
H2PO4

- 4.427 3.852 1.659 0.247 
H3-Citrate(aq) 0.009 0.000 0.000 0.000 

H3PO4 0.004 0.000 0.000 0.000 
H-Citrate2- 3.323 1.500 0.207 0.021 

HPO4
2- 0.059 0.518 2.250 3.367 

Na1+ 106.030 105.010 104.120 103.770 
Na2HPO4(aq) 0.001 0.009 0.039 0.058 

Na2PO4
- 0.000 0.000 0.000 0.000 

Na-Citrate2- 0.274 1.220 1.664 1.718 
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NaCl(aq) 3.184 3.129 3.084 3.067 
NaH2PO4(aq) 0.485 0.414 0.176 0.026 

NaHPO4
- 0.024 0.206 0.876 1.301 

NaOH(aq) 0.000 0.000 0.000 0.000 
NaPO4

2- 0.000 0.000 0.000 0.000 
OH- 0.000 0.000 0.000 0.001 
PO4

3- 0.000 0.000 0.000 0.000 
Ionic Strength: 0.114 0.119 0.124 0.126 

 

The calculated range of ionic strength for the buffers used goes from 0.114 to 0.126. However, those 

calculation do not consider the ionic contribution coming from the strong acid/base used to adjust the 

pH to the proper value. That contribution could affect the ionic strength calculation, especially for the 

pH 8 buffer that required higher amount of strong base to reach the desired pH. Nevertheless, we expect 

the experimental ionic strength of the buffers used for the HX experiments be within 20% of the 

calculated values shown in Table 4.2. The influence in the chemical exchange rate is expected to be 

minimal32, although an increase in ionic strength is likely to contribute to a greater deviation in the HX 

measurements. Figure 4.3 shows that the IER compounds at pH 8 have a slower chemical exchange rate 

compared to the other pH values. It is possible that the increase in ionic strength at pH 8 is responsible 

for decreasing the chemical exchange rate at pH 8, however the change in the rate constant is big enough 

that more likely there are additional unidentified sources of deviation in the system. Additional 

experiments need to be performed to identify them. 

4.3.2. Changes in mAb conformation and dynamics at pH below 7  

HX-MS measurements of the NIST reference mAb at pH 6 revealed many regions with increased 

flexibility compared to pH 7 after the time point conversion using equation 4.1 was performed. Statistical 

analysis for the data set (see Figure 4.4a) showed many peptides with intermediate increase in flexibility 

along the whole structure and nine peptides with strong increase in flexibility (residues 95-105, 238-

255, 322-359, 372-382 in the HC). No strong significant changes were identified in the LC. Similarly, 

HX-MS measurements of the NIST reference mAb at pH 5 revealed many regions with deprotection 

compared to pH 7 after the time point conversion using equation 4.1 was used. Statistical analysis25 of 
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the differential HX-MS data (see Figure 4.4c) identified several peptides with strongly increased 

flexibility at pH 5 (residues 95-105, 238-255 and 309-321 in the HC) and many more with moderately 

increased flexibility for both the HC and LC. No peptides in the LC showed strong effects. Even though 

most ΔD differences are not statistically significant, both Figure 4.4a and 4.4c show a clear systematic 

bias towards faster HX at lower pH. This systematic bias emerges because either the pH correction 

introduced a systematic error or because lowering the pH globally stimulates HX in the NIST mAb.  

 
Figure 4.28 Statistical analysis for the NIST mAb at pH 6 and 5 compared to the reference state. (a)(c) Volcano plots for 
identification of peptides with significant differences and magnitude of the effects at pH 6 and 5 respectively. Negligible (black), 
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intermediate (green and yellow) and strong (vermillion) effects as revealed by k-means clustering of the data. Red dashed lines in 
the volcano plot represent significance thresholds (horizontal significance threshold p < 0.01, vertical significance threshold 
\|ΔD|> 0.4059 Da for pH 6 data set and >0.4275 Da for pH 5 data set comparison) as defined by Hageman et al.25 Note: black 
dots above the threshold limits are statistically significant but considered negligible effects since the normalized magnitude is too 
small based on the k-means clustering. (b)(d) histograms distribution of normalized HX differences (for all peptides at each labeling 
timepoint) used for the k-means clustering at pH 6 and 5 respectively. Normalized differences were clustered into 3 bins, for 
negligible, intermediate, and strong effects. Red dashed lines in the histogram represent the threshold limits for each cluster. 

Figure 4.5 shows representative uptake plots for three HC peptides identified as negligible, intermediate, 

and strong effects by the k-means clustering, the rest of the peptides (see all uptake plots in appendix 

C). Peptides classified as having negligible and intermediate HX effects are very similar and are difficult 

to distinguish visually. Equation 4.1 for the mathematical conversion of timescales to a reference state 

works very well (see Figure 4.3) and shows almost indistinguishable kinetics for the IER compounds at 

pH 5, 6 and 7. Hence the systematic bias toward faster HX most probably arises because lowering the 

pH indeed stimulates HX in the NIST mAb and not due to introduction of a systematic error from 

equation 4.1.  

 

Figure 4.29 Representative uptake plots of the HC peptides showing the effect of lower pH (pH 5) compared to the reference state 
and the magnitude of the effect as revealed by the k-means clustering. (a) Peptide classified as with negligible effect. (b) Peptide 
classified as with intermediate effect. (c) Peptide classified as with strong effect. Error bars represent the 99% confidence intervals 
from quadruplicate measurements. Although all corrected HX labeling times are shown, HX differences were only determined 
when the HX times overlapped.  

Figure 4.6 shows the statistically significant peptides as identified by the hybrid significance testing and 

the k-means clustering approaches for pH 5 compared to pH 7 (see Figure 4.C-3 for pH 6 comparison 

to the reference state). Peptides with increased flexibility (yellow and vermillion bars) are seen along 

the whole sequence of the mAb, both in the heavy and light chain. Decreasing the pH increased the 



114 
 

flexibility for the whole protein compared to the reference state. However, there are many overlapping 

peptides in the experiment showing different clustering results (see peptides identified with different 

effects in the same region of the protein in Figure 4.6 and Figure 4.C-3), and it is challenging to 

differentiate between them. As seen on Figure 4.4 a decrease in pH essentially increases the backbone 

flexibility along the entire mAb. Nevertheless, some of those effects are small and difficult to detect in 

some peptides. 

 
Figure 4.30 Bar plot showing the classification and magnitude of the effects in the peptides measured at pH 5 compared to the 
reference state by using volcano plots and k-means clustering for the heavy chain (left) and light chain (right). The vertical axis 
shows the protein residues numbers and the horizontal axis the peptide number. 

Strong effects, however, are highly localized and overlapping peptides do not show conflicting. Hence, 

we will focus on strong effects only, since are the ones that represent the most substantial changes in the 

NIST mAb when the pH is changed. To be able to identify subtle or intermediate effects using this 

approach it is necessary to develop stronger statistical tests that consider errors coming from the time 

point conversion or use a different conversion method (section 4.3.3 use the area between curves to 

identify HX differences). 

Both pH 6 and pH 5 compared to pH 7 showed similar regions strongly deprotected. Residues HC 95-

105 located close to and withing the CDRH3 region, residues HC 238-255 C-terminal to the hinge region 
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and in the CH2-CH3 interface and residues HC 310-321 in the CH2 domain, were strongly deprotected 

when the pH was decreased. Additional residues HC 372-382 in the CH3 domain, close to the CH2-CH3 

interface were also identified as strongly deprotected at pH 6 but not at pH 5 (these residues were 

classified as intermediately deprotected in the pH 5 experiment). This difference in classification is due 

to differences in the k-means cluster limits. pH 5 experiments showed bigger effects in general, that 

moved the k-means clusters bins to higher limits and classifying residues HC 372-382 as intermediately 

deprotected at pH 5. Figure 4.9a and b shows the strongly deprotected regions at pH 6 and 5 mapped 

onto the homology model. As depicted in the figure, deprotected regions are almost identical between 

pH 6 and pH 5 experiments (Figure 4.9a and b), only a few residues in the CH3 domain are additionally 

deprotected in the pH 6 experiment. Statistical analysis comparing pH 6 and pH 5 data sets and manual 

evaluation of individual uptake plots (data not shown) confirmed that the extent of increased flexibility 

at pH 5 is larger compared to the pH 6 experiment. Therefore, similar regions are deprotected in the pH 

5 and pH 6 experiment, but the effect is bigger and stronger when the pH is decreased to 5. 

Overall, data show that the general structure of the antibody is more flexible at pH 6 and 5. Strong 

increases in flexibility are located mainly next to the hinge region and between the CH2 and CH3 domains. 

Interestingly, a strong increase in flexibility was also seen in residues HC 95-105 in the Fab fragment of 

the antibody, in the HC CDR3 loop. 

4.3.3. Changes in mAb conformation and dynamics at pH 8  

Figure 4.3 shows that equation 4.1 cannot be used to convert labeling times from the pH 8 scale to the 

reference state. Instead, an empirical approach was used: the labeling times are shifted using the average 

rate ratio of rate constants for HX by the IER compounds TM-65 and TM-68. Experimental labeling 

times at pH 8 (see table 4.1), were converted to the reference state by dividing them by 6.2 (see equation 

4.2) resulting in the following labeling times “misaligned” with pH 7: 198, 372, 533, 1984, 6200, 19840 

and 53320 seconds. Figure 4.7 shows representative uptake plots for representative peptides at pH 8 

after the empirical labeling time correction compared to the reference state. For most of the peptides, 
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uptake plots overlap with the reference state over the full-time window, only a few peptides showed 

different deuterium uptake behavior. 

 

Figure 4.31 Representative uptake plots for HC peptides at pH 8 and pH 7 after the empirical labeling time correction. Error bars 
represent the 99% confidence intervals from quadruplicate measurements. 

Traditional statistical analysis (hybrid significance test) to identify significant differences in the HX data 

for the pH 8 mAb compared to the pH 7 mAb, could not be performed due to the misalignment of the 

labeling time points between the two states. Instead, a different approach using the area between the 

curves was used33,34. The area between the uptake curves was calculated, normalized by the number of 

exchangeable amide hydrogens, and clustered into three bins using k-means clustering to identify 

negligible, intermediate, and strong effects. To evaluate the performance of this alternative approach, it 

was first applied to the pH 5 vs the reference state data set (see Figure 4.C-4). Although there are few 

peptides classified with intermediate effects using the hybrid significance test that were classified with 

negligible effects using the area between curves, both approaches identified the same residues as strongly 

deprotected except for two residues (HC 95 and 96, see peptide number 38 in Figure4-C4). These results 

provide confidence that the area between curves approach can properly identify strong effects in the data 

set. By using this approach to compare the pH 8 data versus pH 7 (see Figure 4.C-5 for the histogram 

of the areas between curves used for the k-means clustering), eight peptides were identified as strongly 
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protected as shown in Figure 4.8 (residues 5-11, 238-243, 431-449 in the HC and 35-81 in the LC). 

Each uptake plot for the strongly protected peptides was manually reviewed to confirm the classification.  

 
Figure 4.32 Bar plot showing the classification and magnitude of the effects in the peptides measured at pH 8 compared to the 
reference state by using the area between curves approach for the heavy chain (left) and light chain (right). The vertical axis shows 
the protein residues numbers and the horizontal axis the peptide number.  

Is important to note that there are a few overlapping peptides in the heavy chain showing inconsistent 

results (see Figure 4.8 for peptides classified as with intermediate increase (yellow) and peptides with 

intermediate decrease (light green) in flexibility across the same region). Inconsistent results are only 

seen with peptides classified with intermediate effects, most probably due to measurement errors and 

the use of the area between curves approach to identify the substantial changes. 

Figure 4.9c shows the strongly protected regions at pH 8 compared to pH 7 mapped onto the homology 

model. Residues in the CH2 located next to the hinge region and in the CH3 located close to the CH2-CH3 

interface show a strong increase in protection from the hydrogen exchange. Interestingly, there are also 

a residues strongly protected on the Fab fragment. Specifically, in the CDRL2 and close to the CDRL1. 
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Figure 4.33 HX-MS differences provoked by changing the formulation pH compared to the reference state (pH = 7) mapped onto 
the homology model for the NIST mAb (PBD 5K8A29 and 5VGP30). (a) pH 5 (b) pH 6 (c) pH 8. Vermillion represents areas with 
strong deprotection and blue areas with strong protection to deuterium exchange. In magenta Histidine residues. 



119 
 

4.4. DISCUSSION 

Identification of changes conformation and dynamics of the NIST mAb after a change in formulation 

pH by using hydrogen exchange-mass spectrometry was evaluated here. While directly comparing 

protein states at different pH values is, in principle, simple and easy, changes in solution pH have an 

inherent influence on the chemical hydrogen exchange rate. Hence, it is necessary to correct for those 

changes to be able to identify HX differences coming from changes in conformation and dynamics and 

not from changes in the chemical hydrogen exchange rate. The pH range evaluated here (from pH 5 to 

pH 8) covers the whole formulation and endogenous pH values that antibodies are normally exposed to 

during storage, administration, and metabolism. There is limited literature on using HX-MS for 

identification of conformational changes due to pH changes in a monoclonal antibodies35. Here we used 

HX-MS to identify conformational changes after a change in pH using the NIST reference mAb as a 

model system. 

IER compounds showed that a simple mathematical correction to labeling times is sufficient to correct 

for the intrinsic changes in the hydrogen exchange rate constant due to pH variation at values 5, 6 and 7 

(see Figure 4.3). However, pH 8 data set showed an abnormal behavior that did not follow the model. 

For that case, an empirical correction to the data by using experimental exchange rate constants had to 

be used18. Hydrogen exchange rate constants are highly dependent on temperature and pH but are also 

influenced to some degree by the ionic strength of the solution36,37. All HX experiments presented here, 

used a McIlvine buffer (citrate-phosphate buffer) that has a buffer range from 3 to 838. Calculated ionic 

strength values for the buffers used in the experiments ranged from 0.114 to 0.126 M (see Table 4.2). 

However, those calculation does not consider contributions coming from the strong acid/base used to 

adjust the pH. Nevertheless, we expect the experimental ionic strength of the buffers be within 20% of 

the values presented in Table 4.2. Generally, the higher the ionic strength, the stronger the influence in 

the acid- and base-catalyzed exchange HX rate. The effect could be negative or positive depending on 

the local electrostatic fields of the protein36,39. Although buffer solutions used in the experiments did not 
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have constant ionic strength values, the difference is expected to be small and the influence in the HX 

rate should be minimal32. However, pH 8 dataset (the one with the highest ionic strength) showed an 

unusual behavior with a slower chemical exchange rate than expected. Small variations in the ionic 

strength (0.002 M for the pH 7 and pH 8 comparison, see Table 4.2) are unlikely to explain why the pH 

8 data is deviated from the theory. The decrease in the chemical exchange rate constant at pH 8 is more 

probably affected by other factors not identified here. More experiments are needed to identify possible 

causes. 

For simplicity, all experimental comparisons used pH 7 as the reference state. Statistical analysis of HX 

data (see Figure 4.4) showed a general increase in flexibility along the whole antibody sequence when 

the pH was decreased to 6 or 5. Specifically, a strong increase in flexibility was seen for peptides in the 

CH2 domain close to the hinge region and next to the CH2-CH3 interface (see Figure 4.9a and b). The 

structural effect seen here is bigger at pH 5 indicating that the lower the pH, the more dynamic the region 

becomes. Increases in flexibility in that same region (residues HC 238-255) have been correlated with 

distal point mutations40, excipients effects14,41, distal methionine oxidation42,43, changes in 

glycosylation42,44,45 but more importantly have been identified as a potential aggregation hotspot for 

IgG1 Abs46,47. This suggest that aggregation propensity for the NIST mAb at pH 6 or 5 could be higher 

compared to pH 7, however many experiments have shown the contrary: at lower pHs (6-5) the stability 

tends to be greater and aggregation propensity tends to be lower for IgG1 mAbs48,49. Xu et al., 

demonstrated that the NIST mAb was more colloidally stable at pH 6 compared to pH 7 or 8, because 

at higher pH values there were more attractive protein-protein interactions (PPI)50. The isoelectric point 

of the NIST reference mAb is 9.251, hence at higher pH (closer to the isoelectric point), there is less 

electrostatic repulsion between molecules and therefore more attractive protein-protein interactions52. 

Although at lower pH values protein stability tends to be better for most of the proteins, it is known that 

stability is buffer-, protein-, pH-, ionic strength-, and cosolute-dependent 53-56. High pH values favor 

oxidation and deamidation post-translational modifications, and both modifications also increase the 
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aggregation propensity57. Altogether, the increase in flexibility in that region could change the 

aggregation propensity and stability of the mAb but that is dependent on other solution conditions. 

An additional region in the CH3 domain, next to the CH2-CH3 interface, had a strong increase in flexibility 

at pH 6 compared to pH 7 but not at pH 5 (that region was classified as with intermediate effect for the 

pH 5 comparison). This difference in classification is due to different cluster limits in the k-means 

clustering categorization. However, that region has a notable increase in flexibility at both pH 5 and 6 

experiments. 

FcRn receptor binds to IgG1 CH2 and CH3 domains, specifically to CH2 residues 252-254, 309-311 and 

CH3 residues 434-436.58 IgG1-FcRn bind at pH 6 with an affinity constant in the nanomolar order but 

has negligible binding at pH 7.59 FcRn showed no structural changes between pH 6.5 and 860, hence the 

increase in binding affinity is mainly attributed to increased electrostatic interactions between charged 

histidines in the Fc domain and the acidic residues in the FcRn61. An increase in structural flexibility in 

the CH2-CH3 interface, could also play an important role in the increase in binding affinity as suggested 

recently62. Thorough understanding of the receptor-antibody binding would allow the possible 

manipulation and improvement of effector functions.63,64 

Additionally, both pH 6 and 5 showed increased flexibility in the CDRH3 loop when compared to the 

reference state (Figure 4.9a and b). An increase in CDR loop flexibility has been reported to increase 

antigen binding for specific cases65, but more recently, a large scale study in CDRH3 loops of thousands 

of antibodies shows that an increase in rigidity in the CDRH3 loop might be involved in the increase of 

binding affinity66. Nowadays, there is a strong interest in the design of antibodies with decrease affinity 

at acidic endosomal pH, since such antibodies would release the antigen (e.g., cytokines or toxins) within 

the endosomes after endocytosis. Releasing the antigen within the endosome would reduce the so called 

“buffering effect” of antibodies that end up increasing the half-life of the target antigens.67,68 A clear 

understanding of the conformational changes within the paratope of an antibody after a pH change can 

provide valuable information and help in the development of such antibodies. 
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Recently, Hamuro, et al.35 evaluated the stability and aggregation propensity of the NIST mAb at 

different pH values using hydrogen exchange-mass spectrometry and other biophysical techniques. 

Buffer system and ionic strength conditions for their HDX experiments were different, and regions with 

increased flexibility were located mainly in the CH2 and CH3 domains when comparing pH 5 to pH 7 in 

the presence of 150 mM NaCl. Similarly, a general increased in flexibility was observed along the whole 

antibody and residues HC 97-117, 254-255, 261-264, 267-268, 261-264, 267-268, 281-288, 305-309, 

318-321, 374-382, 397-401, 431-114 and LC 137-141 showed the highest increase in flexibility at pH 5 

compared to pH 7. Curiously, only residues 97-105, 254-255, 309-321 were identified as strongly 

deprotected by both set of experiments, the rest of the strongly deprotected residues seen by Hamuro, et 

al.35 were classified as intermediate effects here (except residues HC 281-288 that were missing in our 

data set). These discrepancies might be because of different solution conditions and different data 

analysis approaches. 

Changing the pH of the solution can also affect the charge of some amino acid sidechains. Histidine 

residues, have a pKa for the side chain of approximately 6. A decrease in pH (≤ 6) will protonate histidine 

side chains (this protonation is partially responsible for the increase in the Fc-FcRn binding affinity as 

explain above) and will positively affect (increase) the chemical exchange rate of the amide to its 

immediate left (towards the N-terminus) and the rate of the amide to the immediate right (towards the 

C-terminus) as stablished by Bai, et al. and later corrected by Nguyen, et al.36,69. Hence, peptides 

containing histidine residues at pH ≤ 6 will have a higher chemical exchange rate constant compared to 

the unprotonated histidine peptides. However, only one region (HC 310-321) identified as strongly 

deprotected by HX-MS for the pH 6 or 5 comparison contain a histidine residue. While having a charged 

histidine in the region will undoubtedly increase the chemical exchange rate for the neighboring residues, 

the extent of change seen in the experiments is big enough that it cannot be uniquely attributed to the 

charged histidines. Likewise, aspartic acid and glutamic acid residues have a pKa for the side chain of 

approximately 3.7 and 4.3, respectively. It is possible that at pH 5, those residues became partially 
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protonated, increasing the chemical exchange rate constant. All the regions identified as strongly 

deprotected for the pH 6 and 5 comparison to the reference state contain at least one aspartic or glutamic 

acid residue. Partial protonation of those residues will generate a small change in the uptake plots for 

those peptides. However, those effects will undoubtfully be small and will not generate the strong 

increases in flexibility described here. Therefore, all the strong effects described here are attributed to 

the pH change and not to the small variation in the chemical exchange rates due to possible protonation 

of the sidechains. 

The CH2-CH3 interface is a well conserved region among human IgG subclasses. It is mainly stabilized 

by hydrogen bonds and electrostatic interactions between residues in the CH2 and CH3 domains. 

Specifically, two salt bridges between side chains (K248/E380 and K338/E435), two hydrogen bonds 

(L251/H435 and K340/Y373) and a hydrophobic “ball in socket” joint are responsible for stabilizing 

that region70,71. The NIST mAb contains 6 histidine residues in the CH2 and CH3 domains, some of them 

(H313, H432, H436 and H438) are within or very close to the CH2-CH3 interface (see Figure 4.9).  We 

hypothesize that decreasing the pH (hence protonating histidine residues) introduce additional 

electrostatic interactions to the CH2-CH3 interface, that disrupts the region. This destabilization is the 

one responsible for the increase in flexibility in the region as seen by our HX-MS experiments. 

Finally, HX-MS experiments showed that an increase in formulation pH (from 7 to 8) provokes a general 

increase in rigidity of the structure, more specifically, a strong increase in protection close to the hinge 

region in the CH2 domain and in the CH3 domain close to the CH2-CH3 (residues HC 238-243, 431-449) 

and in a long region in the LC that includes the CDRL2, and residues close to the CDRL1. Interestingly, 

in this case the residues affected by the pH change in the Fab fragment are different than the ones 

identified at pH 6 and 5 (see Figure 4.9). More importantly, a lack of structural changes in the CH2 

domain close to the CH2-CH3 interface as seen with the pH 6 and pH 5 data sets, further supporting our 

hypothesis that charged histidine residues are responsible for destabilizing that region. 
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In summary, our study clearly shows conformational or dynamic changes in the NIST mAb when the 

formulation pH is changed. A decrease in pH below 7 causes regions in the CH2 domain and next to the 

CH2-CH3 interface to become more flexible while an increase in pH above 7 causes rigidity close to the 

hinge region in the CH2 domain, and in the CH3 domain close to the CH2-CH3 interface. This suggests an 

inverse relation between the pH and the CH2-CH3 interface flexibility. Additionally, changes in 

formulation pH also showed conformational changes in the Fab fragment of the antibody. A decrease in 

pH caused increased in flexibility in the CDRH3 while an increase in pH caused increase rigidity in the 

CDRL2 and close to the CDRL1. Changes in pH cause structural changes in very sensitive regions of 

the antibody and could affect both effector and antigen functions, both effects should be evaluated after 

a pH change in a case-by-case basis. Although we expect that heavily conserved Fc domains in other 

IgG1s would behave similarly, it is difficult to predict pH-induced changes in the hypervariable regions. 

To further evaluate structural changes in other mAbs after a formulation pH change, it is necessary to 

perform a more systematic work including many other mAbs and compare the regions affected. 
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4.5. APPENDIX C 

Table 4.C-1. In-house R script to identify HX changes for the pH 8 vs. pH 7 comparison. The area 
between curves was determined by calculating the area of a spline function based on the experimental 
data points. 

library(ggplot2) #Load libraries 
library(readxl) 
library(dplyr) 
library(DescTools) 
library(Ckmeans.1d.dp) 
library(xlsx) 
 
# Manually import data using RStudio import option 
# use pH7 and pH8 to name the imported data 
 
logtimr7= c(1.51, 1.93, 2.51, 2.78, 2.93, 3.51, 4.00, 4.51, 4.93) #timepoints in log scale 
logtimr8= c(2.30, 2.57, 2.73, 3.30, 3.79, 4.30, 4.73) #timepoints in log scale 
 
onlyaveph7= data.frame(pH7$`Ave 5`, pH7$`Ave 14`, pH7$`Ave 52`, pH7$`Ave 97`, pH7$`Ave 
139`, pH7$`Ave 516`, pH7$`Ave 1613`, pH7$`Ave 5161`,pH7$`Ave 13871` ) #data organization 
onlyaveph8= data.frame(pH8$`Ave 32`, pH8$`Ave 60`, pH8$`Ave 86`, pH8$`Ave 320`, pH8$`Ave 
1000`, pH8$`Ave 3200`, pH8$`Ave 8600`) #data organization 
 
areadif=c(1:pH7$ID) #necessary to avoid error 
areadifnorm=c(1:pH7$ID) #necessary to avoid error 
areadlogif=c(1:pH7$ID) #necessary to avoid error 
areadlognorm=c(1:pH7$ID) #necessary to avoid error 
 
for (i in pH7$ID){ 
transposedph7=t(onlyaveph7[i,]) # transpose values to a column 
transposedph8=t(onlyaveph8[i,]) # transpose values to a column 
 
arealogph7=AUC(logtimr7,transposedph7, method="spline",from=min(2.30),to=max(4.73)) 
#integrate spline from 32 to 8600 
arealogph8=AUC(logtimr8,transposedph8, method="spline",from=min(2.30),to=max(4.73)) 
#integrate spline from 32 to 8600 
 
areadlogif[i]=arealogph8-arealogph7 
areadlognorm[i]=areadlogif[i]/pH7$`Max D`[i] 
} 
 
areadlognorm2=abs(areadlognorm) 
kmeans2=Ckmeans.1d.dp(areadlognorm2,3) #K-means clustering 
export=data.frame(PeptideID=c(1:190),Chain=pH7$Protein,start=pH7$Start,end=pH7$End,maxD=
pH7$`Max D`,arealog=areadlogif,arealogNorm=areadlognorm,Clusterlog=kmeans2$cluster) 
write.csv(export,"RESULTSAUCnewlogpH8vs7_3.csv") #export results 
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Figure 4.C-1. Representative uptake plot for peptide HC 430-449 at pH 8 and pH 7 after the empirical 
labeling time correction. Error bars represent the 99% confidence interval from quadruplicate 
measurements. In dark gray is the calculated area between curves used for k-means clustering of the data 
set and identify negligible, intermediate, and strong effects (see main text for details). 

 

Figure 4.C-2. Deuterium uptake plots for IER compounds TM-65 and TM-68 at pH 7 and pH 8. Solid 
lines represent the exponential fit. Next to each line are the calculated exchange rate constants (b 
parameter in the fitted equation) for each compound. Data was fit to a two-parameter single exponential 
equation using SigmaPlot version 14.0, from Systat Software, Inc., San Jose California USA. 

𝑓𝑓 = 𝑎𝑎(1 − 𝑐𝑐(−𝑏𝑏𝑏𝑏 )) 
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Figure 4.C-3. Bar plot showing the classification and magnitude of the effects in the NIST mAb peptides 
measured at pH 6 compared to the reference state by using volcano plots and k-means clustering for the 
heavy chain (left) and light chain (right). The vertical axis shows the protein residues numbers and the 
horizontal axis the peptide number. 
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Figure 4.C-4. Bar plot showing the classification and magnitude of the effects in the NIST mAb peptides 
measured at pH 5 compared to the reference state using two different approaches. (A) classification and 
magnitude of the effects obtained by using the hybrid significance test and k-means clustering approach. 
(B) classification and magnitude of the effects obtained by using the area between curves and k-means 
clustering. See materials and methods section for more information. 
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Figure 4.C-5. Histogram distribution of normalized areas between curves used for the k-means clustering 
in the pH 8 vs reference state comparison. Normalized differences were clustered into 3 bins, for 
negligible, intermediate, and strong effects. Red dashed lines in the histogram represent the threshold 
limits for each cluster. 
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Figure 4.C-6. Deuterium uptake plots for the NIST mAb peptic peptides at pH 7 and pH 6 after timepoint labeling 
correction using equation 4.1.
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Figure 4.C-7. Deuterium uptake plots for NIST mAb peptic peptides at pH7 and pH 5 after timepoint labeling correction 
using equation 4.1.
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Figure 4.C-8. Deuterium uptake plots for NIST mAb peptic peptides at pH 7 and pH 8 after timepoint labeling 
correction using equation 4.2.
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5.1. SUMMARY 

In Chapter 2 of this dissertation, we used HX-MS experiments to identify conformational changes in a 

single chain variable fragment used as a protein switch. A W-to-G point mutation in the core of the scFv 

showed a decrease in the activity of the protein. Our results support the model of chemical rescue of the 

structure, where the structure and activity of the protein is restored by the addition of a small molecule 

(indole). Statistical analysis of HDX data showed that the WT and W-to-G scFv have very different 

structures. However, rescued protein (after the addition of indole) have a very similar HDX behavior 

compared to the WT scFv. Only minor differences were seen, right at the binding site of the fluorescein. 

Those differences could explain why the rescued protein does not have the same binding affinity as the 

wild-type scFv.  

In Chapter 3 we used HX-MS to identify possible allosteric effects in the NIST reference mAb during 

interaction with a commercially available protein A ligand (ProA), both free in solution and attached 

onto a resin. Statistical analysis of the HDX data, showed allosteric effects in the NIST mAb when in-

solution protein A was used at a 2:1 ProA:mAb ratio, specifically allosteric effects in the Fab region 

were identified. These effects were no longer seen when the molar ratio was decrease to a 1:1 ratio. 

Although the use of in solution ProA has advantages for the HDX experiments, most pharmaceutical 

processes use ProA attached onto a resin. When ProA attached to a resin was employed for the HDX 

experiments, only peptides right at the binding site showed strong protection against hydrogen exchange. 

These experiments, rule out reversible allosteric effects in the NIST mAb during interaction with a 

commercially available protein A attached to a resin.  

Following results of Chapter 3, in Chapter 4 we used HX-MS to identify conformational changes in the 

NIST mAb after changing the formulation pH. We used four different pH values ranging from 5 to 8 

that encompass all physiological and formulation pH values. HDX data showed that decreasing the pH 

of the solution induce a strong increase in flexibility in the CH2 domain and parts of the CH2-CH3 

interface in the NIST mAb. We hypothesize that these increase in flexibility is provoked by new 
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electrostatic interactions by protonated histidine residues that disrupt the stability of the region. An 

increase in pH showed the contrary, a strong decrease in flexibility close to the hinge region and in the 

CH3 domain. Importantly, both an increase or decrease in the formulation pH cause conformational 

changes critical regions of Fab domain of the antibody. Specifically, in the CDRH3 when the pH is 

decreased and CDRL2 when the pH is increased.  

5.2. FUTURE DIRECTIONS 

Chapter 2 showed evidence that the chemical rescue of structure by the addition of a small molecule 

works and could be further developed to be applied to protein therapeutics. The current model uses high 

concentrations of indole to rescue the structure. It is known that those high concentration of indole are 

toxic for the human body. Hence, it is necessary to develop protein switches that do not involve the use 

of indole. Initial approaches using two mutations and less toxic rescue agents are already under 

development. When available, HX-MS experiments can be used again to check and validate if the 

rescued protein switch has a similar structure to the one wild-type variant. 

Affinity chromatography with protein A ligands is the most common technique in the pharmaceutical 

industry for purification of monoclonal antibodies. It is imperative to know if the use of such ligands 

alter or change and the extent of the change if any. Chapter 3 of this dissertation ruled out reversible 

allosteric effects in the NIST mAb, however irreversible effects were not discarded since the NIST mAb 

was previously exposed to protein A in the initial purification process. To rule out irreversible allosteric 

effects, experiments with a naïve mAb that has not been exposed to protein A need to be performed. 

Additionally, although our results shown no allosteric effects in the NIST mAb, and we would expect 

that heavily conserved domains in other antibodies behave similar, this must be confirmed. Further 

experiments using different mAbs would be needed to get a general picture of allosteric effects due to 

interaction with protein A in monoclonal antibodies. 
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Conformational changes in protein therapeutics are a big concern. Pharmaceutical industries spend a 

long-time developing suitable formulations for protein therapeutics. Formulations are designed to 

guarantee efficacy, stability, and safety of protein therapeutics until administration. Chapter 4 

experiments showed that a change in pH in the formulation buffer (either increase or decrease), provokes 

conformational changes in the Fc and Fab fragments of the antibody. The effect of these changes in 

flexibility on effector functions and antigen binding still need to be evaluated. Furthermore, like 

described above, we used a model system for our experiment (NIST mAb). We would expect that 

heavily conserved domains in other antibodies behave similarly, however this must be confirmed. 

Chapter 4 identified conformational changes in CDR regions of the NIST mAb. This regions are not 

conserved on other antibodies, and it is difficult to generalize those conformational changes to other 

antibodies. A more systematic study including many antibodies need to be done to be able to take a 

broad view on the effect of pH in antibody structure. It is important to remember that antibodies are 

exposed to a wide range of pH values during administration, metabolism and during the normal antibody 

recycling process in the human body. As seen here, a change in pH provokes conformational changes, 

however, reversibility of the changes is still not known. To address that, experiments with mAbs that 

have been exposed to pH changes and returned to the initial pH should be performed. Finally, NIST 

mAb peptides and IER compounds showed an unusual behavior at pH = 8. Experimental data did not 

follow the traditional model for labeling times correction. Although an empirical correction was 

performed, more experiments are needed to identify why at high pH values the data behaves differently.  
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