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Abstract

In this work we study two classical objects in algebra - maximal Cohen-Macaulay and reflexive

modules. We show the existence of a small Cohen-Macaulay module or algebra for a new class

of rings in mixed characteristic. In particular, we show the existence of a birational small Cohen-

Macaulay module over general biradical extensions of an unramified regular local ring of mixed

characteristic and then use it to show the existence of a small Cohen-Macaulay module (alge-

bra) under certain circumstances for general radical towers. This builds towards understanding

generically Abelian extensions of an unramified regular local ring in mixed characteristic vis-à-vis

Roberts (1980).

We then study the class of reflexive modules over curve singularities through the lens of I-Ulrich

modules and provide applications to finite type results and strongly reflexive extensions. This is

a contribution towards understanding reflexivity in the one dimensional non-Gorenstein case - the

one-dimensional case is key to understanding reflexivity in higher dimensions over "nice" rings.
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Chapter 1

Introduction

Small Cohen-Macaulay (CM) modules (see 2.1.1.2) and Reflexive modules (see section 2.2) are

classical objects that have been studied extensively from algebraic and geometric viewpoints.

However, some fundamental questions remain unanswered. Even the former’s existence over a

"nice" ring that is itself not Cohen-Macaulay is largely unknown! As for the latter, not much is

known even in the case of one dimensional non Gorenstein rings. We are interested in themes of

the following nature regarding these objects: their existence, how common they are and whether

their distribution tells us something about the ring itself.

There is some interplay between these two classes of objects that we shall exploit. But in

general, they are quite different and the passage from one to the other is only possible via some es-

oteric homological criterion that is in practice hard to compute. There are some nice implications:

over Cohen-Macaulay rings of dimension at most two, reflexive modules are small CM and on the

other hand, independent of dimension, over normal or Gorenstein rings, small CM modules are

reflexive. However, it is seen relatively easily that these two classes or not the same. For example,

over a one dimensional Cohen-Macaulay local ring, the canonical module is reflexive if and only if

the ring is Gorenstein and going the other way, trivially any non-Cohen Macaulay ring is reflexive

over itself.

1.1 Small Cohen-Macaulay modules

The Cohen-Macaulay property for a Noetherian ring requires the geometric notion of ’dimension’

to agree with the homological notion of ’depth’. One may think of these as varieties with the
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property that the finite intersection of "general" hypersurfaces is unmixed or in other words, has no

embedded components. These rings enjoy many nice properties stemming from the homological

side. Vanishing of all intermediate local cohomology modules and a good duality theory make

these rings convenient to work over. However, it is not all bad news for a ring that is not blessed

with this property - it could admit a finite module with all these desirable properties, a small Cohen-

Macaulay (CM) module. The existence of this object has numerous advantages - for example, the

multiplicity of a small CM module is relatively easy to compute and this in turn aids in computing

the multiplicity of the ring. But the most compelling consequence of its existence over a complete

local domain is the fact that it implies an important statement - the positivity of Serre’s intersection

multiplicity conjecture. This was proved by Hochster in the 1970’s. However, the problem is

that this object has remained elusive - it’s existence over complete local domains of dimension

at least three is known only in a handful of cases and for the most part has been very difficult

to construct. Hochster introduced a weaker version of a small CM module, called a big Cohen-

Macaulay module, which does not imply the positivity of Serre intersection multiplicity conjecture,

but does imply the other homological conjectures, see 2.1. The existence of big Cohen Macaulay

modules (algebras) is now known, see Hochster & Huneke (1995) and Andre (2016).

The question of existence of small CM modules over complete local domains reduces to the

integral closure of a complete regular local ring in a finite normal extension of its fraction field. So

one may look at the problem in a systematic fashion indexed by Galois groups. It is then natural to

first look at the case of “nice" Galois groups. Along these lines, Roberts showed in Roberts (1980)

that if the Galois group is Abelian and the characteristic of the residue field of the base regular local

ring does not divide the order of the group, the integral closure is Cohen-Macaulay. In particular,

this applies to the equi-characteristic zero case. In the mixed characteristic p scenario, the failure

of this conclusion was recorded in Koh (1986). We shall see more examples of this phenomenon

in this work. In Roberts (1980), the hypothesis that the characteristic of the (algebraically closed)

residue field k does not divide the order of the Galois group G critically ensures the group algebra

k[G] is a product of fields. There is no direct analog of the argument when char(k) divides the
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order of G. In fact, when this hypothesis is removed, we are in an entirely new world, drawing

parallels with the modular case in representation theory.

Towards understanding the obstructions in the modular case in Roberts’s theorem, Katz showed

in Katz (1999) that the integral closure of an unramified regular local ring of mixed characteristic

p > 0 in an extension of its fraction field by a p-th root admits a birational small CM module. He

also showed that the integral closure is not automatically Cohen-Macaulay in this case. In Katz

(2021), under certain circumstances the existence of a birational small CM module in extensions

obtained by adjoining the pn-th root of a single element is shown.

Aside from these results, not much progress has been made towards the existence of small CM

modules from the view point of cases indexed by the Galois group or the modular case in Roberts’s

theorem. We continue this endeavor by trying to understand the obstructions in the modular case

of Roberts’s theorem with a view towards the existence of small CM modules. As evidenced by

the work in Koh (1986) and Katz (1999), radical extensions in mixed characteristic p > 0 obtained

by adjoining n-th roots of elements of the base regular local ring with the property that p divides

n are prime examples of the failure of Roberts’s theorem. Moreover, the importance of radical

extensions stem from Kummer theory, which says that Abelian extensions are repeated radical

extensions under the presence of suitable roots of unity. We would like to know:

Question 1.1.0.1. Does the integral closure of a regular local ring of mixed characteristic p > 0

in a finite Abelian extension of its fraction field admit a small CM module?

We approach this question by studying repeated radical extensions of an unramified regular

local ring, say S, of mixed characteristic p > 0. To make this approach one can assume that the

elements whose roots we adjoin are square free, since any given multi-radical extension can be

embedded in a sufficiently large square free tower, while preserving finiteness, see Huneke & Katz

(2019). In the same vein, one could also impose suitable generality conditions on the elements.

To this end, we can reduce to the case where the elements whose roots we adjoin lie in Sp when S

is complete with perfect residue field and Sp is the subring of S obtained by lifting the Frobenius

map on S/pS to S, see 3.2.1. On the other hand, the complexity of these towers increases very fast.
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Towards gaining a handle, we investigate a specific situation. We consider biradical extensions

obtained by adjoining p-th roots of sufficiently general square free elements say f ,g ∈ S, see

chapters 3 and 4. Roughly speaking, one may think of this as the case where the Galois group is

Zp×Zp generically.

We now outline our principal findings in the biradical case. Fix f ,g ∈ Sp square free, non-units

that form a regular sequence in S or units that are not p-th powers in S. Let ω p = f and µ p = g.

If f ,g are units, assume further that [L(ω,µ) : L] = p2. Let R be the integral closure of S in

K := L(ω,µ). Given integers n,k≥ 1, let Spk∧pn ⊂ S be the multiplicative subset of S consisting of

elements expressible in the form xpk
+y · pn for some x,y ∈ S. We address the mixed characteristic

two case separately for two reasons: the results are sharper in this case since such extensions are

automatically Abelian and the splitting pattern of primes lying over 2 are different. When p ≥ 3,

the presence of a p-th root of unity in S necessarily ramifies p, so we do not quite have the same

leg room. The first result in the biradical case is

Theorem (4.1.0.14). Let (S,m) be an unramified regular local ring of mixed characteristic p≥ 3.

Then

1. R is Cohen-Macaulay if

(a) At least one of S[ω],S[µ] is not integrally closed.

(b) S[ω],S[µ] are integrally closed and f gi /∈ Sp∧p2
for all 1≤ i≤ p−1.

2. Let S[ω],S[µ] be integrally closed such that f g ∈ Sp∧p2
. Then R is Cohen-Macaulay if and

only if Q := (p, f ,g) ⊂ S is a two generated ideal or all of S. Moreover, p.d.S(R) ≤ 1 and

νS(R)≤ p2 +1.

3. If Q := (p, f ,g)⊆ S has grade three, R admits a birational maximal Cohen-Macaulay mod-

ule.

Surprisingly, the non Cohen-Macaulay cases occur only when the hypersurfaces S[ω] and S[µ]

are both integrally closed. We will see that R is not too far from being Cohen-Macaulay, in the
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sense that it can be generated by p2 +1 elements over the base ring S and p.d.S(R)≤ 1. However,

it is not as close as it appears, since if dim(S) ≥ 3 it could be that R does not even satisfy Serre’s

condition (S3). The condition on Q in item (3) can be viewed as a further generality condition on

the chosen elements since S/p is a UFD.

In the mixed characteristic two case, we have a sharper result:

Theorem (4.1.1.8). Let S be an unramified regular local ring of mixed characteristic two.

1. R is Cohen-Macaulay if and only if one of the following happens

(a) At least one of S[ω],S[µ] is not integrally closed.

(b) S[ω],S[µ] are both integrally closed and f g /∈ S2∧4.

(c) S[ω],S[µ] are both integrally closed, f g ∈ S2∧4 and I := (2, f ,g)⊂ S is a two gener-

ated ideal or all of R.

2. If R is not Cohen-Macaulay, R admits a birational small CM module.

Inspired by Katz (1999), the approach for the above theorems involves:

• Studying the conductor J of the integral closure R to a suitable complete intersection ring A.

• Since A is Gorenstein and J is unmixed, R is CM if and only if A/J is CM.

• To show that R admits a birational small CM module we choose a suitable ideal I ⊆ A such

that I∗ is a J∗-module and depthS(I∗) = d.

Along the way, we obtain examples of the existence of small CM algebras - note that if T is a

non Cohen-Macaulay normal domain containing the rationals, then T cannot admit a small Cohen-

Macaulay algebra B. This is because there exists a retraction from B→ T using the trace map

corresponding to the fraction fields which can be used to show that T is CM if B is. However,

an example of the existence of a small CM algebra in mixed characteristic does not seem to be

well known and we will provide definitive examples in this work (4.1.0.3). On the other hand,
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small Cohen-Macaulay algebras do not always exist in mixed characteristic either - any mixed

characteristic local domain that is not Cohen-Macaulay after inverting p would be an example.

Moreover, Bhatt’s examples of non existence of small CM algebras in positive characteristic in

Bhatt (2012) "deform" to mixed characteristic.

Next, in joint work with Daniel Katz, we use the intuition developed from the biradical case to

general radical towers of order p and obtain patterns where the integral closure is Cohen-Macaulay.

The first target here is to address the case where the p-torsion of the Abelian Galois group is

annihilated by p.

Theorem (3.2.2.3). Let S be an unramified regular local ring of mixed characteristic p > 0 with

fraction field L. Let f1, . . . , fn ∈ Sp∧p2
, square free and mutually coprime. Let ω

ni
i = fi such that

p | ni and p2 - ni for each i. Then the integral closure of S in L(ω1, . . . ,ωn) is Cohen Macaulay.

We then use the above result to show the existence of a small CM algebra in radical towers of

order p under certain circumstances. In trying to address the Abelian case via Kummer theory, one

needs to adjoin a primitive p-th root of unity. We show

Theorem (3.2.3.1). Let T := S[ε] be the ramified regular local ring obtained by adjoining a prim-

itive p-th root of unity ε to an unramified regular local subring S of mixed characteristic p ≥ 3.

Let L be the fraction field of T and ω a p-th root of a square free element of T . Then the integral

closure of T in L(ω) is Cohen-Macaulay.

We now outline the structure of chapters 2 - 4. In Chapter 2, we present the back drop of the

work in the subsequent chapters. We set up some preliminary notions and look at past results in

the literature that motivates us.

In Chapter 3 we begin a study of general radical towers of order p of an unramified regular

local ring of mixed characteristic p with a view towards the existence of small CM modules. This

is in some sense viewing the modular case of Roberts (1980) via the lens of Kummer theory. In

this chapter we focus on the cases where the integral closure is automatically Cohen-Macaulay

with the objective of understanding the obstructions to Roberts (1980) in the modular case and to
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construct small CM algebras. We first look at the biradical case in detail and then look at certain

cases in general radical towers of order p.

In Chapter 4 we show that the integral closure in general square free radical towers of order

p need not be Cohen-Macaulay and attempt to justify that it is quite common. We then construct

(birational) small CM modules or algebras over these rings. Like chapter 3, we first study the

biradical case. In trying to find small CM modules, one needs to understand the failure of Cohen-

Macaulayness of the ring itself. To this end, we characterize the Cohen-Macaulayness of the

integral closure in the biradical case. In the next subsection, we consider general radical towers

of order p and construct small CM algebras in certain cases when the base regular local ring is

complete with perfect residue field. Future directions of research and open questions are included

in chapter 6.

1.2 Reflexive Modules

The study of reflexive modules presented in chapter 5 is joint work with Hailong Dao and Sarasij

Maitra and is based of the paper Dao et al. (2021).

Notions of reflexivity have been studied throughout various branches of mathematics. Over a

commutative ring R, a module M is called reflexive if the natural map M→M∗∗ is an isomorphism,

where M∗ denotes HomR(M,R). If M is finitely generated, this definition is equivalent to requiring

that M'M∗∗. When R is a field, any finite dimensional vector space is reflexive, a fundamental fact

in linear algebra. Over general rings, these modules were studied in the works of Dieudonné et al.

(1958), Morita (1958) and Bass (1960), where the name “reflexive" first appeared, before being

treated formally in Bourbaki (1965). They are now classical and ubiquitous objects in modern

commutative algebra and algebraic geometry. We seek to understand the following basic question:

how common are they?

Note that over an (S2)-ring, being reflexive is equivalent to being (S2) and reflexive in codi-

mension one (see (Bruns & Herzog, 1998, Proposition 1.4.1)), hence understanding the one di-

mensional local case is key.
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Assume now that (R,m) is a one dimensional Noetherian local Cohen-Macaulay ring. The

primary examples are curve singularities or localized coordinate rings of points in projective space.

It turns out that the answers to our basic question can be quite subtle. If R is Gorenstein, then any

maximal Cohen-Macaulay module is reflexive (so in our dimension one situation, any torsionless

module is reflexive). However, reflexive modules or even ideals are poorly understood when R is

not Gorenstein. Some general facts are known, for instance if R is reduced, any second syzygy or

R-dual module is reflexive. However, we found very few concrete examples in the literature: only

the maximal ideal and the conductor of the integral closure of R. How many can there be? Can

we classify them? When is an ideal of small colength reflexive? For instance, if R is C[[t3, t4, t5]]

then any indecomposable reflexive module is either isomorphic to R or the maximal ideal, but the

reason is far from clear.

Our results will give answers to the above questions in many cases. A key point in our investi-

gation is a systematic application of the concept of I-Ulrich modules, where I is any ideal of height

one in R. A module M is called I-Ulrich if eI(M) = `(M/IM) where eI(M) denotes the Hilbert

Samuel multiplicity of M with respect to I and `(·) denotes length. This is a straight generalization

of the notion of Ulrich modules, which is just the case I = m (Ulrich (1984) and Brennan et al.

(1987)). Note that I is I-Ulrich simply says that I is stable, a concept heavily used in the work on

Arf rings in Lipman (1971).

Of course, the study of m-Ulrich modules and certain variants has been an active area of re-

search for quite some time now. The papers closest to the spirit of our work are perhaps Goto et al.

(2014), Goto et al. (2016), Herzog et al. (1991), Kobayashi & Takahashi (2019b), Nakajima &

Yoshida (2017) among many other sources.

We give various characterizations of I-Ulrichness (Theorem 5.1.0.6). We show the closedness

of the subcategory of I-Ulrich modules under various operations, prompting the existence of a

lattice like structure for I-Ulrich ideals, which can be referred to as an Ulrich lattice. We establish

tests for I-Ulrichness using blow-up algebras and the core of I (recall that the core of an ideal is

the intersection of all minimal reductions).
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We will show that ωR-Ulrich modules are reflexive, and they form a category critical to the

abundance of reflexive modules (here ωR is a canonical ideal of R). For instance, any maximal

Cohen-Macaulay module over an ωR-Ulrich finite extension of R is reflexive. Furthermore, a

reflexive birational extension of R is Gorenstein if and only if its conductor I is I-Ulrich and ωR-

Ulrich. We make frequent use of birational extensions of R and trace ideals. This is heavily inspired

by some recent interesting work in Kobayashi (2017), Goto et al. (2020), Faber (2019) and Herzog

et al. (2019).

Under mild conditions, we are able to completely characterize extensions S of R that are

“strongly reflexive" in the following sense: any maximal Cohen-Macaulay S-module is reflex-

ive over R. Interestingly, in the birational case, this classification involves the core of the canonical

ideal of R.

Theorem (5.2.0.2 and 5.2.0.5). Suppose that R is a one-dimensional Cohen-Macaulay local ring

with a canonical ideal ωR. Let S be a module finite R-algebra such that S is a maximal Cohen-

Macaulay module over R. The following are equivalent (for the last two, assume that S is a

birational extension and the residue field of R is infinite):

1. Any maximal Cohen-Macaulay S-module is R-reflexive.

2. ωS is R-reflexive.

3. HomR(S,R)∼= HomR(S,ωR).

4. ωRS∼= S.

5. S is ωR-Ulrich as an R-module.

6. S is R-reflexive and the conductor of S to R lies inside (x) : ωR for some principal reduction

x of ωR.

7. S is R-reflexive and the conductor of S to R lies inside core(ωR) :R ωR.
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The theorem above extends (Kobayashi, 2017, Theorem 2.14). Also, for S satisfying one of

the conditions of Section 1.2, any contracted ideal IS∩R is reflexive (Proposition 2.2.2.12). Such

a statement generalizes a result by Corso-Huneke-Katz-Vasconcelos that if R is a domain and the

integral closure R is finite over R, then any integrally closed ideal is reflexive (Corso et al., 2005,

Proposition 2.14).

We then study when certain subcategories or subsets of CM(R) are finite or finite up to isomor-

phism. One main result roughly says that if the conductor of R has small colength, then there are

only finitely many reflexive ideals that contain a regular element, up to isomorphism.

Theorem (5.3.3.4). Let R be a one-dimensional Cohen-Macaulay local ring with infinite residue

field and conductor ideal c. Assume that either:

1. `(R/c)≤ 3, or

2. `(R/c) = 4 and R has minimal multiplicity.

Then the category of regular reflexive ideals of R is of finite type.

We also characterize rings with up to three trace ideals (Proposition 5.3.1.3). We observe that if

S=EndR(m) has finite representation type, then R has only finitely many indecomposable reflexive

modules up to isomorphism (Proposition 5.3.4.1). In particular, seminormal singularities have

“finite reflexive type" (Corollary 5.3.4.3). We give some further applications on almost Gorenstein

rings. We show that in such a ring, all powers of trace ideals are reflexive (Proposition 5.4.0.3).

We also characterize reflexive birational extensions of R which are Gorenstein:

Theorem (5.4.0.10). Suppose that R is a one-dimensional Cohen-Macaulay local ring with a

canonical ideal ωR. Let S be a finite birational extension of R which is reflexive as an R-module.

Let I = cR(S) be the conductor of S in R. The following are equivalent:

1. S is Gorenstein.

2. I is I-Ulrich and ωR-Ulrich. That is I ∼= I2 ∼= IωR.
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We conclude chapter 5 with a number of examples. Questions and future directions of research

are included in Chapter 6.
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Chapter 2

Background

In this chapter we present the back drop of the work in the subsequent chapters. We look at

past results in the literature that motivates us, set up some preliminary notions and prove some

preparatory statements.

2.1 Small Cohen-Macaulay modules

2.1.1 The small CM module conjecture

Let (R,m) denote a Noetherian local ring throughout this subsection. R is said to be Cohen-

Macaulay if some (equivalently every) system of parameters of R is a regular sequence on R. In

other words, R is Cohen-Macaulay if depth(R) = dim(R). In some sense, it requires the geometric

notion of ’dimension’ to agree with the homological notion of ’depth’. An arbitrary Noetherian

ring is Cohen-Macaulay if its localization at every maximal ideal is such. One may think of these

as varieties with the property that the finite intersection of "general" hypersurfaces is unmixed or

in other words, has no embedded components.

Theorem 2.1.1.1 (Bruns & Herzog (1998), 2.1.6). A Noetherian ring A is Cohen-Macaulay if and

only if every ideal I generated by ht(I) elements is unmixed.

These rings enjoy many nice properties stemming from the homological side. Vanishing of all

intermediate local cohomology modules and a good duality theory make these rings good to work

over.

12



The ring R could also admit a module with these nice properties:

Definition 2.1.1.2. An R-module M is a small Cohen-Macaulay (CM) module or a maximal

Cohen-Macaulay module if it is finitely generated, mM 6= M and every (equivalently some) sys-

tem of parameters of R is a regular sequence on M. In other words, it is a finitely generated

R-module such that depth(M) = dim(M) = dim(R). Alternately, it is a non-zero finite module

such that H i
m(M) = 0 for all i 6= d, where d = dim(R).

Note that a non Cohen-Macaulay local ring R can admit a maximal Cohen-Macaulay module.

In this case it would be an object with “better properties" than the ring itself. A simple example of

this would be if we take R :=
k[[x,y]]
(x2,xy)

and M := R/(x) = k[[y]] for some field k and indeterminates

x,y over k.

Over Cohen-Macaulay rings, small CM modules are easier to find. For example, high syzygy

modules are always small CM. If R were regular, small CM modules are the same as free modules.

In fact, there is a rich classification theory of small CM modules over Cohen-Macaulay rings in

small dimension, for references see Yoshino (1990) and Leuschke & Wiegand (2012a).

The existence of small CM modules for local rings can yield information about the structure

of the ring and reveal properties of algebras over it. For example, the multiplicity of a small CM

module is relatively easy to compute and this in turn aids in computing the multiplicity of the ring.

But the most important consequence of its existence arises from figure 2.1 due to Hochster from

the 1970’s and 80’s, indicating the implications amongst the homological conjectures.

The conjecture on the top right in figure 2.1 is

Conjecture 2.1.1.3 (Small CM module - Hochster). Every complete local domain admits a small

Cohen-Macaulay module.

As seen in figure 2.1, conjecture 2.1.1.3 implies nearly all of the homological conjectures. Most

importantly, it implies Serre’s intersection multiplicity conjecture: Assume (S,m) is a regular

local ring of dimension n and let M,N be finitely generated non-zero modules over it such that

13



Yves André.

Previously, the best case that
was known was the case when
𝐴 is a regular ring of di-
mension ≤ 3, which is due
to Heitmann [Hei02]. In
the mixed characteristic setting,
Bhargav Bhatt and Ofer Gabber
also made substantial contribu-
tions to these circles of ideas
[Bha14a,Bha18,Gab18].

Themethods of André’s proof
have also been used to prove
generalizations of the direct
summand theorem, notably the

existence of big Cohen–Macaulay algebras and the derived
direct summand theorem, see [And18a, And18c, Bha18,
Gab18, HM18, Shi17]. We expect that the existence of
big Cohen–Macaulay algebras will stimulate further study
of 𝑓 in mixed characteristic: In fact, they can be thought
of as a tool that replaces certain aspects of Hironaka’s
resolution of singularities from characteristic zero alge-
braic geometry, as explained in [MS18b]. We will dis-
cuss big Cohen–Macaulay algebras and singularities in
mixed characteristic in the section “Big Cohen–Macaulay
Algebras and Singularities in Mixed Characteristic.” As an
application of these ideas, in our final section, “An Appli-
cation to Symbolic Powers,” we discuss a result on uniform
growth of symbolic powers of ideals [MS18a].
Homological Conjectures. TheHomological Conjectures in
commutative algebra are a network of conjectures relating

Ofer Gabber.

various homological properties
of a commutative ring with its
internal ring structure. They
have generated a tremendous
amount of activity over the
last fifty years. The follow-
ing is a diagram of homo-
logical conjectures, which is
part of Hochster’s 2004 dia-
gram [Hoc04] (one sees that
the Direct Summand Conjec-
ture/Theorem lies in the heart).
Most of these conjectures are
now completely resolved thanks
to the work of André and oth-

ers.
Some of these implications are highly nontrivial: For

example, the fact that the Direct Summand Theorem im-
plies the Syzygy Theorem and the Intersection Theorem
was due to Hochster [Hoc83],4 and that the Intersection
Theorem implies Bass’ Question and Auslander’s Conjec-

4See also [Dut87] for other interesting connections between the homological conjectures.

Existence of Big
Cohen–Macaulay
Algebras [And18a]

Existence of Small
Cohen–Macaulay

Modules

Existence of Big
Cohen–Macaulay

Modules

Serre’s Positivity
Conjecture

Direct Summand
Theorem [And18a]

Monomial
Conjecture
(Theorem)

Syzygy
Theorem

Intersection Theorem
[PS73,Hoc75,Rob87,Rob89]

Bass’ Question
(Theorem)

Auslander’s
Zerodivisor
Conjecture
(Theorem)

ture was proved by Peskine–Szpiro [PS73]. We note that
many of the early homological conjectures are solved in
mixed characteristic, thanks to Roberts’ proof of the Inter-
section Theorem using localized Chern characters [Rob87,
Rob89]. We also mention that there are various stronger
forms of some of these conjectures that are proved based
on André’s work, see for example [And18c,AIN18,Gab18,
HM18].

We want to highlight that, despite the recent
breakthroughs in mixed characteristic, Serre’s Positivity
Conjecture on intersection multiplicity is still wide open
in the ramified mixed characteristic case. To this date, the

Paul C. Roberts.

most important progress to-
wards Serre’s Conjecture is due
to Gabber, see [Hoc97]. We
refer the reader to [Hoc17] for
a recent extensive survey on
Serre’s Conjecture and other
(old and new) homological
conjectures and theorems.

We end the introduction by
briefly discussing one of the ho-
mological theorems in the dia-
gram above.

Theorem 3 (The Syzygy Theo-
rem). Let (𝑅,𝔪) be a Cohen–

Macaulay (or even regular) local domain and let 𝑀 be a non-
free finitely generated 𝑅-module. If 𝑀 is a 𝑘-th syzygy module
of finite projective dimension,5 then the rank of 𝑀 is at least 𝑘.

For instance, the first syzygy module is a submodule of

5This means 𝑀 ≅ Image(𝛿𝑘) in a finite free resolution 0 ⟶ 𝐹𝑛 ⟶ ⋯ ⟶ 𝐹𝑘
𝛿𝑘⟶

⋯ ⟶ 𝐹0 ⟶ 𝑁 ⟶ 0 of a finitely generated 𝑅-module𝑁.
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Figure 2.1: Hochster’s diagram of the homological conjectures and their solutions, Ma & Schwede
(2019).

l(M⊗S N)< ∞, where l(_) denotes length. Serre’s intersection multiplicity is defined as

χS(M,N) :=
n

∑
i=0

(−1)i`(TorS
i (M,N)) (2.1.1.3.1)

The primary example is when M and N are quotients of S by prime ideals P and Q such that P+Q

is m-primary. Geometrically, this is motivated by studying isolated points of intersection of two

varieties. Consider the following assertions:

1. dim(M)+dim(N)≤ n.

2. dim(M)+dim(N)< n =⇒ χS(M,N) = 0.

3. dim(M)+dim(N) = n =⇒ χS(M,N)> 0.

Serre showed that all of the above are true, when S is any regular local ring containing a field or

when S is a regular local ring of mixed characteristic whose completion is a power series over a

DVR. He also proved assertion (1) for any regular local ring. Gillet and Soulé in Gillet (1985)

and independently Roberts (1985), proved assertion (2). Gabber proved that χS(M,N) ≥ 0, see

Berthelot (1997). Strict positivity of Serre’s intersection multiplicity in the ramified case in mixed
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characteristic still remains unsolved. The problem reduces to the case where S is complete with

algebraically closed residue field and M,N are quotients of S by prime ideals.

The existence of small CM modules for complete local domains would settle Serre’s positivity

conjecture:

Proposition 2.1.1.4 (Hochster). Existence of small CM modules for complete local domains =⇒

strict positivity of Serre’s intersection multiplicity.

Proof. Let M = S/P and N = S/Q for prime ideals P,Q ⊆ S. Since l(M⊗S N) < ∞, we have

that P+Q is m-primary. Suppose that S/P and S/Q admit small CM modules U and V of ranks

e and f respectively. Then U admits a finite filtration of S/P modules with e factors equal to

S/P and the rest consisting of modules of strictly smaller dimension (similarly for V ). Then, by

the bi-additivity of Serre’s intersection multiplicity (Serre (2000)) and assertion (2), χS(U,V ) =

e f χS(S/P,S/Q). Since U (or V ) is maximal Cohen Macaulay and V (or U) has finite S-projective

dimension, TorS
i (U,V )= 0 for all i> 0. Thus χS(U,V )= `(U⊗SV )> 0 and hence χS(S/P,S/Q)>

0. �

Hochster introduced a weaker version of a small CM module, called a big CM module, which

does not imply the positivity of Serre intersection multiplicity conjecture, but does imply the other

homological conjectures, see 2.1. The existence of big Cohen Macaulay modules (algebras) is

now known, see Hochster & Huneke (1995) and Andre (2016). On the other hand, the existence of

small CM modules over non CM rings is known only in very few cases. We will now look at some

of the positive results in the literature.

There are examples of non existence of small CM modules over local rings that are not catenary,

but one may view this as pathological. In fact, a domain that admits a small CM module has to be

universally catenary, see Hochster (1973). Hence the complete hypothesis in 2.1.1.3.

Let (R,m) denote a complete (Noetherian) local domain. If dim(R) = 1, then R is already

Cohen-Macaulay, so 2.1.1.3 is true trivially. If dim(R) = 2, then the integral closure of R, say R′,

certainly satisfies Serre’s criterion (S2) (Serre’s criterion for normality). Since we are in dimension
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two, R′ is Cohen-Macaulay. Moreover, R′ is a finite R-module, see Nagata (1962).

The question gets quite hard in dimension 3 and higher. In the next subsection, we provide

details of a result in positive characteristic p > 0 due independently to Hartshorne, Hochster and

Peskine-Szpiro.

Note that there are examples of non existence of small CM modules of rank one, see Dumas

(1965) and Ma (2018). These may be considered as attempts towards disproving 2.1.1.3. In Hanes

(1999), it is shown that the existence of a small CM module is preserved over Segre products over

finitely generated positively graded algebras over a perfect field of characteristic p> 0. In Tavanfar

(2017), it is shown that 2.1.1.3 reduces to the case of UFDs.

2.1.2 A result in char p>0

The goal of this subsection is to prove Theorem 2.1.2.7. Throughout this subsection, R will denote

a ring of characteristic p > 0. Let F : R→ R denote the Frobenius map, that is r→ rp and Fe

its e-th iterate. Note that these are indeed ring homomorphisms. Although simple in definition,

this map has proved to be very powerful and has been the totem of characteristic p > 0 methods.

By restricting scalars, F∗R will denote R viewed as an R-module via the Frobenius map. Fe
∗ R will

denote R viewed as an R-module via the e-th iterate of the Frobenius map. The ring R is said to be

F-finite if F∗R is a finite R-module. This is a fairly mild condition:

Remark 2.1.2.1. If R is F-finite, so is every finitely generated algebra over R. F-finiteness is also

preserved under homomorphic images and localizations. If R is F-finite, so is a power series ring

over it. In particular, if K is a perfect field of characteristic p > 0, then a ring essentially of finite

type over it is F-finite.

If M is an R-module, denote by Fe
∗M the module obtained by restricting scalars via Fe.

Remark 2.1.2.2. Note that H i
m(F

e
∗M)' Fe

∗H i
m(M).

We recall:
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Theorem 2.1.2.3 (Matlis Duality). Let (S,n,k) be a complete local ring and E an injective hull of

k over S. Let ∆S = HomS(_,E) be the Matlis dual functor.

1. Then ∆S defines a contravariant functor from the category of modules satisfying ACC to the

category of modules satisfying DCC and vice versa.

2. If M has ACC or DCC, then M ' ∆S(∆S(M)).

Theorem 2.1.2.4 (Grothendieck Vanishing Theorem). Let M be a finitely generated module of

dimension d over a local ring (S,n,k). Then H i
n(M) = 0 for i > d and Hd

n (M) 6= 0.

We include a version of local duality that most suits our needs:

Theorem 2.1.2.5. (Local Duality) Let (S,n,k) be a local ring that is a homomorphic image of a

Gorenstein local ring T of dimension d. Let E be an injective hull for the residue field of k and

∆S = HomS(_,E) be the Matlis dual functor. Then for all finitely generated modules M and all i

H i
n(M)' ∆S(Extd−i

T (M,T ))

Proposition 2.1.2.6. Let (S,n,k) be a local ring of dimension d that is a homomorphic image of

a regular local ring T of dimension e. Let M be a finite S-module of maximal dimension that is

Cohen-Macaulay on the punctured spectrum of S. Then H i
n(M) has finite length for all i < d.

Proof. From 2.1.2.5, it suffices to show that Exte−i
T (M,T ) has finite length for i < d. Let P ⊆ S

be a non maximal prime ideal and P̃ its lift to T . MP is a Cohen-Macaulay TP̃ module of dimen-

sion dim(TP̃)− e+ d. By the Auslander-Buchsbaum formula, p.d.TP̃(MP) = e− d. Therefore,

(Exte−i
T (M,T ))P̃ = 0 for all i < d. That is Exte−i

T (M,T ) has finite length as a T -module and hence

as a S-module. The proof is now complete. �

Theorem 2.1.2.7 (Hartshorne, Hochster, Peskine-Szpiro). Let K be a perfect field of char p > 0.

Let R be a N-graded domain that is finitely generated over R0 = K. If R is Cohen-Macaulay on the

punctured spectrum, then R admits a graded small CM module.
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Proof. We want to construct a finitely generated module M of maximal dimension such that

H i
m(M) = 0 for all i < d, where d = dim(R) and m is the homogeneous maximal ideal of R. Set

z := ∑i<d `(H i
m(R)). From 2.1.2.6, z < ∞. For an integer e≥ 1 and an integer 0≤ s≤ pe consider

Ms :=⊕i≡s mod peRi. That is Fe
∗ R =⊕0≤s≤peMs. Choose e so that the number of Ms 6= 0 is greater

than z. We have from 2.1.2.2 that

⊕i<dFe
∗H i

m(R) =⊕i<dH i
m(F

∗
e (R)) =⊕0≤s≤pe(⊕i<dH i

m(Ms)).

Since ⊕i<dFe
∗H i

m(R) is a z-dimensional K-vector space, our choice of e implies that H i
m(Mr) = 0

for some 0 ≤ r ≤ pe and all i < d. Moreover, R is F-finite by 2.1.2.1, so that Mr is a finitely

generated R-module. Thus Mr is a graded small CM module over R. �

Corollary 2.1.2.8 (Hartshorne, Hochster, Peskine-Szpiro). Let R be a three dimensional N-graded

domain that is finitely generated over a field R0 = K with char(K) = p > 0. Then R admits a small

CM module.

Proof. To reduce to the case where K is perfect see Grothendieck (1971)[Chapter 0, 6.8]. The inte-

gral closure of R, say R, is then N-graded over a perfect field, see Huneke & Swanson (2006a)[Corollary

2.3.6]. Moreover, R is a finitely generated R-module, see Huneke & Swanson (2006a)[Theorem

4.6.3]. Since R satisfies Serre’s criterion (S2), it is Cohen-Macaulay on the punctured spectrum.

Therefore by 2.1.2.7, R admits a small CM module and hence so does R. �

More recently, the above result was generalized in Schoutens (2020). He first shows that the

existence of a certain type of Hasse-Schmidt derivation implies the existence of a small CM

module for complete local domains of positive characteristic with algebraically closed residue

field. He then uses this to generalize 2.1.2.8 to what he calls pseudo-graded rings of dimension

three.

Theorem 2.1.2.9 (Schoutens (2020)). If R is a three dimensional pseudo-graded ring of positive

characteristic, then R admits a small CM module.
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2.1.3 A viewpoint to finding small CM modules

Hochster observed that one could approach 2.1.1.3 as follows: Let R be a complete local domain

and S⊆ R a regular local ring such that R is a finite S-module. Given an R-module M, it is a small

CM module over R if and only if it is a small CM module over S if and only if it is a free S-module.

Let MN(S) denote the ring of N×N matrices with entries in S. Rephrasing 2.1.1.3, R admits a

small CM module if and only if R embeds into MN(S) for some N >> 0 such that the restriction

to the subring S is the natural scalar diagonal matrix embedding.

Along these lines, note that 2.1.1.3 reduces to the integral closure of a complete regular local

ring in a finite normal extension of its fraction field. So it is natural to first look at the case of

extensions of the fraction field of a regular local ring with a “nice" Galois group.

Let S be an unramified regular local ring and L its quotient field. Let K be a finite extension of

L and R the integral closure of S in K. It is shown in Roberts (1980), that if K/L is Abelian and

[K : L] is not divisible by the characteristic of the residue field of S, then R is Cohen-Macaulay. In

particular, this applies to the equi-characteristic zero case. In the mixed characteristic p scenario,

the conclusion fails as shown in Koh (1986) and Sridhar (2021a). In Roberts (1980), the hypothesis

that the characteristic of the (algebraically closed) residue field k does not divide the order of the

Galois group G critically ensures the group algebra k[G] is a product of fields. There is no direct

analog of the argument when char(k) divides the order of G. In fact, when this hypothesis is

removed, we are in an entirely new world, drawing parallels with the modular case in representation

theory.

We provide a sketch of the argument in Roberts (1980) - in the sections that follow we study

the failure of this phenomenon in mixed characteristic with a focus on finding small CM modules

over the integral closure R. With specified notation, we need the next two lemmas to reduce to the

case where S is complete with algebraically closed residue field (via standard arguments):

Lemma 2.1.3.1. Roberts (1980) Let S→ S′ be a faithfully flat extension of regular local rings. Set

R′ := R⊗S S′ and L′ = Frac(S′). Then:
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1. R′ is a reflexive S′-module.

2. If R′ is finite S′-free of rank n, then R is S-free of rank n.

Lemma 2.1.3.2. Grothendieck (1971) Let (A,m,k) be a Noetherian local ring. Let K/k be a field

extension. Then there exists a flat local homomorphism of Noetherian local rings A→ B such that

B/mB' K.

We recall these basic results from group representation theory.

Theorem 2.1.3.3 (Maschke’s Theorem). Let G be a finite group and K a field whose characteristic

does not divide the order of G. Then the group algebra K[G] is semisimple.

Theorem 2.1.3.4 (Artin-Wedderburn Theorem). Let A be a semi-simple ring. Then A'⊕r
i=1Mni×ni(Di)

for some division rings Di. If A is a finite dimensional k-algebra for a field k, then each Di is a

finite dimensional division algebra over k.

Corollary 2.1.3.5. Let A be a semisimple ring that is a finite dimensional algebra over an alge-

braically closed field k. Then A'⊕r
i=1Mni×ni(k).

Theorem 2.1.3.6 (Roberts (1980)). Let S be a regular local ring, L its quotient field, and K a finite

Abelian extension of L with Galois group G. Assume that the order of G is not divisible by the

characteristic of the residue field of S. Then the integral closure of S in K is Cohen-Macaulay.

Proof. (Sketch)

1. The action of the Galois group G on K gives K a L[G]-module structure and R a S[G]-

module structure. The isomorphism R⊗S L' K is in fact an isomorphism of L[G]-modules.

The normal basis theorem implies that K ' L[G] as L[G]-modules, so that R⊗S L ' L[G] as

L[G]-modules.

2. Let Ŝ denote the completion of S with respect to its maximal ideal. We have R̂⊗Ŝ Frac(Ŝ)'

(R⊗S L)⊗L Frac(Ŝ)' Frac(Ŝ)[G]. Combining this with 2.1.3.1, we can reduce to the case

where S is complete. Further, we may assume the residue field k of S is algebraically closed

by 2.1.3.2.
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3. Since G is Abelian, the group algebra k[G] is commutative. Moreover, since k is alge-

braically closed, we have from 2.1.3.3 and 2.1.3.5 that k[G] ' k⊕n as rings. Since S is

complete, we may lift this factorization to get S[G]' S1×·· ·×Sn where Si ' S. Since R is

a S[G]-module, R' R1×·· ·×Rn, where Ri is a Si-module.

4. On one hand L[G]' S[G]⊗S L' (S1⊗S L)×·· ·×(Sn⊗S L)' L×·· ·×L. On the other hand

L[G]' K ' R⊗S L' (R1⊗S L)×·· ·× (Rn⊗S L). Since these decompositions are canonical,

Ri⊗S L' L for all i.

5. Since K/L is separable, R is a finite S-module. Since R is a (S2) S-module, by Bruns &

Herzog (1998)[Proposition 1.4.1], R is a reflexive S-module. Thus we know that the Ri are

rank one reflexive S-modules. Since S is a UFD, the Ri are S-free and hence R is S-free.

�

The "modular" case, that is when the order of the Abelian Galois group is not coprime to the

characteristic of the residue field is a different matter. For example, if K/L is a cyclic extension

of degree p and char(k) = p, we have k[G] = k[X ]/(X − a)p. In equal characteristic p > 0, the

problem reduces easily to the case of certain generic Artin Schreier extensions, see chapter 4. We

will primarily concern ourselves with the mixed characteristic case:

Question 2.1.3.7. What are the obstructions one faces when S is an unramified regular local ring

of mixed characteristic p > 0 and p | |G| in 2.1.3.6?

Before we begin this quest, note that the proof of Roberts’s theorem goes through if S is only

assumed to be a UFD - in the sense that R is a free S-module. Hochster and Roberts give an

example to show that the proof of the above theorem does not go through if we are in the modular

case, although this does not disprove the statement in 2.1.3.6.

Example 2.1.3.8. Set R := Ẑ(2)[X ,U,V,Y ](2,X ,U,V,Y )/(Y 2 − X2V − 4U) where Ẑ(2) denotes the

ring of 2-adic integers. R is a quadratic extension of the unramified regular local ring S :=

Ẑ(2)[X ,U,V ](2,X ,U,V ) obtained by adjoining the square root of f := X2V + 4U ∈ S. Since S/(2)
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is integrally closed and f is not a square modulo 2S, 2 ∈ R is prime. Moreover, R[1/2] is a UFD,

so that by Nagata’s criterion, R is a UFD.

Let L := Frac(R), K := L(
√

V ) and T the integral closure of R in K. Then

ω := 2−1(Y +X
√

V ) ∈ T

since ω2−Y ω +U = 0. Suppose T admits a R-free module M. Then this defines a ring homo-

morphism from T to a ring of square matrices over R such that its restriction to R is the diagonal

embedding. Denote by E and E ′ the image of
√

V and ω respectively under this homomorphism.

Then we get a matrix equation Y · I+X ·E = 2 ·E ′ where I is the suitable identity matrix. Looking

at the diagonal entries, we get Y ∈ (2,X)R, which is a contradiction. Therefore T does not admit

any module that is free over R! In particular, T is not R-free.

Remark 2.1.3.9. With notation as in 2.1.3.8, we note here that T is already Cohen-Macaulay.

Indeed, T is the integral closure of S[
√

V ,
√

f ]. But S′ := S[
√

V ] is an unramified regular local ring

of mixed characteristic 2 and T is the integral closure of S′ in a quadratic extension of its fraction

field. In particular, it is a rank two reflexive S′-module. Since S′ is a UFD, by the Direct Summand

theorem Andre (2016), T is S′-free - that is T is Cohen-Macaulay. Note that one could also use

2.1.4.5 to arrive at this conclusion since f ∈ S′ is square free.

Roberts also shows that the conclusion of 2.1.3.6 is false if G is only assumed to be solvable or

nilpotent. In fact, he notes that there are Galois extensions of a UFD S, such that that the minimal

number of generators of the integral closure over S is arbitrarily large.

2.1.4 Generically Abelian extensions in mixed characteristic and radical ex-

tensions

The conclusion of 2.1.3.6 fails in mixed characteristic. Koh gave the only known example of this

phenomenon before our work in Sridhar (2021a). We include the example in question but do not

provide a proof.
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Example 2.1.4.1. Koh (1986): Let S be a regular local ring of mixed characteristic 3 containing a

primitive cube root of unity. Denote its fraction field by L. Assume dim(S)≥ 3 and that (i
√

3,x,y)

form part of a regular system of parameters for S. Let a := xy4 + 27 ∈ S and b := x4y+ 27 ∈ S.

Then a,b ∈ S are square free, relatively prime elements. Let ω := 3√ab2 and R the integral closure

of S in L(ω). Note that L contains a primitive third root of unity and hence L(ω)/L is Galois with

Galois group Z/3Z. However R is not S-free and hence not Cohen-Macaulay.

Note that the base regular local ring is not unramified in 2.1.4.1. Katz gave an example of a

p-th root extension of an unramified regular local ring such that the integral closure is not Cohen-

Macaulay in Katz (1999). In this paper, he showed much more, see 2.1.4.3. In particular, in this

example it is shown that the integral closure does admit a small CM module.

Example 2.1.4.2. Katz (1999)(Sketch)

1. Let (S,m) be an unramified regular local ring of mixed characteristic 3 with field of fractions

L. Assume dim(S) ≥ 3 and let (3,x,y) be part of a regular system of parameters for S. Set

a := xy4 +9,b := x4y+9 and ω := 3√ab2. Let K := L(ω) and R the integral closure of S in

K.

2. Then P := (ω − x3y2,3) ⊆ S[ω] is the unique height one prime in S[ω] containing 3. Set

Q := (ω,b) ⊆ S[ω]. Then it is shown by reducing to the one dimensional case that R =

(Q∩P)−1
S[ω]

.

3. R is Cohen Macaulay if and only if J := Q∩P lifts to a grade two perfect ideal to B :=

S[W ](m,W ).

4. Denoting lifts by ∼ we have

0 // B/J̃ // B/Q̃⊕B/P̃ // B/(Q̃+ P̃) // 0 (2.1.4.2.1)

5. But B/(Q̃+P̃)' S/(3,x4y,x3y2) which has depth equal to depth(S)−3. Thus depth(B/J̃)=

depth(S)−2 and hence R is not Cohen-Macaulay.
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6. However, if we set K := b ·Q−1, then M := (K∩P)−1 is a small CM module over R !

The main result of Katz (1999) was

Theorem 2.1.4.3. Katz (1999) Let S be an unramified regular local ring of mixed characteristic

p > 0 with field of fractions L. Let K := L(ω) where ω is the p-th root of an arbitrary element of

S. Let R be the integral closure of S in K. Then R admits a birational small CM module.

The above result is obtained from a careful study of the conductor J of the integral closure R to

a suitable complete intersection ring A (for example A could be S[ω] for ω ∈K a primitive element

for K/L). Much of the work in this thesis is inspired by this approach. A key technical tool in Katz

(1999) and our work is the ability to describe inverses of ideals in complete intersection rings that

lift to grade two perfect ideals in certain rings projecting onto it. The result below follows from

work in Mond & Pellikaan (1989) or Kleiman & Ulrich (1997).

Proposition 2.1.4.4. Katz (1999) Let A be a Noetherian domain satisfying (S2) such that the

integral closure of A is a finite A-module. Suppose that A = B/(F) for F ∈ B a prime. Let

J̃ = (∆1, . . . ,∆n)⊆ B be a grade two ideal containing F such that the ∆i are the signed maximal mi-

nors of a (n+1)×n B-matrix φ . Let J denote the image of J̃ in A. Write F = b1∆1+ · · ·+bn+1∆n+1.

Let φ ′ denote the (n+ 1)× (n+ 1) matrix obtained by augmenting φ with the column consisting

of the bi. Then J−1 is generated as a A-module by the set {ψ1,1/δ1, . . . ,ψn+1,n+1/δn+1} where ψi,i

denotes the image in A of the (i, i)-th co-factor of φ ′ and δi denotes the image in A of ∆i. Moreover

p.d.B(J) = p.d.B(J−1) = 1.

In Katz (1999) it was shown that if the element whose root is adjoined in 2.1.4.3 is square free,

then the integral closure is Cohen-Macaulay.

Proposition 2.1.4.5. Assume notation as in 2.1.4.3 and let ω p = f ∈ S be square free. Then R is

Cohen-Macaulay. In case S[ω] 6= R, then R = P−1 where P⊆ S[ω] is the unique height one prime

in S containing p.

Remark 2.1.4.6. The proof of 2.1.4.5 goes through if S is only assumed to be a Noetherian domain

such that p ∈ S is a prime and S/pS is integrally closed.
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Remark 2.1.4.7. In Katz (2021), under certain circumstances R is shown to admit a birational

small CM module in extensions obtained by adjoining the pn-th root of a single element.

As discussed above, radical extensions in mixed characteristic p > 0 obtained by adjoining

n-th roots of elements of the base regular local ring with the property that p divides n are prime

examples of the failure of Roberts’s theorem. Moreover, the importance of radical extensions stem

from Kummer theory, which says that Abelian extensions are repeated radical extensions under

the presence of suitable roots of unity. The cyclic case of Kummer theory has a quick elementary

proof which we shall present. We first recall the classical lemma:

Lemma 2.1.4.8. (Dedekind-Independence of Characters) Let K be a field and G a group. If

σ1, . . . ,σn are distinct group homomorphisms from G→ K×, then they are linearly independent

over K.

Proposition 2.1.4.9. Let L be a field containing a primitive n-th root of unity. If L[ω]/L is a field

extension such that ωn ∈ L and n is the smallest integer with this property, then L[ω]/L is cyclic

Galois of degree n. Conversely, if K/L is a cyclic extension of degree n, then K = L[ω] for some ω

such that ωn ∈ L.

Proof. Consider the forward implication. ω is a root of a polynomial Xn− f ∈ L[X ]. The other

roots are simply ζ iω for 1≤ i≤ n−1, where ζ ∈ L is a primitive n-th root of unity. Thus L[ω]/L is

certainly Galois. Denote the Galois group by G and by µn the group of n-th roots of unity contained

in L×. For all σ ∈ G, σ(ω) = ζ iω for some i, so that σ(ω)/ω ∈ µn. This in fact defines a group

homomorphism:

G→ µn : σ 7→ σ(ω)/ω

The homomorphism is clearly injective. Suppose the homomorphism is not surjective - the image

is a subgroup µd ≤ µn for some d|n, d < n. For any σ ∈ G, we then have (σ(ω)/ω)d = 1, so

that σ(ωd) = ωd . This would mean σd ∈ L, which is impossible by our hypothesis. Thus the

homomorphism is surjective and G is cyclic of degree n.
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Now consider the backward implication. Let K/L be cyclic Galois of degree n. Let σ generate

the Galois group G and let ζ be a primitive n-th root of unity in L. Then 1,σ , . . . ,σn−1 are all

distinct group automorphisms of K×. By 2.1.4.8, ∑
n−1
i=0 ζ iσ i is not the zero function. Choose

α such that β := ∑
n−1
i=0 ζ iσ i(α) 6= 0 (α can’t be in L×). Then σ(β ) = ζ−1β and β /∈ L. Thus

σ(β n) = β n, so that β n ∈ L and no smaller power has this property. This completes the proof. �

The general form of Kummer theory that is relevant to us is:

Theorem 2.1.4.10. (Kummer Theory) Let K/L be a finite Galois extension with Galois group G.

Suppose that G has exponent n and L contains a primitive n-th root of unity. Then G is Abelian if

and only if there exist a1, . . . ,as ∈ L such that K = L(a1/n
1 , . . . ,a1/n

s ).

For a proof, see Appendix A.

Remark 2.1.4.11. (Huneke & Katz (2019)) In 2.1.4.10, if L is the quotient field of a UFD S and

G is Abelian, then K is contained in an extension of the form L(p1/n
1 , . . . , p1/n

t ) for distinct primes

p1, . . . , pt ∈ S.

2.1.5 Motivating Questions

While chapters 3 and 4 are primarily motivated by the question of existence of small Cohen-

Macaulay modules (2.1.1.3), we understand that it is an ambitious project at this time, (see section

2.1). We consider the case of generically Abelian extensions of regular local rings in mixed char-

acteristic motivated by Roberts’s theorem 2.1.3.6. We would like to understand the modular case:

Question 2.1.5.1. What are the obstructions one faces when S is an unramified regular local ring

of mixed characteristic p > 0 and p | |G| in 2.1.3.6?

Motivated by the phenomenon in Koh (1986) and Katz (1999) and the studies in Katz (1999)

and Katz (2021), we consider generic extensions K/Frac(S) of regular local rings S with the prop-

erty that the integral closure of S in K, say R, is S-free when S contains a field but not necessarily

so otherwise.
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Consider the following question:

Question 2.1.5.2. Does the integral closure of a regular local ring of mixed characteristic p > 0

in a finite Abelian extension of its fraction field admit a small CM module?

Definition 2.1.5.3. A Noetherian local ring R admits a small Cohen-Macaulay (CM) algebra if

there is an injective map of rings R ↪→ S such that every system of parameters of R becomes a

regular sequence in S and S is a finite R-module.

Consider the stronger question:

Question 2.1.5.4. Does the integral closure of a regular local ring of mixed characteristic p > 0

in a finite Abelian extension of its fraction field admit a small CM algebra?

This is because there exists a retraction from B→ T using the trace map corresponding to the

fraction fields which can be used to show that T is CM if B is. However, an example of the existence

of a small CM algebra in mixed characteristic does not seem to be well known and we will provide

definitive examples in this work (4.1.0.3). On the other hand, small Cohen-Macaulay algebras do

not always exist in mixed characteristic either - any mixed characteristic local domain that is not

Cohen-Macaulay after inverting p would be an example. Moreover, Linquan Ma pointed out to

the author that Bhatt’s examples of non existence of small CM algebras in positive characteristic

in Bhatt (2012) "deform" to mixed characteristic.

Katz’s result 2.1.4.3 makes one wonder whether rank one MCMs are admissible:

Question 2.1.5.5. Does the integral closure of a regular local ring of mixed characteristic p > 0

in a finite Abelian extension of its fraction field admit a birational small CM module?

Kummer theory (A.0.0.2) tells us that Abelian extensions of a field of characteristic zero con-

taining suitable roots of unity are repeated radical extensions. Thus it is natural to study repeated

n-th root extensions of an unramified regular local ring of mixed characteristic p > 0 with the prop-

erty that p|n. If S were to contain the rational numbers or if S were of mixed characteristic p > 0
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and p - n, then it follows that the integral closure of S in an arbitrary repeated radical extension is

Cohen-Macaulay, see Sridhar (2021a) and Huneke & Katz (2019).

The examples 2.1.4.1 and 2.1.4.2 where obtained by adjoining a p-th root of a non-square free

element of the base ring. Katz showed that in case we adjoin a p-th root of a single square free

element to an unramified regular local ring of mixed characteristic p > 0, the integral closure is

Cohen-Macaulay, see 2.1.4.5. In contrast, we will see that the integral closure need not be Cohen-

Macaulay in a finite square free tower of p-th roots: in fact it could fail to be Cohen-Macaulay

even if we adjoin p-th roots of two square free elements.

To take the approach through repeated radical extensions one can assume that the elements

whose roots we adjoin are square free, since any given multi-radical extension can be embedded

in a sufficiently large square free tower, while preserving finiteness. In the same vein, one could

also impose suitable generality conditions on the elements. To this end, we can reduce to the case

where the elements whose roots we adjoin lie in Sp when S is complete with perfect residue field

and Sp is the subring of S obtained by lifting the Frobenius map on S/pS to S, see section 3.2.1.

On the other hand, the complexity of these towers increases very fast. Towards gaining a handle,

we investigate the first new case. We consider biradical extensions of an unramified regular local

ring S of mixed characteristic p > 0 obtained by adjoining p-th roots of sufficiently general square

free elements say f ,g ∈ S, see chapters 3 and 4. Roughly speaking, one may think of this as the

case where the Galois group is Zp×Zp generically.

2.2 Reflexive Modules

The work in this section and in chapter 5 is based of Dao et al. (2021) and is joint work with

Hailong Dao and Sarasij Maitra. Throughout this section, assume that all rings are commutative

with unity and are Noetherian, and that all modules are finitely generated.
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2.2.1 Over general Noetherian rings

Let R denote a Noetherian ring with total ring of fractions Q(R). Let R denote the integral closure

of R in Q(R). Let SpecR denote the set of prime ideals of R. For any R-module M, if the natural

map M → M⊗R Q(R) is injective, then M is called torsion-free. It is called a torsion module if

M⊗R Q(R) = 0. The dual of M, denoted M∗, is the module HomR(M,R); the bidual then is M∗∗.

The bilinear map

M×M∗→ R, (x, f ) 7→ f (x),

induces a natural homomorphism h : M→M∗∗. We say that M is torsionless if h is injective, and

M is reflexive if h is bijective.

For R-submodules M,N of Q(R), we denote

M :R N = {a ∈ R | aN ⊆M}

M : N = {a ∈ Q(R) | aN ⊆M}.

We will need the notion of trace ideals. We first recall the definition.

Definition 2.2.1.1. The trace ideal of an R-module M, denoted trR(M) or simply tr(M) when the

underlying ring is clear, is the image of the map τM : M∗⊗R M→ R defined by τM(φ ⊗ x) = φ(x)

for all φ ∈M∗ and x ∈M.

Say that an ideal I is a trace ideal if I = tr(M) for some module M. Since tr(tr(M)) = tr(M), I is

a trace ideal if and only if I = tr(I). It is clear from the definition, that if M∼=N, then tr(M) = tr(N).

There are various expositions on trace ideals scattered through the literature, see for example

Herzog et al. (2019), Lindo (2017), Kobayashi & Takahashi (2019a), Goto et al. (2020), Faber

(2019), etc. For our purposes, we shall mainly need the following properties of trace ideals.

Proposition 2.2.1.2. (Kobayashi & Takahashi, 2019a, Proposition 2.4) Let M be an R-submodule

of Q(R) containing a nonzero divisor of R. Then the following statements hold.

1. tr(M) = (R : M)M.
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2. The equality M = tr(M) holds if and only if M : M = R : M in Q(R).

Recall that a finitely generated R-submodule I of Q(R) is called a fractional ideal and it is

regular if it is isomorphic to an R-ideal of grade one.

Remark 2.2.1.3. Let R be any ring with total ring of fractions Q(R). For any two regular fractional

ideals I1, I2, we have I1 : I2∼=HomR(I2, I1) where the isomorphism is as R-modules, see for example

(Herzog & Kunz, 1971, Lemma 2.1).

By abuse of notation, we will identify these two R-modules and use them interchangeably.

Remark 2.2.1.4. By Remark 2.2.1.3, we can identify I∗ := HomR(I,R) with R : I whenever I

contains a non zero divisor. This is also denoted as I−1. Moreover for any non zero divisor x in I,

we have xI∗ = x :R I. Hence I∗ ∼= x :R I as R-modules.

Next, we discuss some general statements about reflexive modules that will be needed. Recall

that an R-module M is called totally reflexive if M is reflexive and ExtiR(M,R) = ExtiR(M
∗,R) =

0 for all i > 0 (see Kustin & Vraciu (2018) for instance for more details). In the result below

we need to consider modules that are locally totally reflexive on the minimal primes of R. See

Remark 2.2.1.6.

Lemma 2.2.1.5. Let R be a Noetherian ring satisfying condition (S1). Consider modules M,N that

are locally totally reflexive on the minimal primes of R.

1. Assume there is a short exact sequence 0→ M → N → C→ 0. If N is reflexive and C is

torsionless then M is reflexive.

2. If HomR(M,N) is locally totally reflexive on the minimal primes of R and N is reflexive, then

HomR(M,N) is reflexive.

Proof. For (1), (Masek, 1998, Theorem 29) implies that C is locally totally reflexive on the min-

imal primes. Thus Ext1RP
(CP,RP) = 0 for all minimal primes P and the conclusion follows from

(Masek, 1998, Proposition 8).
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For (2), we first prove the case N = R. Let f : M∗→M∗∗∗ be the natural map. Let g : M∗∗∗→

M∗ be the dual of the natural map M → M∗∗. Then g ◦ f = id, so f splits, and we get M∗∗∗ =

M∗⊕M1. But for any minimal prime P, (M1)P = 0, so M1 has positive grade. As M∗∗∗ embeds in

a free module and R is (S1), M1 = 0.

Now, start with a short exact sequence 0 → C → F → N∗ → 0 where F is free. Dualiz-

ing, we get 0→ N → F∗ → D→ 0 where D is torsionless (by (Masek, 1998, Proposition 8), a

submodule of a torsionless module is torsionless). Take HomR(M,−) to get the exact sequence

0→HomR(M,N)→HomR(M,F∗)→ K′→ 0 where K′ is a sub-module of HomR(M,D). We can

apply part (1) and the previous paragraph to get that HomR(M,N) is reflexive provided we show

that K′ is torsionless.

Since, D is torsionless, D embeds into D∗∗ and hence into a free module say G. Thus,

HomR(M,D) embeds into HomR(M,G). Finally, note that M∗ is torsionless as it is a submod-

ule of a free module and thus, by applying (Masek, 1998, Proposition 8) twice, we get that K′ is

torsionless. �

Remark 2.2.1.6. We stated Lemma 2.2.1.5 in quite a general setting. One reason is in practice, as

well as in this chapter, it is often applied in the following two different situations: when R is gener-

ically Gorenstein, or when M,N are locally free on the minimal primes (for instance when they are

birational extensions or regular ideals of R). In such situations the totally reflexive assumptions are

automatically satisfied.

The relationship between reflexive modules and birational extensions is also naturally of inter-

est. We say that an extension f : R→ S is birational if S⊂ Q(R). Equivalently Q(R) = Q(S).

Proposition 2.2.1.7. (Kobayashi & Takahashi, 2019a, Proposition 2.4) Let M⊆Q(R) be a regular

fractional ideal of R. Then M is a reflexive R-module if and only if there is an equality M = R : (R :

M) in Q(R).

The following lemma was stated in more generality in a recent work of S. Goto, R. Isobe, and

S. Kumashiro.
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Lemma 2.2.1.8. (Goto et al., 2020, Lemma 2.6(1), Proposition 2.9). Let R satisfy (S1) and f : R→

S be a finite birational extension. Then the conductor of S to R, denoted cR(S) := R : S, is a reflexive

regular trace ideal of R. Thus, we get a bijective correspondence between reflexive regular trace

ideals of R and reflexive birational extensions of R via the map α : I 7→ EndR(I) and its inverse

β : S 7→ cR(S).

Proof. Let S be a reflexive birational extension. Then cR(S) ∼= S∗ is reflexive by Lemma 2.2.1.5.

Next, note that tr(S) = S∗S = cR(S)S = cR(S). So cR(S) is a reflexive trace ideal. If I is a regular re-

flexive trace ideal, then Proposition 2.2.1.2(2) and Lemma 2.2.1.5(2) tell us that EndR(I) is indeed

reflexive.

Finally, we have β (α(I)) = I and α(β (S)) = S by Proposition 2.2.1.2, Proposition 2.2.1.7 and

the above paragraph. �

So these birational extensions provide important sources for generating reflexive ideals. We

have the following criteria for a reflexive module over R to be a module over a finite birational

extension S. This was stated in (Faber, 2019, Theorem 3.5) for reduced one dimensional local

rings, but the result holds for more general rings, and we restate it here with a self-contained proof:

Theorem 2.2.1.9. Let R be a Noetherian ring and M be a finite R-module. Let S be a finite

birational extension of R. Consider the following statements.

1. M is a module over S.

2. tr(M)⊆ cR(S) where cR(S) = R : S.

Then (1) implies (2). The converse is true if M is a reflexive R-module.

Proof. Let M be a module over S. Then there exists a S-linear (hence R-linear) surjection Sn→M,

so tr(M)⊆ tr(S) = cR(S).

Conversely assume tr(M)⊆ cR(S) and M reflexive. Consider f ∈M∗ and s ∈ S, we have s · f ∈

M∗ by assumption. Therefore M∗ is an S-module. From the forward implication, tr(M∗)⊆ cR(S).

So repeating the argument again, we get that M∗∗ is an S-module. Since M is reflexive, we are

done. �

32



2.2.2 Dimension one

In this subsection, we prove some preliminary results that will be needed in chapter 5.

Convention 2.2.2.1. Throughout the rest of this chapter and chapter 5 (unless otherwise specified),

(R,m,k) will denote a Cohen-Macaulay local ring of dimension one with maximal ideal m and

residue field k. Denote by Q(R) the total quotient ring of R. For an m-primary ideal I and a module

M, let eI(M) denote the Hilbert-Samuel multiplicity of M with respect to I. In the case, when

I =m, we write e(M). Let c := R : R denote the conductor ideal of R to R. For an R-module M, let

µ(M) and `(M), denote the minimal number of generators of M and the length of M respectively,

as an R-module.

Let CM(R) denote the category of maximal Cohen-Macaulay R-modules and let Ref(R) denote

the category of reflexive R-modules. We say a category is of finite type if it has only finitely many

indecomposable objects up to isomorphism.

Remark 2.2.2.2. Note that the following statements are true.

1. {free R- modules} ⊂ Ref(R)⊂ CM(R).

2. R is regular if and only if {free R- modules}= CM(R).

3. R is Gorenstein if and only if Ref(R) = CM(R).

We shall be interested in the behaviour of Ref(R) in the case when R is “close to" being regular

or Gorenstein.

The conductor and maximal ideals are natural examples of reflexive trace ideals.

Corollary 2.2.2.3. If R̄ is finite over R, c is a regular reflexive trace ideal. If dimR = 1 and R is

Cohen Macaulay but not regular, m is a regular reflexive trace ideal.

Proof. The first statement follows from Lemma 2.2.1.8. For the second statement, since grade(m)=

1, R ( m∗ and hence m is reflexive by Proposition 2.2.1.7. Since m ⊆ tr(m) and tr(m) = R if and

only if m is principal, m is a trace ideal. �

33



Support and trace

Let CMfull(R) = {M ∈CM(R) | Supp(M) = SpecR} denote the subcategory of CM(R) of modules

with full support.

Lemma 2.2.2.4. Suppose that M ∈ CM(R). Then tr(M) is a regular ideal if and only if MP has

an RP-free summand for each P ∈Min(R). Thus if R is reduced then M ∈ CMfull(R) if and only if

tr(M) is a regular ideal.

Proof. As we are in dimension one, clearly tr(M) is regular if and only if tr(M)P = RP for any

P ∈Min(R). As trace localizes, we have tr(M)P = trRP(MP), and the result follows. �

Remark 2.2.2.5. Here we discuss why when studying CM(R), one can reduce to the case of

CMfull(R) and hence regular trace ideals thanks to Lemma 2.2.2.4. Let Min(R) = {P1, . . . ,Pn}

denote the set of minimal primes of R and (0) = ∩Qi with
√

Qi = Pi. For a subset X ⊂Min(R), let

RX = R/∩Pi∈X Qi. Then CM(R) = ∪X⊂Min(R)CMfull(RX). Thus, understanding CM(R) amounts

to understanding CMfull(RX) for all subsets X .

It is well known that c and m are reflexive trace ideals (Corollary 2.2.2.3). In particular, we can

investigate other such ideals. We set up some further notation which we will use throughout.

T(R) := {I | I is a regular trace ideal}

RT(R) := {I | I is a regular reflexive trace ideal}

Note that if R is a complete local domain, then from (Maitra, 2020, Theorem 4.4) we get that

for any ideal I ⊂ R, I∗∗ is isomorphic to an ideal which contains the conductor c. This suggests an

immediate link, relevant to our study, with the conductor ideal c. The following theorem gives a

generalization to this fact.

Theorem 2.2.2.6. Let R be a one-dimensional Cohen-Macaulay local ring with conductor ideal c.

Any regular ideal I that contains a principal reduction is isomorphic to another fractional ideal J
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such that R : J (which is isomorphic to I∗) contains the conductor c. In particular, if the residue

field is infinite, any reflexive regular ideal of R is isomorphic to an ideal containing c.

Proof. Assume I is a regular ideal of R with a principal reduction x. Let J = I
x = {

a
x ,a∈ I}. Clearly

I ∼= J. Since In+1 = xIn for some n, we have J ⊂ In : In ⊂ R. But then R : J ⊃ R : R = c. The last

statement follows by replacing I with I∗ and using the fact that I∗∗ ∼= I. �

Corollary 2.2.2.7. Let R be as in Theorem 2.2.2.6. For any regular ideal I with a principal reduc-

tion, tr(I)⊃ c.

Proof. Let J be the fractional ideal as in Theorem 2.2.2.6. Note that R ⊂ J. Since R : J ⊃ c, we

have tr(I) = tr(J) = J(R : J)⊃ R : J ⊃ c. �

Lemma 2.2.2.8. Let R be as in Theorem 2.2.2.6. Suppose that I is a regular ideal and x ∈ I be a

non zero divisor. Then tr(I) = I((x) :R I) :R x.

Proof. Let J = I
x
∼= I. Then tr(I) = tr(J) = J(R : J) = I

x((x) :R I). �

Corollary 2.2.2.9. Let R be as in Theorem 2.2.2.6. Suppose that I is a regular ideal and x ∈ I be

a non zero divisor. Then tr(I)⊇ (x) :R I.

Proof. By Lemma 2.2.2.8, tr(I)⊃ x((x) :R I) :R x = (x) :R I. �

Lemma 2.2.2.10. Let R be as in Theorem 2.2.2.6. If I is a regular ideal and I2 = xI for some x ∈ I

then tr I = (x) :R I.

Proof. From Corollary 2.2.2.9, (x) :R I ⊆ tr I. On the other hand, I tr I = I(II−1) = I2I−1 = xII−1 =

x tr I, so tr I ⊂ (x) :R I. �

The above allows us to classify trace ideals with reduction number one.

Corollary 2.2.2.11. Let R be as in Theorem 2.2.2.6. Let I be a regular ideal such that I2 = xI for

some x ∈ I. Then I is a trace ideal if and only if (x) :R I = I. In that case I ∼= I∗ and hence I is

reflexive.
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Proof. The first assertion is obvious from Lemma 2.2.2.10. For the last assertion, note that (x) :R

I ∼= I∗. �

It is known that under mild assumptions, all integrally closed ideals are reflexive (Corso et al.,

2005, Proposition 2.14). The following proposition vastly generalizes this fact and also provides a

way of generating reflexive or trace ideals by contracting ideals from certain birational extensions.

For how to find such extensions see Theorem 5.2.0.5.

Proposition 2.2.2.12. Let R be as in Theorem 2.2.2.6. Let S be a finite birational extension such

that CM(S) ⊂ Ref(R). Let I be a regular ideal of R. Then IS∩R ∈ Ref(R). If I contains cR(S),

then IS∩R ∈ RT(R).

Proof. Let J = IS∩R. As IS ∈ CM(S), we have J∗∗ ⊂ (IS)∗∗ = IS, so J∗∗ ⊂ IS∩R = J, hence J is

reflexive. If I contains cR(S) then cR(S)⊂ J. Now, trJ = JJ−1 ⊂ JcR(S)−1 = JS, so trJ ⊂ JS∩R =

J. �

The next two results are useful for studying colength two ideals.

Proposition 2.2.2.13. Let (R,m) be as in Theorem 2.2.2.6 and further assume that R has minimal

multiplicity with infinite residue field. Let I be a regular ideal of colength two. Then I is reflexive

if and only if it is either integrally closed or principal.

Proof. If I is integrally closed then it is reflexive by Proposition 2.2.2.12. Now assume I is nei-

ther integrally closed nor principal. Then necessarily I = m. We can then pick a regular principal

reduction x for m and I. Since R has minimal multiplicity we note that m = tr(m) = (x) :R m

by Lemma 2.2.2.10. On the other hand (x) :R I ⊃ (x) :R m = m, so equality occurs. Using Re-

mark 2.2.1.4, we get xI∗ = xm∗ and hence I∗ =m∗ and I∗∗ =m. Thus I is not reflexive. �

We classify colength two ideals that are contracted from EndR(m).

Proposition 2.2.2.14. Let (R,m) be as in Theorem 2.2.2.6. Let S = EndR(m) and I be an ideal of

colength two. Then IS∩R = I if and only if `(S/IS)> type(R)+1.
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Proof. It is clear that IS∩R = I if and only if S/IS is a faithful R/I module. As R/I ∼= k[t]/t2,

S/IS decomposes into a direct sum of k and R/I, so it is faithful if and only if it is not a direct

sum of k’s, in other words the length of S/IS is strictly larger than it’s number of generators. But

µ(S) = `(S/mS) = `(S/R)+1 = typeR+1. �
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Chapter 3

Cohen-Macaulay normalizations over radical towers in mixed

characteristic

We now study general radical towers of order p of an unramified regular local ring of mixed

characteristic p with a view towards 2.1.1.3. This is indeed motivated by Kummer theory (A.0.0.2)

that tells us that Abelian extensions of a field of characteristic zero containing “suitable" roots of

unity are repeated radical extensions. We consider the case of roots of order p inspired by the

results in Katz (1999) to tackle the case where the p-torsion of the Galois group is annihilated by

p.

In this chapter we look at cases where the integral closure is Cohen-Macaulay and hope that

with "appropriate generality" these constructions will prove to be a small Cohen-Macaulay algebra

for an arbitrary radical tower of order p. Towards gaining a handle, we look at the first case

in section 3.1. We consider biradical extensions of an unramified regular local ring S of mixed

characteristic p > 0 obtained by adjoining p-th roots of sufficiently general square free elements

say f ,g∈ S. Roughly speaking, one may think of this as the case where the Galois group is Zp×Zp

generically. We can reduce to the case where the elements whose roots we adjoin lie in Sp when S

is complete with perfect residue field and Sp is the subring of S obtained by lifting the Frobenius

map on S/pS to S, see 3.2.1. In section 3.2, in joint work with Daniel Katz, we use this developed

intuition and apply it to more general settings.
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3.1 The Biradical case and preliminary observations

In this section we fix notation and record some observations that will be used subsequently. Through-

out this chapter all rings considered are commutative and Noetherian.

Convention 3.1.0.1.

• Let (R,m) be a local ring of dimension d. A nonzero R-module M is a small CM module

if it is finitely generated and every system of parameters of R (equivalently some system

of parameters) is a regular sequence on M. If R is an arbitrary Noetherian ring, then an R-

module M is a small CM module if for all maximal ideals m⊆ R, Mm is a small CM module

over Rm.

• A Noetherian ring R admits a small CM algebra S if there is an injective, module finite map

of rings R→ S such that S is Cohen-Macaulay.

• For R any commutative ring and M an R-module, we will denote by M∗R, the dual module

HomR(M,R). If R is clear from the context, we will simply denote it by M∗. In particular, if

R is a domain with field of fractions K and M ⊆ K, we use M∗ to also denote (R :K M) (see

Huneke & Swanson (2006a)[2.4.2] for example).

• Let R be a Noetherian ring and M an R-module. For G⊆M a subset, the notation M = 〈G〉R

means that M is generated as a R-module by G.

• For a Noetherian ring R of dimension at least one, we use the notation

NNL1(R) := {P ∈ Spec(R) |height(P) = 1, RP is not a DVR}

• Suppose S is a ring and let p ∈ Z be a prime such that p ∈ S is a non-unit. Let F : S/pS→

S/pS be the Frobenius map. Let Sp denote the subring of S obtained by lifting the image of

F to S. Define Spk∧pn
for k,n≥ 1 to be the multiplicative subset of S of elements expressible

in the form xpk
+ y · pn for some x,y ∈ S. In particular, Sp∧p = Sp.
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• For a local ring R and an R-module M, denote νR(M) for the minimal number of generators

of M over R.

• For a Noetherian local ring R and M a finite R-module, denote by Syzi
R(M) the i-th syzygy

of M in a minimal free resolution of M over R.

Remark 3.1.0.2. Suppose that R→ T is a module finite extension of domains with R integrally

closed. Set d := [Frac(T ) : Frac(R)] and suppose d ∈ R is a unit. Then if T is Cohen-Macaulay,

so is R. To see this, note that the trace map of their corresponding fraction fields gives an R-linear

retraction d−1Tr : T → R. This ensures that for every ideal I ⊆ R, IT ∩R = I. Hence if R is not

Cohen-Macaulay, T is not Cohen-Macaulay.

Remark 3.1.0.3. Recall the general fact: Let R be a domain with field of fractions L and let K be

a finite field extension of L. Then if the monic minimal polynomial f (X) of γ ∈ K over L is such

that f (X) ∈ R[X ], then R[γ]' R[X ]/( f (X)).

Remark 3.1.0.4. We make use of the following observation later (Vasconcelos (1991)[Theorem

2.4]): Let S ⊆C ⊆ D be an extension of Noetherian domains such that S is integrally closed, D is

module finite over S and D is birational to C. Then if C satisfies Serre’s condition R1, so does D.

To see this, assume C satisfies R1. Let P⊆D be any height one prime. Since going down holds for

the extension S⊆D, Q := P∩C is a height one prime in C. Since CQ ⊆DP is a birational extension

and CQ is a DVR, we have CQ = DP. Thus D satisfies R1.

Remark 3.1.0.5. Let S ⊆ D be an extension of Noetherian domains such that going down holds.

Let D denote the integral closure of D in its field of fractions K and assume D is finite over D. If

c ·u,c ·v ∈D :K D with c ∈D and u.v ∈ S such that there exists no height one prime of S containing

both of them, then NNL1(D)⊆V (c).

Remark 3.1.0.6. Let S⊆ R be a finite extension of Noetherian local rings such that S is Gorenstein

and R is Cohen-Macaulay. Then for any finite R-module M, HomR(M,ωR) ' HomS(M,S) as

R-modules (and S-modules), where ωR is the canonical module of R. Indeed, we have ωR '

HomS(R,S), so that by Hom-tensor adjointness, we have what we want.
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Proposition 3.1.0.7. Let S be a regular local ring and L its fraction field. Let K :=L( n1
√

a1, . . . , nk
√

ak)

with ai ∈ S and the ni positive integers that are units in S for 1 ≤ i ≤ k. Then the integral closure

of S in K is Cohen-Macaulay. In particular

1. If S contains the rational numbers, the above conclusion holds for arbitrary integers ni.

2. If S has mixed characteristic p > 0, the above conclusion holds for integers ni with the

property that p 6 |ni for all 1≤ i≤ k.

Proof. First assume that the ai ∈ S are square free, mutually coprime and n = ni for all 1≤ i≤ k.

Then, from Huneke & Katz (2019)[Prop 5.3], R = S[ n
√

a1, . . . , n
√

ak] is integrally closed. Moreover,

R is Cohen-Macaulay from 3.1.0.3. So the conclusion holds in this case.

Suppose the ai and ni are arbitrary. Set n := ∏
k
i=1 ni. Since S is a UFD, by 2.1.4.11, there exist

b1, . . . ,bm ∈ S square free and mutually coprime such that K ↪→K := L( n
√

b1, . . . ,
n
√

bm). But the

integral closure of S in K is Cohen-Macaulay as observed above. By 3.1.0.2, the integral closure

of S in K is Cohen-Macaulay.

(1) and (2) now follow immediately. �

Convention 3.1.0.8. We will use the following notation for the remainder of this section. Let S

denote a Noetherian integrally closed domain of dimension d and L its field of fractions. Assume

Char(L) = 0. Let p ∈ Z be a prime such that p ∈ S is a principal prime and S/pS is integrally

closed. An unramified regular local ring of mixed characteristic p satisfies the above hypothesis,

though not all results in this paper require this specific setting. The assumptions stated above will

stand throughout the paper unless otherwise specified.

An element x ∈ S is said to be square free if for all height one primes Q ⊂ S containing x,

QSQ = (x)SQ. Say that a subset W ⊂ S satisfies A1 if for all distinct x,y ∈W , there exists no height

one prime Q⊂ S such that x,y ∈ Q.

Fix f ,g ∈ S such that they are not p-th powers in S, are square free and satisfy A1. Let W,U

be indeterminates over S. We have the monic irreducible polynomials F(W ) := W p− f ∈ S[W ]

and G(U) := U p− g ∈ S[U ]. Let K := L(ω,µ) where ω and µ are roots of F(W ) and G(U)
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respectively and assume that G(U) is irreducible over L(ω), so that [K : L] = p2. Denote by R the

integral closure of S in K. That is, R is the integral closure of A := S[ω,µ].

Remark 3.1.0.9. It follows from 3.1.0.3 that A ' S[W,U ]/(F(W ),G(U)), S[ω] ' S[W ]/(F(W ))

and S[µ]' S[U ]/(G(U)).

We need a couple of technical lemmas:

Lemma 3.1.0.10 (Katz (1999)). Let p = 2k+1 and h ∈ S\ pS. Let W be an indeterminate over S.

If

C := (W p−hp)− (W −h)p =
k

∑
j=1

(−1) j+1
(

p
j

)
(W ·h) j[W p−2 j−hp−2 j] (3.1.0.10.1)

C′ := (p(W −h))−1 ·C and P̃ := (p,W −h)S[W ], then C′ /∈ P̃.

Lemma 3.1.0.11. Let p = 2k+1 and h ∈ S\ pS. Let W be an indeterminate over S. Suppose C′ is

as defined in 3.1.0.10. Then C′ ≡ hp−1 mod (p,W −h)S[W ].

Proof. We have in S[W ]

C′ =
k

∑
j=1

(−1) j+1 j−1
(

p−1
j−1

)
(W ·h) j[W p−2 j−1 + · · ·+hp−2 j−1]

≡
k

∑
j=1

(−1) j+1 j−1
(

p−1
j−1

)
h2 j · (p−2 j) ·hp−2 j−1 mod (p,W −h)

≡−2hp−1
k

∑
j=1

(−1) j+1
(

p−1
j−1

)
mod (p,W −h)

≡−hp−1(−1)k+1
(

2k
k

)
mod (p,W −h)

≡ hp−1 mod (p,W −h)

�

Convention 3.1.0.12. Suppose h1,h2 ∈ S \ pS. In this case, let C′1 and C′2 denote respectively the

elements in the rings S[W ] and S[U ] obtained by setting h = h1 and h = h2 in 3.1.0.10. Denote by

c′1 and c′2 their respective images in the rings S[ω] and S[µ] respectively. If h1 = 0 (h2 = 0), simply

set c′1 = 0 (c′2 = 0). Denote by di the corresponding element in S[ωµ i] for 1≤ i≤ p−1.
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We extract what we need from Katz (1999):

Proposition 3.1.0.13. With notation as specified above, S[ω] is integrally closed if and only if

f /∈ Sp∧p2
. Further, if S[ω] is not integrally closed, write f = hp +a · p2 for some a,h ∈ S, h 6= 0.

Then

(a) S[ω] = P∗S[ω] = S[ω,τ] where τ = p−1 · (ω p−1 +hω p−2 + · · ·+hp−1) and P := (p,ω−h) is

the unique height one prime in S[ω] containing p.

(b) If p≥ 3, there are exactly two height one primes in S[ω] containing p, Q1 and Q2 satisfying

Q1Q1
= (ω−h)Q1 and Q2Q2

= (p)Q. If p = 2, 2 ∈ S[ω,τ] = S[τ] is square free.

(c) If p ≥ 3, τ satisfies l(T ) := T 2− c′1T − a · (ω − h)p−2 over S[ω] where c′1 ∈ S[ω] is as in

3.1.0.10. If p = 2, τ satisfies l(T ) := T 2−hT −a over S.

(d) S[ω] is S-free with a basis given by the set {1,ω, . . . ,ω p−2,τ}.

The next proposition characterizes when A is integrally closed.

Proposition 3.1.0.14. With established notation, the following hold:

1. There exists a unique height one prime P⊆ A containing p.

2. The ring A is integrally closed if and only if AP is a DVR.

3. The ring A is integrally closed if and only if f /∈ Sp, g /∈ S[ω]p∧p2

(p) (or vice versa).

Proof. For (1), let φ : B := S[W,U ]→ A be the natural projection map. Height one primes in A pull

back to height three primes in B containing Ker(φ) = (F(W ),G(U))B. First assume that f ,g ∈ Sp.

Write f = hp
1 +a · p and g = hp

2 +b · p for some h1,h2,a,b ∈ S. It is then clear that the only height

three prime in B containing Ker(φ) and p is P̃⊂ B, given by P̃ := (p,W −h1,U−h2)B. Therefore

P := (p,ω−h1,µ−h2)A is the unique height one prime in A containing p in this case.

Now let f = hp
1 + a · p and g /∈ Sp. From 3.1.0.13, S[µ] is integrally closed. Since S/pS is

integrally closed and g /∈ Sp, p ∈ S[µ] is a principal prime. Since A ' S[µ][W ]/(F(W )), it is now

clear that P := (p,ω−h1)A is the unique height one prime in A containing p.
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Now assume that f ,g /∈ Sp. As noted above, p is a principal prime in the integrally closed rings

S[ω] and S[µ]. We need to show that there exists a unique height three prime ideal of B minimal

over (p,F(W ),G(U))B or equivalently a unique height one prime minimal in C[U ] over (G(U))C

where C := S[ω]/(pS[ω]) is a domain. Let Q be the fraction field of C. If G(U) is irreducible over

Q, then from 3.1.0.3 we get C[µ] 'C[U ]/(G(U)) so that p is a principal prime in A. If G(U) is

reducible over Q, then G(U) = (U− r)p in Q[U ] for some r ∈Q, so that (U− r)Q[U ] is the unique

minimal prime over G(U)Q[U ]. Since every prime T ⊆C[U ] minimal over G(U)C[U ] intersects

trivially with C, there is a unique height one prime P⊆ A containing p.

For (2), observe that A satisfies S2 since it is S-free. To show the reverse implication, we see

from part (1) that it suffices to show that A[1/p] is integrally closed. Applying Huneke & Katz

(2019)[Proposition 5.3] to the ring S[1/p], we see that A[1/p] is indeed integrally closed. This

completes the proof of the backward direction of (2). The forward direction is obvious.

For the backward direction of (3), assume that f /∈ Sp and g /∈ S[ω]p∧p2

(p) . As noted in the

proof of part (1), p ∈ S[ω] is a prime. Suppose g /∈ S[ω]p
(p). Then PAP = pAP and (2) implies

that A is integrally closed. Next, suppose that g− hp ∈ pS[ω](p) for some h ∈ S[ω](p). Since

AP ' S[ω][U ](p,U−h)/(G(U)), AP is a DVR if and only if G(U) /∈ (p,U−h)2S[ω][U ](p,U−h). Since

U p−1 + · · ·+hp−1 ∈ (p,U−h)S[ω][U ] (3.1.0.14.1)

we see from our hypothesis that G(U) /∈ (p,U − h)2S[ω][U ](p,U−h). Thus AP is a DVR and the

conclusion follows from part (2).

For the forward direction of (3), we prove the contrapositive. As a first case, suppose f ,g ∈ Sp

and f = hp
1 +ap, g = hp

2 +bp with h1,h2,a,b ∈ S. For any 1 ≤ i ≤ p−1, notice that the element

ηi := p−1(ω−h1)
i(µ−h2)

p−i ∈ K satisfies η
p
i ∈ A since (ω−h1)

p,(µ−h2)
p ∈ pA. But ηi /∈ A

since A is S-free with basis {ω iµ j |0≤ i, j ≤ p−1}. Thus A is not integrally closed.

Now suppose that f /∈ Sp and g ∈ S[ω]p∧p2

(p) . Let g− hp ∈ pS[ω](p) for some h ∈ S[ω](p). We

have AP ' S[ω][U ](p,U−h)/(G(U)) since p∈ S[ω] is prime. From our assumption and (3.1.0.14.1),

it now follows that AP is not a DVR and hence A is not integrally closed. This finishes the proof of
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the forward implication of (3). �

We note down a natural extension of Katz (1999), 3.2:

Proposition 3.1.0.15. With established notation, R is S-free if f /∈ Sp and g ∈ S[ω]p. In particular,

if S is Cohen-Macaulay, then R is Cohen-Macaulay.

Proof. Since f /∈ Sp, S[ω] is integrally closed by 3.1.0.13 and p ∈ S[ω] is a principal prime. More-

over, 3.1.0.14(3) allows us to assume that g ∈ S[ω]p∧p2

(p) . Write g = hp + pb, with h,b ∈ S[ω]. Note

that g∈ S[ω]p∧p2

(p) implies that b∈ pS[ω](p)∩S= pS[ω]. That is g∈ S[ω]p∧p2
. In this case, the proof

of 2.1.4.5 goes through, so that R is S[ω]-free and hence S-free. Thus the proof is complete. �

Remark 3.1.0.16. We will see in Chapter 4 (Sridhar (2021a)[Example 2.12]) that R need not be

S-free when f ,g /∈ Sp. However, to construct a small CM module over R it suffices to consider the

case f ,g ∈ Sp when S is a complete unramified regular local ring with perfect residue field, see

3.2.1. This motivates us to understand the case f ,g ∈ Sp.

Convention 3.1.0.17. We maintain notation established in 3.1.0.8 and make the additional assump-

tions that f ,g ∈ Sp for the rest of this section.

Write f = hp
1 + p ·a and g = hp

2 + p ·b with h1,h2,a,b ∈ S. Note that under these assumptions,

if f ∈ pS, f = p ·a for some a /∈ pS. This is because f ∈ S is square free. So in this case S[ω] is

necessarily integrally closed by 3.1.0.13.

We now identify scenarios where R is S-free - we handle the case p ≥ 3 first. The splitting

patterns of the primes lying over p are different in the case p = 2. Moreover, the extensions we

consider are automatically Abelian in the mixed characteristic 2 case.

Proposition 3.1.0.18. Assume p ≥ 3. R is S-free if at least one of the rings S[ω],S[µ] is not

integrally closed.

Proof. We organize the proof as follows:

1. Assume S[ω] and S[µ] are both not integrally closed. We then
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(a) Identify a finite birational overring A ↪→RA such that RA satisfies R1.

(b) Identify a “natural" finite birational overring RA ↪→ Z such that Z is S-free, so that

R = Z is S-free.

2. Assume exactly one of the rings S[ω], S[µ] is integrally closed. We then take an identical

path as indicated in (1) above.

1. (a) From 3.1.0.13, f ,g ∈ Sp∧p2
. Write f = hp

1 + a′ · p2 and g = hp
2 + b′ · p2 for some

a′,b′ ∈ S. Note that h1,h2 6= 0 since f ,g are square free. We have from 3.1.0.13 that

S[ω,τ1],S[µ,τ2] are the respective normalizations of S[ω] and S[µ] where

τ1 = p−1 · (ω p−1 +h1ω
p−2 + · · ·+hp−1

1 )

τ2 = p−1 · (µ p−1 +h2µ
p−2 + · · ·+hp−1

2 )

Set E := A[τ1,τ2]. Let X ,Y be indeterminates over A and let φ : A[X ,Y ]→ E be the

projection map sending Xτ1 and Y τ2. From 3.1.0.13:

X2− c′1X−a′(ω−h1)
p−2,Y 2− c′2Y −b′(µ−h2)

p−2 ∈ Ker(φ)

Height one primes in E containing p correspond to height three primes in A[X ,Y ] con-

taining Ker(φ) and p. Since P := (p,ω−h1,µ−h2) is the unique height one prime in

A containing p, any such height three prime in A[X ,Y ] has to contain either X or X−c′1.

Likewise it contains either Y or Y −c′2. Therefore if Q⊆ A[X ,Y ] is a height three prime

containing p and Ker(φ), it must be that (p,ω−h1,µ−h2,X−m,Y −n)⊆Q for some

m,n ∈ A and hence the containment must be an equality. Moreover, there is at least

one height one prime in E containing p, since p is not a unit in S. Therefore, the only

possibilities for height one primes in E containing p are

P1 := (p,ω−h1,µ−h2,τ1,τ2)
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P2 := (p,ω−h1,µ−h2,τ1,τ2− c′2)

P3 := (p,ω−h1,µ−h2,τ1− c′1,τ2)

P4 := (p,ω−h1,µ−h2,τ1− c′1,τ2− c′2)

We have ω ·F ′(ω) = p · f ∈ (S[µ,τ2,ω] :K R) and identically p ·g ∈ (S[ω,τ1,µ] :K R)

(see for example Huneke & Swanson (2006a)[Theorem 12.1.1]) and hence p · f , p ·g ∈

(E :K R). From 3.1.0.5, NNL1(E) ⊆ V (p). But the localizations of E at P2,P3 and

P4 are regular with uniformizing parameters being the images of ω−h1,µ−h2 and p

respectively. For example, consider P2P2 . Let Q1 := (p,ω − h1,τ1)S[ω,τ1] and Q2 :=

(p,µ − h2,τ2 − c′2)S[µ,τ2]. From 3.1.0.13, Q1Q1
= (ω − h1)Q1 and Q2Q2

= (p)Q2 .

Thus P2P2 = (ω − h1)P2 . The P3 and P4 cases are similar. Note that however P1P1 =

(ω−h1,µ−h2)P1 .

Set η1 = p−1(ω − h1)(µ − h2)
p−2 ∈ K. Let X be an indeterminate over E. Then

η1 satisfies l(X) ∈ E[X ] where l(X) := X p−1− (τ1− c′1)(τ2− c′2)
p−2 since p · τ1 =

(ω − h1)
p−1 + p · c′1 (similarly for p · τ2). We claim that RA := E[η1] is regular in

codimension one. From 3.1.0.4, NNL1(RA) ⊆ V (P1RA). Denote by l(X) the image

of l(X) in (E/P1E)[X ]. From 3.1.0.11 we have c′1 ≡ hp−1
1 and c′2 ≡ hp−1

2 in the ring

E/P1E, and thus 1

l(X) = X p−1− (h1hp−2
2 )p−1 =

p−1

∏
k=1

(X + kh1hp−2
2 ) ∈ (E/P1E)[X ]

Thus, the only possibilities for height one primes in RA lying over P1 are

Qk = (p,ω−h1,µ−h2,τ1,τ2,η1 + kh1hp−2
2 )RA

1If R is a ring of characteristic p and X ,Y indeterminates over R, then for X p−1−Y p−1 ∈ R[X ,Y ], X p−1−Y p−1 =

∏
p−1
i=1 (X + iY ).
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for 1≤ k ≤ p−1 and we have

QkQk
= (ω−h1,µ−h2,η1 + kh1hp−2

2 )Qk

Since (µ−h2)η1 = (τ2− c′2)(ω−h1) and

η1,τ2− c′2,
p−1

∏
j=1, j 6=k

(η1 + jh1hp−2
2 ) /∈ Qk

we have QkQk
= (µ − h2)Qk = (ω − h1)Qk . Therefore RA is regular in codimension

one.

(b) Set Z := 〈T 〉S where T := T1∪T2∪T3 and

T1 := {(ω−h1)
i(µ−h2)

j |0≤ i, j ≤ p−1, i+ j < p−1}

T2 := {p−1(ω−h1)
i(µ−h2)

j |0≤ i, j ≤ p−1, i+ j ≥ p−1, i+ j 6= 2p−2}

T3 := {p−2(ω−h1)
p−1(µ−h2)

p−1}

For every choice of 0 ≤ i, j ≤ p− 1, there is a unique element in T with “leading

coefficient" ω iµ j. Therefore the order of T is p2. Moreover, since A is S-free with

a basis given by D := {(ω − h1)
i(µ − h2)

j | 0 ≤ i, j ≤ p− 1}, the elements of T are

linearly independent over S. From the relations

(ω−h1)
p = a′p2− pc′1(ω−h1)

(µ−h2)
p = b′p2− pc′2(µ−h2)

we get that Z is a ring. Since Z satisfies S2, if we show RA ⊆ Z, then from 3.1.0.4

Z = R. Since D ⊆ T , we have A ⊆ Z. Since η1 = p−1(ω − h1)(µ − h2)
p−2 ∈ T ,

it only remains to be seen that τ1,τ2 ∈ Z. But this is clear from the relation τ1 =
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p−1(ω−h1)
p−1 + c′1 (analogously for τ2). Thus Z = R and R is S-free.

2. (a) Assume without loss of generality S[ω] = S[ω,τ] where τ = p−1(ω p−1 + · · ·+ hp−1
1 )

and that S[µ] is integrally closed. Notice that if P := (p,µ − h2) ⊆ S[µ] is the unique

height one prime in S[µ] containing p, then PP = (µ−h2)P since (µ−h2)(µ
p−1+ · · ·+

hp−1
2 ) = bp and b /∈ pS. From 3.1.0.13, f ∈ Sp∧p2

, so write f = hp
1 +a′p2.

Set E := S[ω,µ,τ]. From 3.1.0.13, it follows that there are precisely two height one

primes in E containing p, namely P1 := (p,ω−h1,τ,µ−h2) and P2 := (p,ω−h1,τ−

c′1,µ − h2). From 3.1.0.5, E is regular in codimension one outside of P1 and P2. It

follows from 3.1.0.13(b) that P1P1 = (ω − h1,µ − h2)P1 and P2P2 = (p,µ − h2)P2 =

(µ−h2)P2 .

Set η1 := p−1(ω−h1)(µ−h2)
p−1 ∈ K. η1 ∈ R since it satisfies

l(X) := X p−1− (τ− c′1)k
p−2
2 (µ−h2) ∈ E[X ] (3.1.0.18.1)

where k2 = p−1(µ − h2)
p ∈ A \P. Set RA := E[η1]. From 3.1.0.4, RA is regular in

codimension one if height one primes in RA lying over P1E are regular. From the

above integral equation for η1 over E, it is clear that the only such height one prime

in RA is Q1 := (p,ω − h1,τ,µ − h2,η1). Now Q1Q1
= (ω − h1,µ − h2,η1)Q1 . But

η1(µ − h2) = k2(ω − h1) and k2 /∈ Q1. Further, since τ − c′1 /∈ Q1, Q1Q1
= (η1)Q1 .

Therefore RA is regular in codimension one.

(b) Set Z :=< T >S where T = T1∪T2∪T3 and

T1 := {(ω−h1)
i(µ−h2)

j | i+ j < p,0≤ i≤ p−2,0≤ j ≤ p−1}

T2 := {p−1(ω−h1)
i(µ−h2)

j | i+ j ≥ p,1≤ i≤ p−1,1≤ j ≤ p−1}

T3 := {τ− c′1 = p−1(ω−h1)
p−1}
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For every 0 ≤ i, j ≤ p− 1, there is a unique element in T with “leading coefficient"

ω iµ j. Therefore the order of T is p2. Moreover since A is S-free with a basis given by

D := {(ω−h1)
i(µ−h2)

j |0≤ i, j≤ p−1}, the elements of T are linearly independent

over S. From the relations

(ω−h1)
p = a′p2− pc′1(ω−h1)

(µ−h2)
p = bp− pc′2(µ−h2)

we see that Z is a ring. Since Z satisfies S2, if we show that RA⊆ Z, then from 3.1.0.4

Z = R. It now suffices to note that D ⊆ Z, η1 ∈ T and τ := p−1(ω−h1)
p−1 + c′1 ∈ Z,

so that RA⊆ Z. Thus R = Z is S-free.

�

Lemma 3.1.0.19. With established notation, assume that S[ω] and S[µ] are integrally closed. The

following hold

1. (P(p−1))∗A = 〈T 〉S, where P(p−1) denotes the (p−1)-th symbolic power of the unique height

one prime P⊆ A containing p and T := T1∪T2, with

T1 := {(ω−h1)
i(µ−h2)

j| 0≤ i, j ≤ p−1 , i+ j < p}

T2 := {p−1(ω−h1)
i(µ−h2)

j| 0≤ i, j ≤ p−1 , i+ j ≥ p}

2. The ring A/P(p−1) is Cohen-Macaulay.

Proof. For every 0 ≤ i, j ≤ p−1, there is a unique element in T with “leading coefficient" ω iµ j.

Therefore the order of T is p2. Moreover since A is S-free with a basis given by D := {(ω −

h1)
i(µ − h2)

j | 0 ≤ i, j ≤ p− 1}, the elements of T are linearly independent over S. From the

relations

(ω−h1)
p = ap− pc′1(ω−h1)
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(µ−h2)
p = bp− pc′2(µ−h2)

we see that 〈T 〉S is a ring (in particular it is an A-module). Moreover, since it is Cohen-Macaulay,

(2) immediately follows from (1) by using ??. Therefore, only (1) remains to be shown. Since

(P(p−1))∗ and 〈T 〉S are birational, S2 A-modules, it suffices to show their equality in codimension

one. If Q ⊆ A, Q 6= P is a height one prime, the equality is clear. So localize A at P and assume

(A,P) local for the rest of the proof. Then 〈T 〉S = A[η ] where η := (ω−h1)
−1(µ−h2). Note that

A = B′/(G(U)), where B′ := S[ω][U ]. Set Ĩ := (ω−h1,U−h2)
p−1 ⊆ B′. We have G(U) ∈ Ĩ:

U p−g = (U−h2)
p + p(C′2(U−h2)−b)

=−k−1
1 (ω−h1)(C′2(U−h2)−b) ·∆1 +0 ·∆2 + · · ·+0 ·∆p−1− (U−h2) ·∆p

where ∆i = (−1)iei with ei = (ω−h1)
p−i(U −h2)

i−1 and k1 = p−1(ω−h1)
p. That is Ĩ is the lift

to B′ of Pp−1. Further, Ĩ is grade two perfect since it arises as the ideal of maximal minors of the

p× (p−1) matrix M :

M =



U−h2 0 . . . 0 0

ω−h1 U−h2 0 . . . 0

0 ω−h1 U−h2 . . . 0
... 0 . . . . . . ...

0 . . . 0 ω−h1 U−h2

0 . . . 0 0 ω−h1


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Let M′ be the p× p matrix obtained by adjoining M with the column of coefficients of G(U):

M′ =



U−h2 0 . . . 0 0 −k−1
1 (ω−h1)(C′2(U−h2)−b)

ω−h1 U−h2 0 . . . 0 0

0 ω−h1 U−h2 . . . 0 0
... 0 . . . . . . ...

...

0 . . . 0 ω−h1 U−h2 0

0 . . . 0 0 ω−h1 −(U−h2)


By Kleiman & Ulrich (1997)[Lemma 2.5] (or Katz (1999)[Prop 2.1]), (Pp−1)∗ is generated as an A-

module by the set {δ−1
i M′i,i |1≤ i≤ p}, where δi denotes the image of ∆i in A and M′i,i the image in

A of the (i, i)-th cofactor of M′. This is exactly the set {η p−1,η p−2, . . . ,η ,1}. Since η satisfies the

integral equation X p−k−1
1 k2 ∈A[X ] (with k2 = p−1(µ−h2)

p), this implies (Pp−1)∗=A[η ] = 〈T 〉S.

Thus the proof is complete. �

Proposition 3.1.0.20. With established notation, R is S-free if S[ω] and S[µ] are integrally closed

and f gi /∈ Sp∧p2
for 1≤ i≤ p−1. Further in this case, P(p−1) is the conductor of R to A where P

is the unique height one prime in A containing p and P(p−1) denotes the (p−1)-th symbolic power

of P.

Proof. Since S[ω] and S[µ] are integrally closed, we have from 3.1.0.13 that f ,g /∈ Sp∧p2
. Write

f = hp
1 +ap and g = hp

2 +bp with a,b /∈ pS. We first note the following: The condition f gi /∈ Sp∧p2

for all 1≤ i≤ p−1 is equivalent to the condition ∏
p−1
i=1 (ahp

2 + ibhp
1) /∈ pS. This follows since for

1≤ i≤ p−1

f gi = (hp
1 +ap)(hp

2 +bp)i

= (h1hi
2)

p +hp(i−1)
2 (ahp

2 + ibhp
1) · p+q · p2

for some q ∈ S. We organize the proof as follows:

• We first construct the normalization of A locally at NNL1(A). Since NNL1(A) = {P}, we

only need to construct RP.
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• Using (1), identify a finite birational overring A ↪→ RA such that RA satisfies R1. Then

choose a suitable finite birational overring RA ↪→ Z such that Z is S-free. This would show

R = Z is S-free.

1. From 3.1.0.5, A is regular in codimension one outside of V (p). Moreover P := (p,ω −

h1,µ−h2) is the only height one prime in A containing p. Localize at P and assume (A,P)

local for part (1). Now (ω − h1)
p = pk1 and (µ − h2)

p = pk2 where k1 = a− c′1(ω − h1)

and k2 = b− c′2(µ − h2). Since k1,k2 /∈ P, we have P = (ω − h1,µ − h2). The element

η = (ω − h1)
−1(µ − h2) ∈ K satisfies the integral equation l(X) := X p− k−1

1 k2 ∈ A[X ]. If

η ∈ A, then PP = (ω − h1)P so A is integrally closed. But from ?[Proposition 2.7] this is

impossible. Therefore A[η ] is a proper birational extension of A. We claim that E := A[η ]

is regular when ∏
p−1
i=1 (ahp

2 + ibhp
1) /∈ pS. We will observe that E is local with maximal ideal

Q⊆ E either of the form Q = PE or Q = (P,η−r)E for some suitable r ∈ S\ pS. To see this,

let φ : Ẽ := S[W,U ]P̃[X ]−→E be the natural projection map sending W 7→ω,U 7→ µ,X 7→η ,

where W,U,X are indeterminates over S and P̃ := (p,W − h1,U − h2). Let Q ⊆ E be any

maximal ideal and let Q̃ be the preimage of Q under φ . Now

l(X)≡ X p−ba−1 ∈ (A/P)[X ]' (S/pS)[X ] (3.1.0.20.1)

Since S/pS is a field, if l(X) is an irreducible polynomial over (S/pS)[X ] then

(p,W −h1,U−h2, l(X))⊆ Q̃

is a height four prime containing p. Therefore the above inclusion must be an equality. If

on the other hand l(X) is reducible over S/pS then l(X) ≡ (X − r)p ∈ (S/pS)[X ] for some

r ∈ S\ pS. So in this case

(p,W −h1,U−h2,X− r)⊂ Q̃

is a height four prime. Again, the above inclusion must then be an equality. Therefore in
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either case E is local and the maximal ideal is either of the form PE = (ω−h1,µ−h2)E or

Q := (ω−h1,µ−h2,η− r)E. In the first case, since η · (ω−h1) = µ−h2, E is a DVR. In

the second case, we have QQ = (ω − h1,η − r)Q. We now show that QQ = (η − r)Q. We

have for some m ∈ E:

(η− r)p = η
p−ba−1 + pm

= k−1
1 k2−ba−1 + pm

= k−1
1 [−c′2(µ−h2)+ba−1c′1(ω−h1)+ pmk1]

= k−1
1 (ω−h1)[−c′2η +ba−1c′1 +(ω−h1)

p−1m]

So Q is principal if α := c′2η−ba−1c′1 is invertible in E. To show α ∈E is a unit, it suffices to

show (ac′2η−bc′1)
p ∈ E is invertible. From 3.1.0.11, c′1 ≡ hp−1

1 modQ and c′2 ≡ hp−1
2 modQ.

We then have

(ac′2η−bc′1)
p ≡ ap(c′2)

p
η

p−bp(c′1)
p mod Q

≡ b(ap−1(c′2)
p−bp−1(c′1)

p)mod Q

≡ b[ap−1(hp−1
2 )p−bp−1(hp−1

1 )p]mod Q

≡ b
p−1

∏
i=1

(ahp
2 + ibhp

1)mod Q

Thus α ∈ E is a unit. Hence E = A[η ] is regular, that is E = R.

2. Set RA := A[k1η ] for η = (ω − h1)
−1(µ − h2) and k1 = p−1(ω − h1)

p. Note that k1η =

p−1(ω − h1)
p−1(µ − h2) and that it satisfies the integral equation X p− kp−1

1 k2 ∈ A[X ] for

k2 := p−1(µ − h2)
p. Since k1 /∈ P, by 3.1.0.4 and part (1) of the proof, RA is regular in

codimension one.

Set Z := 〈T 〉S where T is as in the statement of 3.1.0.19. We see that Z is a ring from the
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relations

(ω−h1)
p = ap− pc′1(ω−h1)

(µ−h2)
p = bp− pc′2(µ−h2)

Moreover it is a free S-module of rank p2. Clearly RA⊆ Z, so Z inherits R1 from RA. Thus

Z = R and R is S-free.

Finally, from 3.1.0.19(1) P(p−1) is contained in the conductor J of R to A. Since AP is a one

dimensional Gorenstein local ring, JP = (Pp−1)P and thus J ⊆ P(p−1). Thus P(p−1) is the

conductor of R to A.

�

Remark 3.1.0.21. The condition f gi /∈ Sp∧p2
for 1 ≤ i ≤ p− 1 in 3.1.0.20 is saying that some

suitable subrings of A are integrally closed. As noted in the proof of 3.1.0.20, the condition is

equivalent to ∏
p−1
i=1 (ahp

2 + ibhp
1) /∈ pS. Let 1 ≤ k, i ≤ p− 1 and 1 ≤ i(k) ≤ p− 1 be such that

i(k)− ik ∈ pZ. The condition ∏
p−1
i=1 (ahp

2 + ibhp
1) /∈ pS is saying that for all 1 ≤ i ≤ p− 1, Ai :=

S[ωµ i(1), . . . ,ω jµ i( j), . . . ,ω p−1µ i(p−1)] is integrally closed. Indeed

(ωµ
i)p = f gi = (h1hi

2)
p +(ahip

2 + ibhp
1hip−p

2 )p+ p2q

for some q ∈ S. If i = 1, we have that f g is squarefree in S and by 3.1.0.13 S[ωµ] is integrally

closed. If i 6= 1, the given condition is equivalent to saying that

NNL1(S[ωµ
i])∩V (p) = /0

Moreover NNL1(S[ωµ i]) ⊆ V (g). Choose k such that i(k) = 1, so that S[ωµ i,ωkµ] is a finite

birational extension of both S[ωµ i] and S[ωkµ]. Now NNL1(S[ωkµ]) ⊆ V ( f ). So by 3.1.0.4,

S[ωµ i,ωkµ] is regular in codimension one since f ,g ∈ S satisfy A1. Since Ai is a finite birational

extension of S[ωµ i,ωkµ], it is regular in codimension one for the same reason. The remark follows
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since it is easily checked that Ai is S-free.

Remark 3.1.0.22. The powers of the prime Pp−1 ⊆ A in 3.1.0.20 are not P-primary in general. For

example if p = 3, observe that 3a,3b ∈ P2. However, it holds that P(p−1) = (p)+Pp−1.

3.1.1 Mixed characteristic two case

As noted earlier, the extensions we consider are automatically Abelian in mixed characteristic two

and hence the results we obtain here are sharper. However, the reason to treat it independently in

this chapter is that the splitting pattern of primes lying over the principal ideal generated by p are

different if p= 2. For this subsection, we maintain notation established in 3.1.0.17 and additionally

assume p = 2.

Proposition 3.1.1.1. R is S-free if at least one of the rings S[ω],S[µ] is not integrally closed.

Proof. First assume that both S[ω] and S[µ] are not integrally closed. We have that S[τ1] is inte-

grally closed from 3.1.0.13, for τ1 := 2−1(ω + h1). Further τ1 satisfies l1(T ) := T 2− h1T − a′ ∈

S[T ] where a = 2a′ for some a′ ∈ S and T is an indeterminate over S. Further, 2 ∈ S[τ1] is square

free since l1(T ) and l′1(T ) are relatively prime over the quotient field of S/2S. Writing b = 2b′ for

some b′ ∈ S, we also have that l2(T ) := T 2−h2T −b′ and l′2(T ) are relatively prime over the quo-

tient field of S[τ1]/Q for all height one primes Q⊆ S[τ1] containing 2. Therefore 2 ∈ E = S[τ1,τ2]

is square free as well. Applying Huneke & Katz (2019)[Proposition 5.3] to the ring S[1/2], we see

that R[1/2] = A[1/2]⊆ E[1/2]⊆ R[1/2]. Therefore NNL1(E)⊆V (2). Since 2 ∈ E is square free,

E is regular in codimension one. Clearly E is generated over S by {1,τ1,τ2,τ1τ2} and hence E is

S-free of rank four. Thus E satisfies Serre’s criterion S2 and is integrally closed, that is E = R.

Next, without loss of generality assume S[µ] is integrally closed and S[ω] is not. From 3.1.0.13,

we have S[τ1] is integrally closed for τ1 := 2−1(ω + h1) and that 2 ∈ S[τ1] is square free. Since

E := S[τ1,µ]' S[τ1][U ]/(G(U)), height one primes in E containing 2 are of the form (Q,µ−h2)E

where Q⊆ S[τ1] is a height one prime containing 2. By 3.1.0.14(2) and 3.1.0.4, NNL1(E)⊆V (2).

But for any height one prime P := (Q,µ − h2) ⊆ E containing 2, PP = (µ − h2)P . This is
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because going down holds for the extension S ⊆ S[µ] ⊆ E, so P contracts back to the height

one prime P := (2,µ − h2) ⊆ S[µ]. Since (µ − h2)(µ + h2) = 2b and b /∈ P by 3.1.0.13, we have

PS[µ]P = (µ − h2)P. Thus, PP = (µ − h2)P and E is regular in codimension one. Clearly E

is generated over S by {1,µ,τ1,µτ1}. Thus E is S-free of rank four and hence satisfies Serre’s

criterion S2. So E = R and this completes the proof. �

Proposition 3.1.1.2. With established notation, R is S-free if S[ω] and S[µ] are integrally closed

and f g /∈ S2∧4. Further, in this case P∗A = R so that P is the conductor of R to A, where P is the

unique height one prime in A containing 2.

Proof. Since S[ω] and S[µ] are integrally closed, we have from 3.1.0.13 that f ,g /∈ S2∧4. Write

f = h2
1+2 ·a and g= h2

2+2 ·b with a,b /∈ 2S. The condition f g /∈ S2∧4 is equivalent to the condition

(ah2
2 +bh2

1) /∈ 2S. This follows since

f g = (h2
1 +2a)(h2

2 +2b)

= (h1h2)
2 +(ah2

2 +bh2
1) ·2+4ab

(3.1.1.2.1)

Note that the above is equivalent to requiring that S[ωµ] be integrally closed. This is because,

since f ,g ∈ S satisfy A1, f g ∈ S is square free. Following this, S[ωµ] is integrally closed if and

only if f g /∈ S2∧4 by 3.1.0.13.

Let τ = 2−1(µ−h2)(ω−h1) ∈ K. We see that τ satisfies

l(T ) := T 2− k1k2 ∈ A[T ]

where k1 := 2−1(ω−h1)
2 = h2

1+a−ωh1, k2 := 2−1(µ−h2)
2 = h2

2+b−µh2 and T is an indeter-

minate over A. Note that

2 = k−1
1 (ω−h1)

2 = k−1
2 (µ−h2)

2 (3.1.1.2.2)

and k1,k2 /∈ P. We claim that C := S[ω,µ,τ] is integrally closed under the given hypothesis. The
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unique height one prime P⊆ A containing 2 is P := (2,ω−h1,µ−h2). Now

l(T )≡ T 2−ab ∈ (A/P)[T ]' (S/2S)[T ]

There exists a unique height one prime containing 2 in C and since S/2S is integrally closed, the

only possible forms for this unique height one prime are Q1 := PC or Q2 := (2,ω−h1,µ−h2,τ−

m)C for some m ∈ S satisfying m2−ab ∈ 2S. In the first case, Q1Q1
is principal due to (3.1.1.2.2)

and

(µ−h2)τ = k2(ω−h1) (3.1.1.2.3)

Now let Q2 ⊆C be the unique height one prime in question. We will show that Q2Q2
= (τ−m)Q2 .

First from (3.1.1.2.2) and (3.1.1.2.3), we have Q2Q2
= (τ −m,µ − h2)Q2 . By definition, we have

in CQ2

(τ−m)2 ≡ (k1k2 +ab) mod(2)

≡ (ah2(µ−h2)+bh1(ω−h1)+h1h2(ω−h1)(µ−h2)) mod(2)

≡ (µ−h2)(ah2 +bh1k−1
2 τ +h1h2(ω−h1)) mod(2)

(3.1.1.2.4)

where the last equivalence follows from (3.1.1.2.3). We claim that ah2 +bh1k−1
2 τ is a unit in CQ2 .

If the claim holds, it follows from (3.1.1.2.2) that Q2Q2
= (τ −m)Q2 . To show the claim, assume

on the contrary that ah2 +bh1k−1
2 τ ∈ Q2Q2

. Then

k2(a2h2
2 +b2h2

1k−2
2 τ

2) = k2a2h2
2 +b2h2

1k1 ∈ Q2Q2

By definition of k1,k2 we get (ah2
2 + bh2

1)ab ∈ Q2Q2
and hence (ah2

2 + bh2
1) ∈ Q2Q2

∩ S = 2S.

This contradicts our hypothesis. Thus the claim is true and Q2Q2
is principal. From 3.1.0.14(2)

and 3.1.0.4, C is regular in codimension one. Let D denote the S-module generated by G :=

{1,ω,µ,τ}. Note that D is in fact a ring and is S-free of rank four. Then D⊆C ⊆ D. Thus C = D

satisfies S2 and hence C = R is S-free.
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We now show that P is the conductor of R to A. Since A is not integrally closed, AP is not a DVR

by 3.1.0.14(2). Therefore the conductor is contained in P. On the other hand, since P · τ ⊆ A and

R = A+S ·τ , P conducts R into A. Thus P is the conductor of R to A and the proof is complete. �

3.2 General Radical towers

The work in this section is based of joint work with Daniel Katz in Katz & Sridhar (2021). Here

we search for patterns that ensure the integral closure of an unramified regular local ring of mixed

characteristic p > 0 in a finite general radical tower of order p > 0 of its quotient field is a free

module.

The first good scenario occurs when the elements whose roots we adjoin all are chosen generally

from the multiplicative subset Sp∧p2
(see 3.1.0.1), where S is the regular local ring. This is a

generalization of 3.1.0.18 and 3.1.1.1.

Convention 3.2.0.1.

• For a prime integer p, ζp(X) ∈ Z[X ] will denote the p-th cyclotomic polynomial.

• For a Noetherian ring R and a prime ideal Q ⊆ R, the notation (Q | q1, . . . ,qr) for qi ∈ R

means QQ = (q1, . . . ,qr)Q.

We include the following two results from Huneke & Katz (2019) for convenience:

Proposition 3.2.0.2 (Huneke & Katz (2019)). Let S be an integrally closed Noetherian domain

and n ∈ S a unit for some positive integer n. Let a1, . . . ,ar ∈ S be square free elements satisfying

A1. Then a2, . . . ,ar are square free in S[ n
√

a1].

Proposition 3.2.0.3 (Huneke & Katz (2019)). Let S be an integrally closed Noetherian domain

and n ∈ S a unit for some positive integer n. Let a1, . . . ,ar ∈ S be square free elements satisfying

A1. Then R = S[ n
√

a1, . . . , n
√

ar] is integrally closed.

We set up notation for this section now. We work over a regular local ring for simplicity,

although results may apply in more generality.
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Convention 3.2.0.4. Throughout this section (S,m,k) will denote an unramified regular local ring

of mixed characteristic p > 0 and L its field of fractions. Let E := {r1, . . . ,rn} ⊆ S consist of

square free elements that are not p-th powers in S. Assume that E satisfies A1. Let X1, . . . ,Xn

be indeterminates over S. We have for each 1 ≤ i ≤ n, the monic irreducible polynomial Ei :=

X p
i − ri ∈ S[Xi]. For each i, let κi be a root of Ei. Let K := L(κ1, . . . ,κn) and let R denote the

integral closure of S in K. That is R is the integral closure of

A := S[κ1, . . . ,κn]'
S[X1, . . . ,Xn]

(X p− r1, . . . ,X p− rn)

.

Our conditions ensure that [K : L] has the correct degree:

Remark 3.2.0.5. The conditions in 3.2.0.4 ensure that [K : L] = pn. To see this, first note that

TrK/L(y) = 0 for y := ∏
n
i=1 κ

ti
i ∈ K and integers 0 ≤ ti ≤ p−1 not all zero. Indeed, since yp ∈ L,

we only need to show that y /∈ L. But if y ∈ L, then y ∈ S since S is integrally closed. Therefore

∏
n
i=1 rti

i ∈ S is a p-th power. This is impossible since the ri are relatively prime and not p-th powers

themselves. Thus TrK/L(y) = 0.

Suppose that En is reducible over L(κ1, . . . ,κn−1). Then necessarily κn ∈ L(κ1, . . . ,κn−1).

Write κn = ∑a(i1,...,in−1)κ
i1
1 . . .κ

in−1
n−1 for 0≤ i j ≤ p−1. Multiplying by κ

p−i1
1 . . .κ

p−in−1
n−1 and taking

trace, we see that a(i1,...,in−1) = 0. This is impossible, so that En is irreducible over L(κ1, . . . ,κn−1).

Thus [K : L] = pn.

Remark 3.2.0.6. It follows from Proposition 3.2.0.3 that A[1/p] is integrally closed if p - ri for all

i. In particular NNL1(A)⊆V (p).

We motivate why it suffices to consider the case E ⊆ Sp in our search for small CM modules

(algebras) over R, at least when S is complete with perfect residue field. In other words, we may

assume the elements whose roots we adjoin have p-th roots mod p in S.
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3.2.1 Reducing to Sp

Throughout this subsection, assume notation as in 3.2.0.4 and additionally assume that S is com-

plete and k is perfect.

Remark 3.2.1.1. Let (T,n) be a complete regular local ring of positive characteristic p > 0. Then

the image of the Frobenius map on T is a closed subspace of T in the n-adic topology.

Suppose m= (p,τ2, . . . ,τd) and set T := S[χ2, . . . ,χd], where χ
p
i = τi. We claim:

1. T is an unramified regular local ring of mixed characteristic p > 0.

2. S⊆ T p.

Assume both the claims hold. Let K′ be the fraction field of T and set K := K[K′]. Let R be the

integral closure of S in K . We have

S T K′

R R

K K

f inite

f inite

If R admits a small CM module, then R admits a small CM module. Replacing S with T , we

may then assume E ⊆ Sp as long as the elements of E remain square free in T . Note that we may

assume that p or none of the τi divide any of the elements of E . In that case, from 3.2.0.2 and

3.2.0.3 it follows that the elements of E are square free in T . Therefore only claims (1) and (2)

remain to be shown.

For (1), we have

S2 := S[χ2]' S[W2](m,W2)/(W
p

2 − τ2)
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is unramified regular local with regular system of parameters (p,χ2,τ3, . . . ,τd) ⊆ S2. Now let

2 ≤ i ≤ d, and assume that Si := S[χ2, . . . ,χi] is unramified regular local with a regular sys-

tem of parameters given by (p,χ2, . . . ,χi,τi+1, . . . ,τd). The polynomial W p
i+1− τi+1 ∈ Si[Wi+1]

is irreducible since τi+1 is part of a regular system of parameters for Si. Therefore, Si+1 :=

S[χ2, . . . ,χi+1,τi+2, . . . ,τd] is an unramified regular local ring with maximal ideal given by

(p,χ2, . . . ,χi+1,τi+2, . . . ,τd). Therefore inductively T = S[χ2, . . . ,χd] is unramified regular local

with maximal ideal n := (p,χ2, . . . ,χd).

For (2), set E := T/(p), so that C := S/pS ↪→ E. Let f ∈ S be arbitrary and g ∈ E be its natural

image. Let xi denote the image in E of τi. Let g = ∑
∞
i=0 gi where gi is a homogeneous polynomial

in x2, . . . ,xd with coefficients in k. Let Gi denote the set of monomials in x2, . . . ,xd of degree i.

Define the set: (
E
〈Gi〉C

)p

:= {x ∈ E | x = hp +m,m ∈ 〈Gi〉C}

Now, g∈
(

E
〈G1〉C

)p

since k is perfect. Assume g∈
(

E
〈Gn〉C

)p

for n≥ 1. Write g= hp+∑i viαi+

m where vi ∈ k, αi monomials in x2, . . . ,xd of degree n and m ∈ 〈Gn+1〉C. Since k is perfect and

αi ∈ E p, g ∈
(

E
〈Gn+1〉C

)p

. Thus g lies in the closure of the subspace E p in E. By 3.2.1.1, g ∈ E p

and hence f ∈ T p. The claim has been proved.

For some properties of the subring Sp, see Katz & Sridhar (2021).

3.2.2 Class 1 towers

Motivated by subsection 3.2.1, we assume the following notation:

Convention 3.2.2.1. Assume notation as in 3.2.0.4. Additionally assume that E ⊆ Sp. Let hi

denote a p-th root modulo p of ri, that is ri−hp
i ∈ pS. If hi ∈ S \ pS, let Li denote the element in

the ring S[Xi] obtained by setting h = hi in 3.1.0.10. Denote by li the image of Li in the ring S[κi].

If hi = 0, simply set li = 0.
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Say that E defines a class 1 tower if E ⊆ Sp∧p2
. We first show that if E defines a class one

tower, then R is Cohen Macaulay.

Theorem 3.2.2.2. With established notation, if E ⊆ Sp∧p2
and p≥ 3, then R is Cohen Macaulay.

Proof. Let Ri be the integral closure of S[κi]. Since ri ∈ Sp∧p2
, we have from 2.1.4.5 that Ri =

S[κi,ψi], where ψi = p−1hp−1
i ζp(κi/hi). Further ψi satisfies the integral equation

ui(X) := X2− liX− p−2(ri−hp
i )(κi−hi)

p−2 ∈ S[κi][X ] (3.2.2.2.1)

There are precisely two height one primes lying over pS in Ri:

p

Qri := (p,κi−hi,ψi)

Qui := (p,κi−hi,ψi− li)

From 2.1.4.5, we have (Qui | p) and (Qri |κi− hi). Hence the choice of “ui” for “unramified" and

“ri" for “ramified". We also know that the Ri are all Cohen-Macaulay. Let V ⊆ R denote the join

of the Ri. Then V is Cohen-Macaulay since [K : L] = pn, see 3.2.0.5. That is V is S-free of rank pn.

There are 2n height one primes in V containing p. If Q⊆V is a height one prime containing p, then

the non singular primes are either of the form (Q | p) or (Q |κi−hi). The (possibly) singular ones

are of the form Q(i1,...,il) := (Q |κi1−hi1 , . . . ,κil−hil) for some {i1, . . . , il}⊆ {1, . . . ,n}, i1 < · · ·< il

and l ≥ 2.

Note that from Remark 3.2.0.6 and Remark 3.1.0.4, V is regular in codimension outside of the

Q(i1,...,il). There are utmost 2n−n−1 singularities in codimension one in V . We now identify an

R1-ification of V . For i, j ∈ {1, . . . ,n}, i < j, define

ηi j := p−1(κi−hi)
p−2(κ j−h j) ∈ K

Then ηi j satisfies the integral equation

vi j(X) := X p−1− (ψi− li)p−2(ψ j− l j) ∈V [X ]
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To de-singularize Q(i1,...,il) consider the finite birational extension V ↪→V(i1,...,il) :=V [ηi1i2 , . . . ,ηi1il ].

From 3.1.0.11 we have 2

vi1i2(X)≡ X p−1− (hp−2
i1 hi2)

p−1 =
p−1

∏
k=1

(X + khp−2
i1 hi2) ∈

V(i1,...,il)

Q(i1,...,il)V(i1,...,il)
[X ]

Therefore height one primes in V [ηi1i2] lying over Q(i1,...,il) are of the form

Q[(i1,î2,...,il)| k] := (Q(i1,...,il),ηi1i2 + khp−2
i1 hi2)

for 1≤ k ≤ p−1.

Q(i1,...,il)

Q[(i1,î2,...,il)|1] Q[(i1,î2,...,il)|2] Q[(i1,î2,...,il)| p−1]. . . . . .

The point is that Q[(i1,î2,...,il)| k] locally has one less generator: it is of the form

(Q[(i1,ĩ2,...,il)| k] | (κi1−hi1 ,
̂κi2−hi2, . . . ,κil −hil))

To see this note that ∏
p−1
i=1,i 6=k(ηi1i2 + ihp−2

i1 hi2) /∈ Q[(i1,î2,...,il)| k] so that ηi1i2 + khp−2
i1 hi2 is locally a

redundant generator. Also, since (κi1−hi1)η̇i1i2 =(κi2−hi2)(ψ1− l1) and (ψ1− l1) /∈Q[(i1,î2,...,il)| k],

κi2−hi2 is a redundant generator locally.

Proceeding inductively, it is clear that in V(i1,...,il) all height one primes lying over Qi1,...,il) (utmost

(p−1)l−1) are non-singular. Now set

RV :=V [{p−1(κi1−hi1)
p−2(κi2−hi2)}{i1,i2∈{1,...,n} | i1<i2}]

2If R is a ring of characteristic p and X ,Y indeterminates over R, then for X p−1−Y p−1 ∈ R[X ,Y ], X p−1−Y p−1 =

∏
p−1
i=1 (X + iY ).
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V

V(i1,...,il) V( j1,..., jm) V(k1,...,kt)
. . . . . .

RV

For all possible {i1, . . . , il} ⊆ {1, . . . ,n}, i1 < · · · < il and l ≥ 2, V ↪→ V(i1,...,il) ↪→ RV are finite

birational extensions. From 3.1.0.4, RV is an R1-ification for V .

We now identify a finite birational overring of RV that is S-free. This ring would then inherit

R1 from RV by 3.1.0.4 and the proof would be complete. The rest of the proof concerns identifying

this overring.

Note that A = S[κ1, . . . ,κn] is S-free of rank pn with a basis given by

F := {
n

∏
i=1

(κi−hi)
ji |0≤ ji ≤ p−1}

For each 1≤ i≤ n, define Γi : F →N∪{0} by Γ((κ1−h1)
j1 . . .(κi−hi)

ji . . .(κn−hn)
jn) = ji and

Γ : F → (N∪{0})n, f 7→ (Γ1( f ), . . . ,Γn( f ))

Let γ : (N∪{0})n→N∪{0} be the map sending (x1, . . . ,xn) 7→ x1+ · · ·+xn. For every 0≤ k≤ n,

set

Sk := {p−k ·m |m ∈ (γΓ)−1([(p−1)k,(p−1)(k+1)))}

and S :=∪0≤k≤nSk. By definition, the sets S and F are in bijection and it follows that E := 〈S 〉S

is S-free of rank pn. We are through if we show the following

1. E is a S-algebra.

2. RV ⊆ E.

3. RV ↪→ E is a finite map.
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Suppose (1) holds. Then (2) follows immediately. To show (3), it suffices to show for each 1 ≤

k ≤ n, S ′
k ⊆ R for

S ′
k = {p−k ·m |m ∈ (γΓ)−1((p−1) · k)}

Consider α ∈S ′
k . Let α = p−k(κ1−h1)

i1 . . .(κn−hn)
in such that ∑

n
j=1 i j = k · (p−1). Then

α
p−1 = p−k(p−1) ·

n

∏
j=1

[(κ j−h j)
p−1]i j

=
n

∏
j=1

p−i j [(κ j−h j)
p−1]i j

=
n

∏
j=1

(τ j− l j)
i j ∈V

Therefore S ′
k ⊂ R and hence E ↪→ R. Thus (3) holds.

Only (1) remains to be shown. We first show that E is an A-module. For 0≤ k ≤ n, let

S p
k := ∪k≤ j≤n{p j−k ·m |m ∈S j}

For example, S p
0 = F and hence 〈S p

0 〉A = A ⊆ E. Now assume for some 0 ≤ k ≤ n− 1 that

〈∪0≤ j≤kS
p
j 〉A ⊆ E. We will show that 〈∪0≤ j≤k+1S

p
j 〉A ⊆ E. Consider β := p−(k+1) · y ∈S p

k+1

with y ∈ F . If x ∈ F is such that for all 1≤ i≤ n, Γi(x)+Γi(y)≤ p−1, then xy ∈ F and γΓ(xy)≥

k+1. So x ·β ∈ E.

Now suppose that for some 1≤ i≤ n, Γi(x)+Γi(y)≥ p. We have

(κi−hi)
p = κ

p
i −hp

i + li p(κi−hi)

≡ li p(κi−hi)mod (p2A) (3.2.2.2.2)

Thus in this case, we have xβ ∈ 〈∪0≤ j≤kS
p
j 〉A ⊆ E. Therefore, 〈∪0≤ j≤k+1S

p
j 〉A ⊆ E. Induction

on k gives 〈∪0≤ j≤nS
p
j 〉A ⊆ E. For all 0≤ j ≤ n, S j ⊆S p

j , so that

〈S 〉A = 〈∪0≤ j≤nS j〉A ⊆ 〈∪0≤ j≤nS
p
j 〉A ⊆ E
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Thus E is an A-module. Further, E = 〈∪0≤ j≤nS
′
j 〉A. If we show for arbitrary x,y ∈ ∪0≤ j≤nS

′
j ,

x · y ∈ E, then E is a birational A- algebra. Pick x ∈S ′
l and y ∈S ′

m and set x′ = plx and y′ = pmy.

Case 1: Suppose l +m ≤ n. If for all 1 ≤ i ≤ n, Γi(x′)+Γi(y′) ≤ p− 1, then xy ∈S ′
l+m and

we are done. Suppose there exists 1≤ k ≤ n such that for all 1≤ i≤ k, Γ(x′)+Γ(y′)≥ p and for

k < i ≤ n, Γ(x′)+Γ(y′) ≤ p− 1. If k ≥ l +m, then by 3.2.2.2.8, xy ∈ A ⊆ E. Therefore assume

k < l +m. We have

xy = p−(l+m−k)(
k

∏
i=1

αi)
n

∏
j=1

(κi−hi)
ci (3.2.2.2.3)

where αi ≡ li(κi− hi)mod pA, ci = Γi(x′)+Γi(y′)− p for 1 ≤ i ≤ k and ci = Γi(x′)+Γi(y′) for

k < i≤ n. Note here that

n

∑
i=1

ci = (m+ l)(p−1)− kp = (m+ l− k)(p−1)− k (3.2.2.2.4)

Set ε :=(∏k
i=1 αi)

−1xy. Let δ be an arbitrary monomial of (∏k
i=1 αi). We will show ε ·δ ∈E so that

xy ∈ E. For some 0≤ j ≤ k, p j(κii−hi1) . . .(κik− j−hik− j) divides δ in A for some {i1, . . . , ik− j} ⊆

{1, . . . ,k}. Then δ · ε ∈ 〈p−(m+l−k− j)z〉A for some z ∈ F . Here z ∈ F since ci ≤ p−2 if 1≤ i≤ k.

If j ≥ m+ l− k, then δε ∈ A and we are done. Assume j < m+ l− k, we have

γΓ(z) = (m+ l− k)(p−1)− k+(k− j)

≥ (m+ l− k− j)(p−1) (3.2.2.2.5)

This shows δε ∈ E and the proof of case 1 is complete.

Case 2: Suppose that l+m> n. So, 0< l+m−n≤ n. We claim that there exists {i1, . . . , il+m−n}⊆

{1, . . . ,n} distinct such that for 1 ≤ s ≤ l +m− n, Γis(x
′)+Γis(y

′) ≥ p. Suppose the claim does
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not hold. We have

γΓ(x′)+ γΓ(y′)≤ [n− (l +m−n)+1](p−1)+(2p−2)(l +m−n−1)

=⇒ (m+ l)(p−1)≤ [2n− (l +m)+1](p−1)+(2p−2)(l +m−n−1)

=⇒ 0≤ (p−1)(2n+1)− (p−1)(2n+2) (3.2.2.2.6)

which is absurd. Thus the claim holds. Without loss of generality, assume that q ≥ l +m− n is

such that for 1 ≤ i ≤ q, Γi(x′)+Γi(y′) ≥ p and for q < i ≤ n (if q 6= n ) , Γi(x′)+Γi(y′) ≤ p− 1.

Then

xy = p−(l+m−q)(
q

∏
i=1

αi)(
n

∏
j=1

(κ j−h j)
c j) (3.2.2.2.7)

where αi ≡−li(κi−hi)mod (pA), c j = Γ j(x′)+Γ j(y′)− p for 1≤ j ≤ q and c j = Γ j(x′)+Γ j(y′)

for q < s≤ n. We have

n

∑
i=1

ci = (m+ l)(p−1)−qp = (m+ l−q)(p−1)−q

If q ≥ l +m, xy ∈ A ⊆ E, so we are done. Assume q < l +m. Set ε := xy(∏q
i=1 αi)

−1 and let

δ be an arbitrary monomial of ∏
q
i=1 αi. We will show ε · δ ∈ E so that xy ∈ E. Certainly δ is

a multiple in A of an element of the form pe(κi1 − hi1) . . .(κiq−e − hiq−e) for some 0 ≤ e ≤ q and

{i1, . . . , iq−e} ⊆ {1, . . . ,q}. Therefore δ · ε ∈ 〈p−(l+m−q−e) · z〉A for some z ∈ F . Here z ∈ F since

ci ≤ p−2 for 1≤ i≤ q. But

γΓ(z) = (m+ l−q)(p−1)−q+(q− e)

≥ (m+ l−q− e)(p−1) (3.2.2.2.8)

therefore p−(l+m−q−e) · z ∈ E and since E is an A-module δ · ε ∈ E. This completes the proof of

case 2 and hence we have shown that E is a S-algebra. This shows claim (1). Since E satisfies

Serre’s criterion (S2), E = R. In particular, R is S-free, or in other words R is Cohen-Macaulay. �
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Corollary 3.2.2.3. Let S be an unramified regular local ring of mixed characteristic p > 0 with

fraction field L. Let f1, . . . , fn ∈ Sp∧p2
, square free and mutually coprime. Let ω

di
i = fi such that

p | di and p2 - di for each i. Then the integral closure of S in L(ω1, . . . ,ωn) is Cohen Macaulay.

Proof. Let κi := p
√

fi ∈ L(ω1, . . . ,ωn) be p-th roots. Let R denote the integral closure of S in the

subfield L(κ1, . . . ,κn). By 3.2.2.2, R is a free S-module. Since the fi are squarefree and lie in

Sp∧p2
, p - fi. Therefore, applying 3.2.0.2 to S[1/p], we see that the fi ∈R are square free. They

satisfy A1 in R since they do so in S. If R is the integral closure of S in L(ω1, . . . ,ωn), we then see

by 3.2.0.3 that R = R[ p−1d1
√

κ1, . . . , p−1dn
√

κn]. In particular, R is R-free and hence is S-free. Thus

R is Cohen-Macaulay. �

We will use the above result to show the existence of small CM algebras in radical towers of

order p under certain circumstances in chapter 4.

3.2.3 On p-th roots over certain ramified regular local rings of mixed char-

acteristic p > 0

In trying to address the case where the p-torsion of the Abelian Galois group is annihilated by p in

2.1.5.2 via Kummer theory, one needs to adjoin a primitive p-th root of unity. We show:

Theorem 3.2.3.1. Let T := S[ε] be the ramified regular local ring obtained by adjoining a primitive

p-th root of unity ε to an unramified regular local subring S of mixed characteristic p ≥ 3. Let L

be the fraction field of T and ω a p-th root of a square free element of T . Then the integral closure

of T in L(ω) is Cohen-Macaulay.

Proof. See Katz & Sridhar (2021). �
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Chapter 4

On constructing small Cohen-Macaulay modules and algebras

over radical towers in mixed characteristic

In this chapter we continue the study of general radical towers of order p of an unramified regular

local ring of mixed characteristic p initiated in Chapter 2. In the previous chapter, we looked

at the cases where the integral closure is already Cohen-Macaulay. In this chapter, we show the

integral closure need not be Cohen-Macaulay and attempt to justify that it is quite common. We

then construct (birational) small CM modules or algebras over these rings. Like in chapter 2 we

first study the biradical case in section 4.1. In trying to find small CM modules one needs to

understand the failure of Cohen-Macaulayness of the ring itself. To this end, we characterize the

Cohen-Macaulayness of the integral closure in the biradical case. In section 4.2, in joint work

with Daniel Katz, we consider the general case and in future work hope to generalize these results

towards answering 2.1.5.2 when the base regular local ring is complete with perfect residue field.

4.1 The Biradical case

For this section we maintain notation set up in 3.1.0.8, 3.1.0.1 and 3.1.0.12. From 3.1.0.15 we

know that if exactly one of f ,g ∈ Sp, then R is Cohen-Macaulay. We will see that that R is not

automatically Cohen-Macaulay in case f ,g ∈ S2 or if f ,g /∈ S2. However, we can reduce to the

case f ,g ∈ Sp when S is complete with perfect residue field, where Sp is the subring of S obtained

by lifting the Frobenius map on S/pS to S, see 3.2.1.

We need the following proposition for 4.1.0.2. The form given here is a bit more general than

we actually need.
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Proposition 4.1.0.1. Let T be any Gorenstein local domain such that its integral closure T ′ is a

finite T -module. Let J denote the conductor ideal of T . Then T ′ is Cohen-Macaulay if and only if

T/J is Cohen-Macaulay.

Proof. Let E denote the field of fractions of T . Since End(J) := (J :E J) is a ring, we have

T ′ ⊆ J∗ = End(J) ⊆ T ′, so that J∗ = T ′. For any 0 6= x ∈ J, set J′ := (x :T J). Note that J is

height one unmixed (see for example Katz (1999)[Proposition 2.1(2)]). Also, J is principal if and

only if T is integrally closed, so we may assume J is not principal. Since T is Gorenstein, T/J is

Cohen-Macaulay if and only if T/J′ is Cohen-Macaulay (see Huneke & Ulrich (1987)[Proposition

2.5] for example). From the depth lemma, T/J′ is a Cohen-Macaulay ring if and only if J′ ' T ′ is

a Cohen-Macaulay T -module. This completes the proof since T ′ is a Cohen-Macaulay ring if and

only if it is a Cohen-Macaulay T -module. �

When f ,g /∈ Sp, R is not necessarily Cohen-Macaulay, as shown in the following example.

Example 4.1.0.2. Set S := Z[X ,Y,V ](2,X ,Y,V ). Let f = XV 2 + 4 and g = XY 2 + 4. Then f ,g are

square free, form a regular sequence in S and do not lie in S2. Note that 2 ∈ S[ω] is a prime. Set

C := S[ω]/(2)' (S/2S)[γ] where γ =
√

xv2 and x,y,v denote the respective images in S/2S. Since

g = XY 2 +4 = (V−1Y ω)2 +4(1−V−2Y 2), from 3.1.0.14(3), A is not integrally closed. Moreover

from Katz (1999)[Lemma 3.2], (P∗)P = RP. From 3.1.0.14(2), for all height one primes Q ⊆ A,

Q 6= P, (P∗)Q = RQ = AQ. Since P∗ and R are birational S2 A-modules, P∗ = R. From 3.1.0.14(2),

the conductor of A is contained in P and hence is equal to P. We now show that A/P is not

Cohen-Macaulay, so that by 4.1.0.1, R is not Cohen-Macaulay.

Let Q ⊆C[U ] denote the unique height one prime minimal over the image of G(U). Set ε :=

v−1yγ . Then Q = (U − ε)Frac(C)[U ]∩C[U ] is the kernel of the natural surjection C[U ]→C[ε].

Thus A/P' D :=C[ε].

Since D is module finite over the regular local ring S/2S, it is Cohen-Macaulay if and only if it

is S/2S-free. Certainly D is generated over S/2S by the set {1,γ,ε,γε}. Since ε · γ = xyv ∈ S/2S,

we can trim this set to G := {1,γ,ε}. But p.d.S/2S(D) = 1, since D admits the minimal free
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resolution

0 // S/2S
ψT

// (S/2S)3 φ // D // 0

where φ is the natural projection corresponding to the ordered set G and ψ = [0 y − v]. Thus A/P

is not Cohen-Macaulay and hence R is not Cohen-Macaulay.

However the example in 4.1.0.3 admits a small CM algebra:

Example 4.1.0.3. We assume notation as in 4.1.0.2, so that R is a non Cohen-Macaulay normal

domain of mixed characteristic 2. Set K′ := L(
√

X) and T := S[
√

X ]. Note that T is an unramified

regular local ring of mixed characteristic 2 and f ,g ∈ T 2∧4. We claim that f ,g ∈ T are square

free. To show this, we can assume that 2 ∈ S is a unit since f ,g /∈ 2S. Then, by Huneke & Katz

(2019)[Proposition 5.2] f ,g∈ T are square free. Clearly, f ,g∈ T satisfy A1. Therefore by 3.1.1.1,

the integral closure of T in K := K′(ω,µ), say R, is Cohen-Macaulay. Therefore, R is a small

CM algebra over R.

S T K′

R R

K K

Example 4.1.0.4. We note here that the existence of a birational small CM module does not ob-

struct the existence of a small CM algebra. Assume notation as in Example 2.1.4.2. Then R is

known to admit a birational small CM module. We will now show that it admits a small CM

algebra.
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Set T := S[ 3
√

x, 3
√

y]. Note that T is an unramified regular local ring with regular system of

parameters (3, 3
√

x, 3
√

y). Let E be the integral closure of T [ 3
√

a, 3
√

b]. Then certainly R ↪→ E and

E is a finite R-module. Note that a,b ∈ T satisfy A1 since they do so in S. Since a,b ∈ S are

square free, they are square free in T as well by Huneke & Katz (2019)[Proposition 5.2]. Finally,

a,b ∈ T 3∧9, so that by 3.1.0.18, E is Cohen-Macaulay. Thus E is a small CM algebra for R.

In general if f ,g /∈ Sp, we have not been able to construct a birational small CM module.

However when S is complete with perfect residue field, we can reduce to the case f ,g ∈ Sp if

we relax the birationality constraint, see section 1.2.1. Motivated by this, we focus on the case

f ,g ∈ Sp for the remainder of this section and hence assume notation as set up in 3.1.0.17.

We now look in detail at cases where R is not S-free, when f ,g ∈ Sp. That is in the primary

case of interest, when S is an unramified regular local ring of mixed characteristic p, we look at

non-Cohen-Macaulay integral closures R. More specifically, we will show that p.d.S(R) = 1 under

some natural conditions and show that in this case R admits a birational small CM module.

From 3.1.0.18 and 3.1.0.20, if we are looking for a non S-free R, we must have that S[ω] and

S[µ] are integrally closed such that there exists an 1≤ i≤ p−1 satisfying f gi ∈ Sp∧p2
. The reader

can easily see that if it exists, such an “i" is unique. We start by identifying an ideal I ⊆ A, such

that I∗ = R under this circumstance.

Convention 4.1.0.5. For the remainder of this section make the additional assumption that f ,g /∈

Sp∧p2
. Write f = hp

1 +ap, g = hp
2 +bp with a,b /∈ pS. Assume further that h1,h2 6= 0. Note here

that if h1 = 0 (or h2 = 0), we have by 3.1.0.20 that R is S-free. Let P := (p,ω − h1,µ − h2) ⊆ A

denote the unique height one prime in A containing p.

Lemma 4.1.0.6. For H := (p,ωµ i−h1hi
2)⊆ A, H∗P = 〈1,τi〉AP where

τi = p−1[(ωµ
i)p−1 +h1hi

2(ωµ
i)p−2 + · · ·+(h1hi

2)
p−1] ∈ K
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Proof. Localize A at P and assume (A,P) local. Consider the ideal

H̃ := (p,W µ
i−h1hi

2)⊆ S[µ][W ]

We have F(W ) ∈ H̃ :

F(W )−h−ip
2 [(W µ

i)p−1 +h1hi
2(W µ

i)p−2 + · · ·+(h1hi
2)

p−1] · (W µ
i−h1hi

2) ∈ pS[µ][W ]

(4.1.0.6.1)

Clearly H̃ is a grade two perfect ideal in S[µ][W ] and is the ideal of maximal minors of the

matrix E:

E =

W µ i−h1hi
2

p


Adjoining the column of coefficients from (4.1.0.6.1) appropriately, we have for some α ∈ S[µ[[W ]

the matrix E ′:

E ′ =

W µ i−h1hi
2 α

p h−ip
2 [(W µ i)p−1 +h1hi

2(W µ i)p−2 + · · ·+(h1hi
2)

p−1]


From Katz (1999)[Proposition 2.1], H∗ = 〈E ′11/δ1,E ′22/δ2〉A where E ′ii and δi denote the image in

A of the (i, i)-th cofactor of E ′ and the i-th (signed) minor of E respectively. Thus H∗= 〈1,τi〉A �

Lemma 4.1.0.7. With established notation, let f gi ∈ Sp∧p2
. Then for

I := pA+Pp−2 · (ωµ
i−h1hi

2)A

we have I∗A = R.

Proof. Since I∗A and R are birational S2 A-modules, it suffices to show the desired equality in

codimension one. If Q 6= P is a height one prime in A, I∗Q = RQ = AQ. Therefore localize A at P

and assume (A,P) and (S, pS) are one dimensional local rings for the remainder of the proof.
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We have A = S[µ,ωµ i]. Note that g, f gi ∈ S are units and therefore trivially are square free

and satisfy A1. Moreover, S[µ] is integrally closed and S[ωµ i] is not. Thus we are in the setting of

3.1.0.18(2). From the proof of 3.1.0.18(2)(a), we get that R = A[τ,η ] where τ = p−1[(ωµ i)p−1 +

h1hi
2(ωµ i)p−2 + · · ·+(h1hi

2)
p−1] and η = p−1(ωµ i− h1hi

2)(µ − h2)
p−1. Since τη ∈ A, we see

from 3.1.0.13(c) and equation (3.1.0.18.1) that R = 〈1,η , . . . ,η p−2,τ〉A.

Since p ∈ Pp−1, a straightforward calculation gives

Pp−1∩ (p,ωµ
i−h1hi

2) = (p)+Pp−1∩ (ωµ
i−h1hi

2) = (p)+Pp−2 · (ωµ
i−h1hi

2) = I

From 3.1.0.19, (Pp−1)∗ = A[η ] ⊆ R. Since A is Gorenstein, A :K R ⊆ Pp−1. Let H be as in

4.2.0.2. Combining 4.2.0.2 and 3.1.0.13(c), we get that H∗ = A[τ]⊆ R. Again since H is reflexive,

A :K R⊆ H. Therefore, A :K R⊆ Pp−1∩H = I.

To show IR⊆ A, note that Iη i ⊆ A for 1≤ i≤ p−2, since I ⊆ Pp−1 = A[η ]∗. Similarly, Iτ ⊆ A

since I ⊆ H = A[τ]∗. Thus we have shown I = A :K R and the proof is complete. �

We now set out to show R need not be Cohen-Macaulay - again we handle the mixed charac-

teristic two case later.

Lemma 4.1.0.8. Assume p≥ 3 and let S[ω],S[µ] be integrally closed such that f g ∈ Sp∧p2
. Then

1. R⊆ 〈{1}∪ p−1 · (ω−h1,µ−h2)
p−1〉A.

2. Consider y = p−1(∑
p
i=1 ai(µ − h2)

p−i(ω − h1)
i−1) ∈ K with the ai ∈ A. Then y ∈ R if and

only if for all 2≤ i≤ p, ai−1h2 +aih1 ∈ P.

Proof. From 4.1.1.2, p ·R⊆ A, so consider an arbitrary element y := p−1 · x ∈ R with x ∈ A. From

4.1.1.2, x · (ω−h1)
p−2(ωµ−h1h2) ∈ pA. Lifting to B := S[W,U ] and denoting lifts by ∼

x̃(W −h1)
p−2(WU−h1h2) ∈ (p,F(W ),G(U)) (4.1.0.8.1)

Write

ωµ−h1h2 = (ω−h1)(µ−h2)+h2(ω−h1)+h1(µ−h2) (4.1.0.8.2)
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Lifting the identity in (4.1.0.8.2) to B we see that x̃ ∈ (p,W − h1,(U − h2)
p−1). By symmetry

x̃ ∈ (p,(W −h1)
p−1,U−h2) and hence

x̃ ∈ (p,(U−h2)
p−1,(W −h1)

p−1,(W −h1)(U−h2))

This is because for a regular sequence (q,y,z)⊆ B

(q,y,zn)∩ (q,yn,z) = (q,yn,zn,yz) (4.1.0.8.3)

Since 1 ∈ R, towards describing A-module generators for R we may assume that y = p−1x with

x = a1 · (µ−h2)
p−1 +a2 · (ω−h1)

p−1 +a3 · (ω−h1)(µ−h2) (4.1.0.8.4)

for some a1,a2,a3 ∈ A. Suppose we can write

y = p−1[a1(µ−h2)
p−1 +a2(ω−h1)(µ−h2)

p−2 + · · ·+ap(ω−h1)
p−1 +b · (ω−h1)

i(µ−h2)
i]

(4.1.0.8.5)

with 1 ≤ i < (p− 1)/2 and ai,b ∈ A. By (4.1.0.8.4), we can do this for i = 1, where a j = 0 for

2≤ j ≤ p−1. Now using (4.1.0.8.2) we get that y · (ω−h1)
p−1−i(µ−h2)

i−1(ωµ−h1h2) ∈ pA if

and only if

ai+1h1(ω−h1)
p−1(µ−h2)

p−1 +aih2(ω−h1)
p−1(µ−h2)

p−1 +bh1(ω−h1)
p−1(µ−h2)

2i ∈ pA

Pulling back to B

b̃h1(U−h2)
2i +h2ãi(U−h2)

p−1 +h1ãi+1(U−h2)
p−1 ∈ (p,(U−h2)

p,W −h1)

(4.1.0.8.6)

and thus b̃∈ (p,W−h1,(U−h2)
p−2i−1). By symmetry, b̃∈ (p,U−h2,(W−h1)

p−2i−1) and hence
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by (4.1.0.8.3)

b̃ ∈ (p,(U−h2)
p−2i−1,(W −h1)

p−2i−1,(W −h1)(U−h2))

Therefore

py ∈ (p,(ω−h1)
i+1(µ−h2)

i+1)+(ω−h1,µ−h2)
p−1

Starting from (4.1.0.8.4) and iterating the argument from (4.1.0.8.5) to this point sufficiently many

times, we see that

R⊆ 〈{1}∪ p−1 · (ω−h1,µ−h2)
p−1〉A

Consider

y = p−1(
p

∑
i=1

ai(µ−h2)
p−i(ω−h1)

i−1) ∈ K (4.1.0.8.7)

with the ai ∈ A. From 4.1.1.2, y ∈ R if and only if for all 2≤ i≤ p

y · (ω−h1)
p−i(µ−h2)

i−2(ωµ−h1h2) ∈ A (4.1.0.8.8)

From (4.1.0.8.2) the above statements are equivalent to

(ai−1h2 +aih1)(µ−h2)
p−1(ω−h1)

p−1 ∈ pA (4.1.0.8.9)

for each 2≤ i≤ p. Lifting to B, we see that (4.1.0.8.9) is equivalent to

ai−1h2 +aih1 ∈ P (4.1.0.8.10)

Thus the proof is complete. �

Lemma 4.1.0.9. Assume S is an unramified regular local ring of mixed characteristic p ≥ 3. Let

S[ω],S[µ] be integrally closed such that f g ∈ Sp∧p2
. Then νS(R) ≤ p2 + 1. More explicitly, set
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ηi := p−1(ω−h1)
i(µ−h2)

p−i for 1≤ i≤ p−1. We have R = 〈A[η1, . . . ,ηp−1]∪{ε}〉S for:

ε := p−1
p

∑
i=1

(−1)icp−iei−1(µ−h2)
p−i(ω−h1)

i−1

where h1 ≡ zc mod pS, h2 ≡ ze mod pS for some z ∈ S\ pS and c,e ∈ S relatively prime.

Proof. Suppose 〈T 〉S is as in 3.1.0.19. Note that it is just the ring A[η1, . . . ,ηp−1]. Since 〈T 〉S is

S-free of rank p2, the assertion νS(R)≤ p2 +1 follows from the second assertion.

Since S/pS is regular local (a UFD), h1 ≡ (zc)mod pS, h2 ≡ (ze)mod pS for some z ∈ S \ pS

and c,e ∈ S relatively prime. First suppose c or e is a unit in S. Then it follows from 4.1.0.8(1)

and (2) that R = 〈A[η1, . . . ,ηp−1] ∪ ε〉A. Notice that if i + j > 0, then (ω − h1)
i(µ − h2)

j ∈

(A[η1, . . . ,ηp−1] :K ε). Thus R = 〈A[η1, . . . ,ηp−1]∪{ε}〉S in this case.

Next assume that neither c or e is a unit, so that (p,c,e) ⊆ S forms a regular sequence. Now

ε ∈ R from 4.1.0.8(2). From 4.1.0.8(1), it suffices to look at elements of the form

y = p−1(
p

∑
i=1

ai(µ−h2)
p−i(ω−h1)

i−1) ∈ R

In view of 4.1.0.8(2), the condition a1h2 +a2h1 ∈ P upon lifting to B := S[W,U ] (denoting lifts by

∼) tells us that ã1, ã2 arise from the first syzygy of the grade five complete intersection B-ideal,

Q̃ := (p,c,e,W −h1,U−h2). In particular

ã2 ∈ (p,c,W −h1,U−h2)∩ (p,e,W −h1,U−h2) = (p,ce,W −h1,U−h2)

since a2h2+a3h1 ∈ P as well. Since A[η1, . . . ,ηp−1]⊆ R, towards describing A-module generators

for R we may assume ã2 = αce for some α ∈ B and consequently that ã1 =−αc2 and ã3 =−αe2.

Now let 3≤ i < p be such that for all 1≤ k ≤ i, ak = (−1)kαci−kek−1 for some α ∈ A. Lifting

aih2+ai+1h1 ∈ P to B, we have (−1)iαei+ai+1c ∈ P̃. Since A[η1, . . . ,ηp−1]⊆ R, we may assume

that α = α ′c for some α ′ ∈ B and hence that ai+1 = (−1)i+1α ′ ·ei. Iterating this argument, we get

that R= 〈A[η1, . . . ,ηp−1]∪{ε}〉A. Finally, if i+ j > 0 then (ω−h1)
i(µ−h2)

j ∈ (A[η1, . . . ,ηp−1] :K
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ε) and the conclusion follows. �

Proposition 4.1.0.10. Let (S,m) be an unramified regular local ring of mixed characteristic p≥ 3

such that S[ω] and S[µ] are integrally closed and f g ∈ Sp∧p2
. Then R is Cohen-Macaulay if and

only if Q := (p,h1,h2)⊂ S is a two generated ideal or all of S. Moreover, p.dS(R)≤ 1.

Proof. Since S/pS is a UFD, h1 ≡ zc mod pS, h2 ≡ ze mod pS for some z ∈ S \ pS and c,e ∈ S

relatively prime. Then Q is a two generated ideal or all of R if and only if c or e is a unit. From

4.1.0.9, R = 〈A[η1, . . . ,ηp−1]∪{ε}〉S. Suppose that c is a unit. Then

(µ−h2)
p−1 ∈ 〈ε,(ω−h1)(µ−h2)

p−2, . . . ,(ω−h1)
p−1〉S.

Thus R is S-free of rank p2 and hence is Cohen-Macaulay.

Now assume neither c nor e is a unit, that is Q is either grade three perfect or grade two and

not perfect. We know from 4.1.0.9 that R = 〈A[η1, . . . ,ηp−1]∪{ε}〉S. With T as in 3.1.0.19, define

Γ : T → Z, Γ′ : T → Z by

Γ(p−k(ω−h1)
i(µ−h2)

j) = i+ j

Γ
′(p−k(ω−h1)

i(µ−h2)
j) = i

Define a total ordering on T as follows: for x,y ∈ T , if Γ(x)≥ Γ(y) then x≥ y and if Γ(x) = Γ(y),

then x ≥ y if Γ′(x) ≥ Γ′(y). Let α : Sp2+1→ R be the S-projection map defined by the generating

set T ∪{ε} such that the basis element ep2+1 maps to ε and the image of the basis elements ei,

i 6= p2 + 1 is defined by the ordered set T . Consider U = [ui] ∈ Ker(α). Since A is S-free with a

basis given by {(ω−h1)
i(µ−h2)

j |0≤ i, j≤ p−1}, we get that that ui = 0 for m≤ i≤ p2, where

m = p2−2−1(p−1)p+1. Let pε = ∑
m−1
i=1 vixi with the vi ∈ S and xi from the ordered set T . Since

p ∈ S is prime we get the following free resolution of R over S:

0 // S
ψT
// Sp2+1 α // R // 0 (4.1.0.10.1)

where ψ = [v1 . . .vm−1 0 . . .0 − p]. The above resolution is minimal since ψT (S) ⊆ mSp2+1, so
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that p.dS(R) = 1. The proof is now complete. �

Remark 4.1.0.11. Let S be an unramified regular local ring of mixed characteristic p. Note that

the ideal (p,h1,h2) ⊆ S is a two generated ideal or all of R if and only if the same property holds

for the ideal (p, f ,g) ⊆ S. Similarly, the ideal (p,h1,h2) has grade three if and only if the ideal

(p, f ,g) has the same property.

Example 4.1.0.12. The conditions in 4.1.0.10 give a non-empty class of non Cohen-Macaulay in-

tegral closures R. For an example where Q= (p,h1,h2) has grade three, consider S =Z[X ,Y ](3,X ,Y )

where X ,Y are indeterminates over Z(3). Let

f =−5X3 +9 = X3 +3(3−2X3)

g =−2Y 3 +9 = Y 3 +3(3−Y 3)

and ω3 = f ,µ3 = g. Then f ,g are square free elements that form a regular sequence in S. It

is easily checked that [K : L] = 9 and that this choice satisfies the hypothesis of 4.1.0.10, so that

p.d.S(R) = 1.

For an example where Q has grade two but p.dS(S/Q) = 3, let S = Z[X ,Y ](p,X ,Y ) for some

prime number p≥ 3. Set

f = (1− p)X2p + p2 = (X2)p + p(p−X2p)

g = (1+ p)(XY )p + p2 = (XY )p + p(p+(XY )p)

Then f ,g ∈ S are square free and form a regular sequence in S. It is easily verified that [K : L] = p2

and that the choice satisfies the hypothesis of 4.1.0.10, so that p.d.S(R) = 1.

Lemma 4.1.0.13. With established notation, the following holds

P∗A = 〈1, p−1(ω−h1)
p−1(µ−h2)

p−1〉A
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Proof. Set P1 := (p,ω−h1) and P2 := (p,µ−h2), so that P∗ = P∗1 ∩P∗2 . Let P̃1 := (p,W −h1)⊆

S[µ][W ]. It is the maximal minors of

E =

W −h1

p


We have F(W ) ∈ P̃1, F(W ) = a · (−p)+ (W p−1 + h1W p−2 + · · ·+ hp−1

1 )(W − h1). Adjoining the

appropriate column of coefficients

E ′ =

W −h1 a

p W p−1 + · · ·+hp−1
1


From Kleiman & Ulrich (1997)[Lemma 2.5] P∗1 = 〈E ′11/δ1,E ′22/δ2〉A where E ′ii and δi denote the

image in A of the (i, i)-th cofactor of E ′ and the i-th (signed) minor of E. Therefore

P∗1 = 〈1, p−1(ω p−1 + · · ·+hp−1
1 )〉A

Identically

P∗2 = 〈1, p−1(µ p−1 + · · ·+hp−1
2 )〉A

Now consider y ∈ P∗ = P∗1 ∩P∗2 . Write for some α1,α2,β1,β2 ∈ A

py = pα1 +β1(ω
p−1 + · · ·+hp−1

1 ) = pα2 +β2(µ
p−1 + · · ·+hp−1

2 )

Lifting to B := S[W,U ] and denoting lifts by ∼

p(α̃1− α̃2)+ β̃1(W p−1 + · · ·+hp−1
1 )− β̃2(U p−1 + · · ·+hp−1

2 ) ∈ (F(W ),G(U))
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Writing W p−1 + · · ·+hp−1
1 = (W −h1)

p−1 + p ·C′1 (respectively for U p−1 + · · ·+hp−1
2 ),

β̃1(W −h1)
p−1− β̃2(U−h2)

p−1 ∈ (p,F(W ),G(U))

This gives β̃1 ∈ (p,W − h1,(U − h2)
p−1). Since 1 ∈ P∗ and (ω − h1)(ω

p−1 + · · ·+ hp−1
1 ) ∈ pA,

we get P∗ ⊆ 〈1, p−1(ω−h1)
p−1(µ−h2)

p−1〉A. Since the reverse inclusion is obvious, the proof is

complete. �

Theorem 4.1.0.14. Let (S,m) be an unramified regular local ring of mixed characteristic p ≥ 3.

Then

1. R is Cohen-Macaulay if

(a) At least one of S[ω],S[µ] is not integrally closed.

(b) S[ω],S[µ] are integrally closed and f gi /∈ Sp∧p2
for all 1≤ i≤ p−1.

2. Let S[ω],S[µ] be integrally closed and f g ∈ Sp∧p2
. Then R is Cohen-Macaulay if and only if

Q := (p, f ,g) ⊆ S is a two generated ideal or all of S. Moreover, p.dS(R) ≤ 1 and νS(R) ≤

p2 +1.

3. If Q := (p, f ,g)⊆ S has grade three, R admits a birational maximal Cohen-Macaulay mod-

ule.

Proof. We have shown 1(a) in 3.1.0.18 and 1(b) in 3.1.0.20. The proof of (2) follows from 4.1.0.10,

4.1.0.9 and 4.1.0.11.

Now assume Q has grade three. From part (1), we may assume that S[ω],S[µ] are integrally

closed and f gi ∈ Sp∧p2
for some (unique) 1≤ i≤ p−1. From 4.1.1.2, I∗ = R for I := pA+(ωµ i−

h1hi
2) ·Pp−2. Set M := (IP)∗. Then M is an R-module since (A :K IP) = ((A :K I) :K P) = (R :K P).

We will show depthS(M) = d, so that M is a small CM module over R. By definition

M = (IP)∗ = (p ·P+(ωµ
i−h1hi

2) ·Pp−1)∗ = F1∩F2.
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where F1 = p−1P∗ and F2 = (ωµ i− h1hi
2)
−1(Pp−1)∗. This is because for ideals H,N ⊆ A, (A :K

H +N) = (A :K H)∩ (A :K N) as A-modules. Now A/P ' S/pS as S-modules, therefore by the

depth lemma P is S-free. By 3.1.0.6, HomA(P,A) ' HomS(P,S) as S-modules and hence P∗ is

Cohen-Macaulay. On the other hand, since (Pp−1)∗ and (P(p−1))∗ are birational S2 modules that

agree in codimension one, we have (Pp−1)∗ = (P(p−1))∗. From 3.1.0.19(2) and ?? we then have

that (Pp−1)∗ is Cohen-Macaulay. Therefore F1 and F2 are Cohen-Macaulay since F1 ' P∗ and

F2' (Pp−1)∗ as A-modules and S-modules. We have the natural short exact sequence of S-modules

0 // F1∩F2 // F1⊕F2 // F1 +F2 // 0 (4.1.0.14.1)

To complete the proof it suffices to show that depthS(F1 +F2)≥ d−1. Set

F := p(ωµ
i−h1hi

2) · (F1 +F2) = F1 +F2.

where F1 := (ωµ i−h1hi
2)P
∗ and F2 := p(Pp−1)∗. Clearly F1+F2 'F as A-modules and hence

as S-modules. From 3.1.0.19(1), F2 = (p)+Pp and from 4.1.0.13

F1 = (ωµ
i−h1hi

2, p−1(ωµ
i−h1hi

2)(ω−h1)
p−1(µ−h2)

p−1)A. (4.1.0.14.2)

Set m := ωµ i−h1hi
2. We make the following two claims:

1. F = F2 +(m).

2. (F2 :A m) = (p)+Pp−1.

Assume both claims hold. Since (F2 :A m) 'F2 ∩ (m) as A-modules and hence S-modules, we

have a natural short exact sequence of S-modules

0 // (p)+Pp−1 //F2⊕ (m) //F // 0 (4.1.0.14.3)

If depthS((p)+Pp−1) = d, then depthS(F )≥ d−1 and we are done. But depthS((p)+Pp−1) = d
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if and only if A/((p)+Pp−1) is Cohen-Macaulay. For B := S[W,U ](m,W−h1,U−h2) we have as B-

modules

A/((p)+Pp−1)' B/((p)+(W −h1,U−h2)
p−1).

Since B/pB is regular local and any power of a complete intersection B-ideal is perfect, we are

through. Therefore only the claims remain to be proved.

Set Q := F2 +(m). For claim (1), from (4.1.0.14.2) we only need to show

s := p−1m(ω−h1)
p−1(µ−h2)

p−1 ∈Q.

Since f gi ∈ Sp∧p2
, we get ahp

2 + ibhp
1 ∈ pS. Moreover, grade(Q) = 3 implies a− qhp

1 ∈ pS and

b+ i−1qhp
2 ∈ pS for some q ∈ S. Write

m = (ω−h1)(µ
i−hi

2)+hi
2(ω−h1)+h1(µ

i−hi
2). (4.1.0.14.4)

and recall that (ω−h1)
p = p(a− c′1(ω−h1)) and (µ−h2)

p = p(b− c′2(µ−h2)). Then

s≡ p−1[hi
2(ω−h1)+h1(µ

i−hi
2)](ω−h1)

p−1(µ−h2)
p−1 modQ

≡ ahi
2(µ−h2)

p−1 +bh1(µ
i−1 + · · ·+hi−1

2 )(ω−h1)
p−1 modQ

≡ ahi
2(µ−h2)

p−1 + ibh1hi−1
2 (ω−h1)

p−1 modQ

≡ qh1hi
2[h

p−1
1 (µ−h2)

p−1−hp−1
2 (ω−h1)

p−1] modQ.

(4.1.0.14.5)

Now (ωµ i−h1hi
2) ·Pp−2 ⊆Q, (4.1.0.14.4) and Pp ⊆Q imply

hi
2(ω−h1)+h1(µ

i−hi
2) ∈ (Q :A Pp−2).
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Therefore for all 0≤ j ≤ p−2

(hi
2(ω−h1)+h1(µ

i−hi
2)) ·h

p−2− j
2 h j

1(ω−h1)
p−2− j(µ−h2)

j

=hi−1
2 [(h2(ω−h1))

p− j−1(h1(µ−h2))
j]+

(h1(µ−h2))
j+1(µ i−1 + · · ·+hi−1

2 )(h2(ω−h1))
p−2− j ∈Q.

Thus

hi−1
2 [(h2(ω−h1))

p− j−1(h1(µ−h2))
j]≡−ihi−1

2 (h1(µ−h2))
j+1(h2(ω−h1))

p−2− j modQ.

It then follows that for any 1≤ k ≤ p− j−1

hi−1
2 [(h2(ω−h1))

p− j−1(h1(µ−h2))
j]≡ (−i)khi−1

2 (h1(µ−h2))
j+k(h2(ω−h1))

p− j−1−k modQ.

In particular for j = 0 and k = p−1 we get

hi−1
2 (h2(ω−h1))

p−1 ≡ hi−1
2 (h1(µ−h2))

p−1 modQ. (4.1.0.14.6)

Combining (4.1.0.14.6) and (4.1.0.14.5), we see that s ∈Q and thus claim (1) holds.

To show one containment in claim (2), note that (p)+Pp−1 ⊆ (F2 :A m) since p+Pp = F2. For

the reverse inclusion, consider y ∈ (F2 :A m). Lifting to B and denoting lifts by ∼

ỹ(WU i−h1hi
2) ∈ (p,F(W ),G(U))+(W −h1,U−h2)

p = (p)+(W −h1,U−h2)
p. (4.1.0.14.7)

Using (4.1.0.14.4) we have ỹ ∈ (p,(W − h1)
p−1,U − h2). Similarly ỹ ∈ (p,W − h1,(U − h2)

p−1)

and from (4.1.0.8.3)

ỹ ∈ (p,(W −h1)
p−1,(U−h2)

p−1,(W −h1)(U−h2)). (4.1.0.14.8)
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Now assume for some 1≤ i≤ 2−1(p−1)−1,

ỹ ∈ (p,(W −h1)
i(U−h2)

i)+(W −h1,U−h2)
p−1. (4.1.0.14.9)

Write ỹ = α · (W − h1)
i(U − h2)

i +β for some α ∈ B and β ∈ (p)+ (W − h1,U − h2)
p−1. From

(4.1.0.14.7):

α · (W −h1)
i(U−h2)

i(WU i−h1hi
2) ∈ (p)+(W −h1,U−h2)

p. (4.1.0.14.10)

Using the regular sequence (p,(U−h2)
i+1,(W −h1)

i+1,hi
2)⊆ B, we get

α ∈ (p,(W −h1)
p−2i−1,U−h2).

Similarly, using the regular sequence (p,(W −h1)
i+1,(U −h2)

i+1,h1(U i−1 + · · ·+hi−1
2 )) ⊆ B we

get α ∈ (p,W −h1,(U−h2)
p−2i−1). Thus by (4.1.0.8.3):

α ∈ (p,(W −h1)
p−2i−1,(U−h2)

p−2i−1,(W −h1)(U−h2))

and hence

ỹ ∈ (p,(W −h1)
i+1(U−h2)

i+1)+(W −h1,U−h2)
p−1.

Thus starting from (4.1.0.14.8) we may induct on i to get

ỹ ∈ (p,(W −h1)
2−1(p−1)(U−h2)

2−1(p−1))+(W −h1,U−h2)
p−1 = (p)+(W −h1,U−h2)

p−1.

This shows (F2 :A m) = (p)+Pp−1 and all claims have been proved. Thus R admits a birational

small CM module.

�

Remark 4.1.0.15. If grade(Q)= 2 and p.dS(S/Q)= 3 in the context of 4.1.0.14(3), we are not able
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to construct a birational small CM module over R at present. However, if we allow an extension of

the quotient field, then constructing a small CM module over R may be possible in this case, see

section 3.2.

Remark 4.1.0.16. By a vector bundle on the punctured spectrum of a regular local ring (S,m) or

simply a bundle on S we mean a finitely generated reflexive S-module M such that MP is SP-free

for all non maximal ideals P ⊆ S. One could use 4.1.0.14(2) to generate examples of non-trivial

bundles M on localizations of polynomial rings or power series rings over Z(p) of dimension d at

least three such that rankS(M) = p2+d−3. Moreover, these bundles would satisfy p.d.S(M) = 1.

Let d ≥ 3 and (T,n) be a d-dimensional unramified regular local ring of mixed characteristic

p. Choose (S,m) ⊆ T a three dimensional subring of T that is an unramified regular local ring

of mixed characteristic p and a quotient of T by a regular sequence (such a choice is possible for

example when T is a localization of a polynomial ring over Z(p)). Let S⊆ (E,n′)⊆ T be such that

E is regular local and S = E/(t) for some 0 6= t ∈ E. Using 4.1.0.14(2), with the base ring as S,

construct R such that it is not S-free. Choose a minimal S-free resolution

0 // S
ψT
// Sp2+1 // R // 0 (4.1.0.16.1)

Let M′ be the cokernel of the E-matrix φ :=
[

ψT t

]

0 // E
φ // E p2+2 // M′ // 0 (4.1.0.16.2)

so that p.d.E(M) = 1. The ideal of maximal minors of ψT is m-primary since R is a bundle over

S. Therefore the ideal of maximal minors of φ is n′-primary and hence it is free on the punctured

spectrum of E. Proceeding this way, we can construct a finite module M over T that is free on the

punctured spectrum of T and p.d.T (M) = 1. Moreover, since M is an S2 T -module, it is T -reflexive

(see Bruns & Herzog (1998)[Proposition 1.4.1] for example).
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4.1.1 Mixed Characteristic two case

In this section we identify what it means for R to be Cohen-Macaulay when S is an unramified

regular local ring of mixed characteristic two and f ,g ∈ S2. When R is not Cohen-Macaulay, we

show the existence of a birational small CM module.

Towards this, from 3.1.1.2 and 3.1.1.1, if we seek a non S-free R, we must have that S[ω] and

S[µ] are integrally closed such that S[ωµ]∼= S[X ]/(X2− f g) is not integrally closed. This scenario

is very much possible, see 4.1.0.12. In this situation, we start by identifying an ideal J ⊆ A such

that J∗ = R.

Convention 4.1.1.1. For this section, we maintain notation as set up in 3.1.0.17 and additionally

assume p = 2. In case we are in the situation f ,g /∈ S2∧4, assume that f ,g /∈ 2S. This is justified,

since if exactly one of f ,g ∈ 2S, then by 3.1.1.2, R is S-free. The case f ,g ∈ 2S is not possible

since f ,g satisfy A1.

Proposition 4.1.1.2. With established notation, let S[ω],S[µ] be integrally closed and f g ∈ S2∧4,

so that S[ωµ] is not integrally closed. Then for J := (2,ωµ−h1h2)A, we have J∗A = R.

Proof. Since J∗ and R are birational S2 A-modules, it suffices to show J∗Q = RQ for all height one

primes Q ⊆ A. From 3.1.0.14(2), J∗Q = RQ = AQ for all height one primes Q 6= P. So we may

assume (S,2S) and (A,P) are one dimensional local rings.

Note that A = S[ω,ωµ] and that { f , f g} satisfy A1 since they are both units. Since S[ω] is

integrally closed and S[ωµ] is not, the description of R from the proof of 3.1.1.1 applies. We have

that R is generated over S by the set {1,µ,τ,µτ} where τ = 2−1(ωµ + h1h2). This immediately

implies J conducts R into A.

Let φ : B := S[W,T ]→ A be the projection map defined by W 7→ ω and T 7→ ωµ , where W,T

are indeterminates over S. Note that Ker(φ) := (W 2− f ,T 2− f g). Suppose l ∈ A conducts R to A.

Since AP is not regular, l ∈P=(2,ω−h1,ωµ−h1h2). Write l = x ·2+y ·(ω−h1)+z ·(ωµ−h1h2)
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for some x,y,z ∈ A. Viewing l · τ ∈ A in B and denoting lifts by ∼, we get

ỹ · (W −h1)(T −h1h2) ∈ (2,(W −h1)
2,(T −h1h2)

2) (4.1.1.2.1)

By a standard regular sequence argument, ỹ∈ (2,W−h1,T−h1h2) and so y∈P. Since (ω−h1)
2 ∈

2A, we have l ∈ J. Thus J is the conductor of R to A and the proof is complete. �

Lemma 4.1.1.3. With established notation, set

I := (2,ωµ−h1h2,h2ω−h1µ)A = (2,ωµ−h1h2,(ω +h1)(µ +h2))A

Then p.d.S(I)≤ 1. More precisely, I ' S2⊕SC for some S-module C that admits the free resolution

0 // S
ψT

// S3 φ //C // 0

where φ is given by φ(e1) = 2ω , φ(e2) = 2µ and φ(e3) = h2ω−h1µ and ψ = [−h2 h1 2].

Proof. We claim that I is generated over S by the set G := {2,2ω,2µ,ωµ−h1h2,h2ω−h1µ}. To

see this, note that 2ωµ ∈ (ωµ−h1h2) ·S+2 ·S. Next ω ·(ωµ−h1h2) = a ·2µ−h1(h2ω−h1µ). A

symmetric argument takes care of µ ·(ωµ−h1h2). We also have ωµ ·(ωµ−h1h2) =−h1h2(ωµ−

h1h2)+4 ·e for some e∈ S. Finally, since (ω,µ)⊆ ((2,ωµ−h1h2) :A h2ω−h1µ), the claim holds.

Now, let φ ′ : S5→ I be the projection map defined by the ordered generating set G. If [x1 x2 x3 x4 x5]
T ∈

Ker(φ), then since A is S-free with a basis given by {1,ω,µ,ωµ}, we have that x1 = x4 = 0. There-

fore I ' S2⊕
SC, where C is the S-module generated by {2ω,2µ,h2ω−h1µ}. Now C admits the

above resolution for if E := [s1 s2 s3]
T ∈ S3, then E ∈ Ker(φ) if and only if 2s1 + h2s3 = 0 and

2s2− h1s3 = 0. Thus, if E ∈ Ker(φ), then there exists k ∈ S such that s1 = −h2k, s2 = h1k and

s3 = 2k, so that E ∈ Im(ψT ).

�

Proposition 4.1.1.4. Let (S,m) be an unramified regular local ring of mixed characteristic two.

Let S[ω],S[µ] be integrally closed rings and f g ∈ S2∧4. Then
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1. If f ,g ∈m, R' S2⊕
S Syz2

S(S/Q) where Q := (2,h1,h2)⊂ S.

2. p.d.S(R)≤ 1.

3. R is Cohen-Macaulay if and only if Q is a two generated ideal or all of R.

Proof. We have from 4.1.1.2 that J∗A = R, for J := (2,ωµ − h1h2)A. Let I ⊆ A be as in 4.1.1.3

and P := (2,ω − h1,µ − h2) be the unique height one prime containing 2 in A. Now IAP = JAP

since ω /∈ P and ω · (h2ω − h1µ) ∈ J. Clearly rad(I) = P. Therefore, by Katz (1999)[Prop 2.1],

I∗ = J∗ = R. From 3.1.0.6, R ' HomS(I,S) as S-modules. Now, if f ,g ∈ m, then it is clear from

the free resolution for I over S in 4.1.1.3, that (1) holds.

If f were a unit say, then so is h1, so the resolution in 4.1.1.3 is not minimal. In this case, R is

Cohen-Macaulay. Therefore, for the proof of (2) and (3) we may assume that f ,g ∈m. Since S/2S

is regular local (a UFD), we have Q = (2,zc,ze) for some z /∈ 2S. Then S/Q admits the following

free S-resolution:

0 S S3 S3 S S/Q 0
[−e,c,−2]T Φ ψ

where ψ(e1) = 2, ψ(e2) = zc, ψ(e3) = ze and

Φ =


zc ze 0

−2 0 e

0 −2 −c


Note that this is indeed a resolution by the Buchsbaum-Eisenbud criterion (Buchsbaum & Eisen-

bud (1973)[Cor 1]). Thus p.dS(R) = p.d.S(Syz2
S(S/Q)) ≤ 1 and (2) holds. Finally, R is Cohen-

Macaulay if and only if c or e is a unit. The latter is clearly equivalent to Q being a two generated

ideal and thus (3) holds. �

Remark 4.1.1.5. In the context of 4.1.1.4, if Q := (2,h1,h2)S is a complete intersection ideal of

grade three, then the conductor of R to A is the ideal I in 4.1.1.3.

To show this, since the only element of NNL1(A) is P = (2,ω − h1,µ − h2) and since the

conductor of a ring that satisfies S2 is unmixed, it suffices to show that I is P-primary. Let x · y ∈ I
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such that y ∈ A and x ∈ A \P. Certainly y ∈ P, so write y = 2 · a1 +(ω − h1) · a2 +(µ − h2) · a3

for some ai ∈ A. Since x · y ∈ I if and only if x · (a2(ω−h1)+a3(µ−h2)) ∈ I, it suffices to show

a2(ω − h1)+ a3(µ − h2) ∈ I. Lifting to B := S[W,U ](m,W−h1,U−h2) and denoting lifts by ∼, we

have for some b̃i ∈ B,

ã2 · x̃(W −h1)+ ã3 · x̃(U−h2)+2 · b̃1+(WU−h1h2) · b̃2+(W −h1)(U−h2) · b̃3 ∈ (F(W ),G(U))

(4.1.1.5.1)

Writing WU−h1h2 = (W−h1)(U−h2)+h2(W−h1)+h1(U−h2), we have that ã2 · x̃+ b̃2 ·h2 ∈ P̃

where P̃ :=(2,W−h1,U−h2). Similarly ã3 · x̃+ b̃2 ·h1 ∈ P̃. Hence h1ã2x̃−h2ã3x̃∈ P̃ and therefore

h1ã2−h2ã3 ∈ P̃. Since P̃+(h1,h2)B is a grade five complete intersection ideal, ã2 ≡ h2 · z mod P

and ã3 ≡ h1 · z mod P for some z ∈ A. We have P⊆ (I :A (ω−h1,µ−h2)), so

a2(ω−h1)+a3(µ−h2)≡ [h2(ω−h1)+h1(µ−h2)] · z mod I

Since h2(ω−h1)+h1(µ−h2) ∈ I, we are done. Thus, I is P-primary and hence is the conductor

of R to A.

Example 4.1.1.6. The conditions in 4.1.1.4 produce a non-empty class of non Cohen-Macaulay

integral closures R. In fact they are quite abundant. From 4.1.1.4, there are two classes of exam-

ples, the first one being the case where Q := (2,h1,h2) is grade two with p.dS(S/Q) = 3 and the

other when Q is grade three perfect. For an example of the first kind, set S := Z[X ,Y,V ](2,X ,Y,V )

where X ,Y,V are indeterminates over Z(2) and let

f =V 2X2−2X2 +4 = (V X)2 +2(2−X2)

g =V 2Y 2−2Y 2 +4 = (VY )2 +2(2−Y 2)

and ω2 = f ,µ2 = g. Then f ,g are square free elements that form a regular sequence in S. It is

straightforward to check that [L(ω,µ) : L] = 4. The hypersurface rings S[ω] and S[µ] are integrally
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closed, but the hypersurface ring S[ωµ] is not. Since (2,V X ,VY ) ⊆ S is a grade two ideal such

that p.dS(S/(2,V X ,VY )) = 3, by 4.1.1.4, p.d.S(R) = 1.

For an example of the second kind, let S = Z[X ,Y ](2,X ,Y ), where X ,Y are indeterminates over

Z(2) and take

f =−X2 +4 = X2 +2(2−X2)

g =−Y 2 +4 = Y 2 +2(2−Y 2)

We now get to our main theorem showing that R always admits a birational small CM module

when S is an unramified regular local ring of mixed characteristic two and f ,g ∈ S2. By the

reduction in section 1.2.1, if S is complete with perfect residue field, then this would show that R

always admits a small CM module, when f ,g ∈ S are square free and form a regular sequence.

Lemma 4.1.1.7. With established notation, P∗A is generated as an A-module by {1,η}, where

η := 2−1(ω +h1)(µ +h2) ∈ K.

Proof. Set P1 := (2,ω−h1) and P2 := (2,µ−h2), so that P∗ = P∗1 ∩P∗2 . Let P̃1 := (2,W −h1) ⊆

S[µ][W ]. It is the maximal minors of

M =

W −h1

2


We have F(W ) ∈ P̃1, F(W ) = a · (−2)+ (W +h1)(W −h1). Adjoining the appropriate column of

coefficients we get

M′ =

W −h1 a

2 W +h1


From Kleiman & Ulrich (1997)[Lemma 2.5], P∗1 is generated as A-module by {M′11/δ1,M′22/δ2}

where M′ii and δi denote the image in A of the (i, i)-th cofactor of M′ and the i-th (signed) minor

of M respectively. Therefore, P∗1 is generated as a A-module by {1,2−1(ω +h1)}. Identically, P∗2

is generated over A by {1,2−1(µ +h2)}. Now consider y ∈ P∗ = P∗1 ∩P∗2 . Lifting to B := S[W,U ]
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and denoting lifts by ∼

2ỹ ∈ (2,W +h1)∩ (2,U +h2)+(F(W ),G(U)) = (2,(W +h1)(U +h2),F(W ),G(U))

Thus 2y ∈ (2,(ω + h1)(µ + h2))A and hence this shows P∗ ⊆ A+A ·η . The reverse inclusion is

clear since η ·P⊆ A. Thus the proof is complete. �

Theorem 4.1.1.8. Let S be an unramified regular local ring of mixed characteristic two and f ,g ∈

S2.

1. R is Cohen-Macaulay if and only if one of the following happens

(a) At least one of S[ω],S[µ] is not integrally closed.

(b) S[ω],S[µ] are both integrally closed and f g /∈ S2∧4.

(c) S[ω],S[µ] are both integrally closed, f g ∈ S2∧4 and I := (2, f ,g)⊂ S is a two gener-

ated ideal or all of R.

2. If R is not Cohen-Macaulay, R admits a birational small CM module.

Proof. For (1), we have already shown that the conditions in (a) and (b) imply R is Cohen-

Macaulay in 3.1.1.1 and 3.1.1.2 respectively. From 4.1.1.4 and 4.1.0.11, we see that the condition

in 1(c) implies that R is Cohen-Macaulay. For the forward implication of (1), the contrapositive

follows from 4.1.0.11 and 4.1.1.4.

For (2), by (1) it only remains to be shown that R admits a birational small CM module when

S[ω],S[µ] are both integrally closed, f g∈ S2∧4 and p.d.S(S/Q)> 2. Therefore, assume all of these

conditions for the remainder of the proof.

We have from 4.1.1.2 that for I := (2,ωµ−h1h2)A, I∗ = R. Set M = (IP)∗, where P = (2,ω−

h1,µ−h2) is the unique height one prime containing 2 in A. Then (IP)∗ is an R-module since

(IP)∗ = A :K IP = ((A :K I) : P) = (R :K P)
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We now show that depthS(M) = d. By definition,

(IP)∗A = (2 ·P+(ωµ−h1h2) ·P)∗A = F1∩F2

where F1 = 2−1P∗ and F2 = (ωµ−h1h2)
−1P∗. This is because for ideals J,J′ ⊆ A, (A :K J+J′) =

(A :K J)∩ (A :K J′) as A-modules.

Now P is S-free since A/P ' S/2S as S-modules and by the depth lemma, depthS(P) = d.

By 3.1.0.6, P∗A ' P∗S as S-modules, so P∗ is Cohen-Macaulay as well and hence F1 and F2 are

Cohen-Macaulay. We have the natural short exact sequence of S-modules

0 // F1∩F2 // F1⊕F2 // F1 +F2 // 0

By the depth lemma, it suffices to show depthS(F1 +F2) ≥ d− 1. Clearly F1 +F2 ' F ′1 +F ′2 as

A-modules and hence S-modules where F ′1 = (ωµ − h1h2)P∗ ⊆ A and F ′2 = 2P∗ ⊆ A. We claim

that F ′1 +F ′2 = F ′2 +(ωµ−h1h2) as ideals of A. By 4.1.1.7, we only need to show that

v := 2−1(ω +h1)(µ +h2)(ωµ−h1h2) ∈ H := F ′2 +(ωµ−h1h2)

Writing

(ωµ−h1h2) = (ω−h1)(µ−h2)+h2(ω−h1)+h1(µ−h2),

we have

v≡ 2−1(ω +h1)(µ +h2)(h2(ω−h1)+h1(µ−h2)) mod(H)

≡ ah2(µ +h2)+bh1(ω +h1) mod(H)

(4.1.1.8.1)

Since S/2S is regular local, h1 ≡ (zc)mod(2), h2 ≡ (ze)mod(2) for some z /∈ 2S and c,e such

that (2,c,e) ⊆ S form a regular sequence. From (1) in 3.1.1.2, f g ∈ S2∧4 implies ah2
2 + bh2

1 ∈ 2S
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and hence a−qc2 ∈ 2S and b+qe2 ∈ 2S for some q ∈ S. Therefore, (4.1.1.8.1) implies

v≡ qc2h2(µ +h2)−qe2h1(ω +h1) mod(H)

≡ qce(h1(µ +h2)−h2(ω +h1)) mod(H)

(4.1.1.8.2)

But ωµ − h1h2− (ω − h1)(µ − h2) = h2(ω − h1)+ h1(µ − h2) ∈ H. Since 2 ∈ H, h1(µ + h2)−

h2(ω +h1) ∈H and from (4.1.1.8.2), v ∈H. Therefore F ′1 +F ′2 = H = (2,(ω +h1)(µ +h2),ωµ−

h1h2) by 4.1.1.7. From 4.1.1.3, p.dS(H)≤ 1 so that depthS(H)≥ d−1. This completes the proof,

and hence M = (IP)∗ is a small CM module over R. �

4.2 On small CM modules over general radical towers

The work in this section is joint work with Prof. Daniel Katz and is based of Katz & Sridhar

(2021). We begin with the following observation:

Lemma 4.2.0.1. Let ψ : A→ B be a finite homomorphism of unital commutative rings. Suppose B

admits a finite module M such that M is A-free of rank n. Let N be any A-module. Then B admits

a module C such that C ' N⊕n as A-modules.

Proof. Note that M defines a ring homomorphism φ : B→Mn×n(A) such that φ(ψ(A)) consists of

scalar matrices. The map is injective if and only if M is faithful over B. Set C :=Mn×1(N). Then

C clearly admits a B-module structure via φ and the claim holds. �

Recall for a Noetherian domain A, an element x∈ A is said to be square free if for all height one

primes Q ⊂ A containing x, QAQ = (x)AQ. Say that a subset W ⊂ A satisfies A1 if for all distinct

x,y ∈W , there exists no height one prime Q⊂ A such that x,y ∈ Q. Consider the following:

Lemma 4.2.0.2. Let A be a normal local domain of mixed characteristic p > 0 with field of frac-

tions F. Let r1, . . . ,rn ∈ A denote square free elements satisfying A1 such that ri /∈ pA for all

i. Let qi = peidi be arbitrary integers for 1 ≤ i ≤ n and p - di. Then the integral closure of A
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in E := F( q1
√

r1, . . . , qn
√

rn) admits a small CM module if and only if the integral closure of A in

F( pe1√r1, . . . , pen√rn) admits one.

Proof. Since A is a normal domain, the integral closure of A in a finite field extension of its fraction

field is a finite A-module. The forward implication is then clear. Let R denote the integral closure

of A in F( pe1√r1, . . . , pen√rn). Since ri /∈ pA and they satisfy A1, we get from 3.2.0.2 and 3.2.0.3

that wi := pei√ri ∈ R is square free. Since the wi ∈ R satisfy A1, another application of 3.2.0.3

gives that R[ d1
√

w1, . . . , dn
√

wn] is integrally closed. In particular, the integral closure of A in E, say

B, is R-free. By 4.2.0.1 if R admits a small CM module, so does B. �

Proposition 4.2.0.3. Let A be an integrally closed domain of characteristic zero such that p ∈ A is

an odd prime element. Write ζp for the pth cyclotomic polynomial, so that ζp ∈ Z[x]⊆ A[x]. Then:

(i) ζp is irreducible over A.

(ii) If A is an unramified local ring of mixed characteristic p, and ε is a primitive pth root of

unity, then A[ε] is a ramified regular local ring.

Proof. For (i) taking h = 1, let C′ ∈ Z[x] denote the polynomial in 3.1.0.10. Then C′ 6∈ (x−

1, p)Z[x], so C′ 6∈ (x−1, p)A[x]. Suppose ζp = f (x)g(x), with f (x),g(x) ∈ A[x]. Then f (x)g(x)≡

ζp ≡ (x−1)p−1, modulo pA, so in A[x], we can write f (x) = (x−1)r+ pa(x) and g(x) = (x−1)s+

pb(x), where r+ s = p−1 and a(x),b(x) ∈ A[x].

On the one hand, ζp = (x−1)p−1 + pC′, while on the other hand

f (x)g(x) = (x−1)p−1 + pa(x)(x−1)s + pb(x)(x−1)r + p2a(x)b(x)).

It follows that C′ = a(x)(x−1)s+b(x)(x−1)r + pa(x)b(x) ∈ (x−1, p)A[x], a contradiction. Thus,

ζp is irreducible over A (and its quotient field). In particular, A[ε] is a free A-module of rank p−1.

Finally, suppose A is an unramified regular local ring of mixed characteristic p and n is its

maximal ideal. By what we have just shown, A[ε] = A[x]/(ζp). In A[x], M = (n,x− 1)A[x] is

the unique maximal ideal containing n and ζp. Since C′ 6∈ M, in A[x]M, p = (C′)−1(ζp− (x−

96



1)p−1). Thus, in A[ε] = A[ε]MA[ε], p is a redundant generator. It follows that A[ε] is a regular

local ring. More over, p ∈ (ε − 1)p−1A[ε], so that A[ε] is a ramified regular local ring of mixed

characteristic. �

See Katz & Sridhar (2021) for more results.
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Chapter 5

On Reflexive and I-Ulrich Modules over Curve Singularities

The content of this chapter is based of joint work with Hailong Dao and Sarasij Maitra in Dao et al.

(2021). In this chapter we study reflexive modules over one dimensional Cohen-Macaulay rings.

Our key technique exploits the concept of I-Ulrich modules.

We describe the structure of this chapter. For background results on reflexive modules, trace

ideals and birational extensions see 2.2. Section 5.1 develops the concept of I-Ulrich modules

for any ideal I of height one in R, see Definition 5.1.0.1. We give various characterizations of

I-Ulrichness (Theorem 5.1.0.6). We show the closedness of the subcategory of I-Ulrich modules

under various operations, prompting the existence of a lattice like structure for I-Ulrich ideals,

which can be referred to as an Ulrich lattice. We establish tests for I-Ulrichness using blow-

up algebras and the core of I. Finally, we show that an ωR-Ulrich M satisfies HomR(M,R) ∼=

HomR(M,ωR), and that such a module is reflexive.

The later sections deal with applications. In Section 5.2, under mild conditions, we are able to

completely characterize extensions S of R that are “strongly reflexive" in the following sense: any

maximal Cohen-Macaulay S-module is reflexive over R. Interestingly, in the birational case, this

classification involves the core of the canonical ideal of R. Theorem 5.2.0.5 extends (Kobayashi,

2017, Theorem 2.14). Also, for S satisfying one of the conditions of 5.2.0.5, any contracted ideal

IS∩R is reflexive (Proposition 2.2.2.12). Such a statement generalizes a result by Corso-Huneke-

Katz-Vasconcelos that if R is a domain and the integral closure R is finite over R, then any integrally

closed ideal is reflexive (Corso et al., 2005, Proposition 2.14).

Section 5.3 deals with various “finiteness results", where we study when certain subcategories
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or subsets of CM(R) are finite or finite up to isomorphism. One main result roughly says that if the

conductor of R has small colength, then there are only finitely many reflexive ideals that contain

a regular element, up to isomorphism. We also characterize rings with up to three trace ideals in

Proposition 5.3.1.3. We observe that if S = EndR(m) has finite representation type, then R has

only finitely many indecomposable reflexive modules up to isomorphism (Proposition 5.3.4.1). In

particular, seminormal singularities have “finite reflexive type" (Corollary 5.3.4.3).

In Section 5.4 we give some further applications on almost Gorenstein rings. We show that

in such a ring, all powers of trace ideals are reflexive (Proposition 5.4.0.3). We also characterize

reflexive birational extensions of R which are Gorenstein and conclude with a number of examples.

5.1 I-Ulrich modules

Throughout this section, we maintain notation as set up in 2.2.2.1. Let I ⊆ R be an ideal of finite

colength and x a principal reduction. This section grew out of the realization that the equality xM =

IM for certain modules M appears in many situations related to our investigation. For instance, it

will turn out that when I is a canonical ideal, such a module is reflexive and the finite extensions

satisfying such conditions are “strongly reflexive", see Definition 5.2.0.3.

We shall call these modules I-Ulrich, and define them slightly more generally without using

principal reductions. Obviously the name and definition are inspired by the very well-studied

notion of Ulrich modules, which are m-Ulrich in our sense. Note that our definition is very much

a straight generalization of an Ulrich module, and not as restrictive as those studied in Goto et al.

(2014) and Goto et al. (2016).

Definition 5.1.0.1. We say that M ∈ CM(R) is I-Ulrich if eI(M) = `(M/IM). Let UlI(R) denote

the category of I-Ulrich modules.

Note that if M ∼= N in CM(R), then the same isomorphism takes IM to IN, so `(M/IM) =

`(N/IN) for any ideal I and so Ulrich condition is preserved under isomorphism.
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Example 5.1.0.2. Let M ∈ CM(R). As `(InM/In+1M) = eI(M) for n� 0, it follows that InM is

I-Ulrich for n� 0.

Definition 5.1.0.3. Let B(I) denote the blow-up of I, namely the ring
⋃
n≥0

(In : In). Let b(I) =

cR(B(I)), the conductor of B(I) to R.

Remark 5.1.0.4. If x is a principal reduction of I, then it is well-known that B(I) = R[ I
x ], (Barucci

& Pettersson, 1995, Theorem 1).

We shall use some standard properties of Hilbert Samuel multiplicity in the proof of the next

proposition. The reader can refer to various resources like, Serre (1965), Serre (1997), (Bruns &

Herzog, 1998, mainly Corollary 4.7.11), (Huneke & Swanson, 2006b, mainly Proposition 11.1.0,

11.2.1) for further details on multiplicity.

Proposition 5.1.0.5. Let R be a one-dimensional Cohen-Macaulay local ring. Suppose that x ∈ I

is a (principal) reduction and M ∈ CM(R). The following are equivalent:

1. M is I-Ulrich.

2. IM = xM.

3. IM ⊆ xM.

4. IM ∼= M.

5. M ∈ CM(B(I)) (see Remark 5.1.0.8).

6. M is In-Ulrich for all n≥ 1.

7. M is In-Ulrich for infinitely many n.

8. M is In-Ulrich for some n≥ 1.

Proof. As x is a reduction of I, `(M/xM) = eI(M). So (1) is equivalent to `(M/xM) = `(M/IM),

or IM = xM. The equivalence of (2) and (3) is obvious. Clearly (2) implies (4). Assuming (4),
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then M∼= InM for n� 0, so M is I-Ulrich by Example 5.1.0.2. We have established the equivalence

of (1) through (4).

Next, (3) is equivalent to I
xM⊆M. In other words (3) implies that M ∈CM(B(I)), since R[ I

x ] =

B(I). Since B(I) = B(In) for any n ≥ 1, we have (5)⇒ (6). Clearly (6)⇒ (7)⇒ (8). Finally,

assume (8). We have `(M/InM) = eIn(M) = neI(M). Note that for each i, IiM is in CM(R) and

hence, using properties of multiplicities, we get `(IiM/Ii+1M)≤ `(IiM/xIiM) = eI(IiM) = eI(M)

for each i. Thus, equality must occur for each i; in particular, it occurs for i = 0, which shows that

M is I-Ulrich. �

Without any assumption on the existence of a principal reduction, the following still holds:

Theorem 5.1.0.6. Let R be a one-dimensional Cohen-Macaulay local ring. Let I be a regular ideal

and M ∈ CM(R). The following are equivalent:

1. IM ∼= M.

2. M is I-Ulrich.

3. M is In-Ulrich for all n≥ 1.

4. M is In-Ulrich for infinitely many n.

5. M is In-Ulrich for some n≥ 1.

6. M ∈ CM(B(I)) (see Remark 5.1.0.8).

Proof. Assume (1), then M ∼= InM for n� 0, so M is I-Ulrich by Example 5.1.0.2. If (2) holds,

then we may pass to a local faithfully flat extension of R possessing an infinite residue field and

apply Proposition 5.1.0.5, followed by (Grothendieck, 1967, Proposition 2.5.8) to see that (1)

holds. The statements (2) to (5) are unaffected by local faithfully flat extensions, so we can enlarge

the residue field and apply Proposition 5.1.0.5. As In contains a principal reduction for n� 0 and

B(I) = B(In) for all n≥ 1, Proposition 5.1.0.5 implies that (4) and (6) are equivalent. �
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Corollary 5.1.0.7. Let R be as in Theorem 5.1.0.6. Let I be a regular ideal. Then R is I-Ulrich if

and only if I is principal.

Proof. Theorem 5.1.0.6 implies that IR∼= R, so I is principal. �

Remark 5.1.0.8. Note that if M ∈ CM(R) is I-Ulrich, the proofs of Proposition 5.1.0.5 and The-

orem 5.1.0.6 show that the action of B(I) on M extends the action of R on M. In other words,

there is an action of B(I) on M which when restricted to R yields the original action of R on M. In

particular, if M ⊆ Q(R), multiplication in Q(R) gives an action of B(I) on M.

We say that an extension f : R→ S is birational if S⊂Q(R). Equivalently Q(R) = Q(S). Also

such an f induces a bijection on the sets of minimal primes of S and R and fP is an isomorphism

at all minimal primes P of R. Let Bir(R) denote the set of finite birational extensions of R.

Corollary 5.1.0.9. Let R be as in Theorem 5.1.0.6. Let R ⊆ S be a finite birational extension of

rings. Then S is I-Ulrich if and only if B(I)⊆ S.

Proof. Follows immediately from Theorem 5.1.0.6 and Remark 5.1.0.8. �

Corollary 5.1.0.10. Let R be as in Theorem 5.1.0.6. Let I be a regular ideal. If R̄ is a finitely

generated R-module then R̄ and the conductor c are I-Ulrich.

Proof. As B(I)⊆ R̄, R̄ ∈ CM(B(I)) and so by Theorem 5.1.0.6, R̄ is I-Ulrich. Since c ∈ CM(R̄)⊆

CM(B(I)), the conclusion follows. �

Corollary 5.1.0.11. Let R be as in Theorem 5.1.0.6. If M ∈ CM(R) is I-Ulrich, then trM ⊆ b(I).

If M ∈ Ref(R), then the converse holds.

Proof. This follows from Theorem 5.1.0.6 and Theorem 2.2.1.9. �

Lemma 5.1.0.12. Let R be as in Theorem 5.1.0.6. Let 0→ A→ B→C→ 0 be an exact sequence

in CM(R). If B is I-Ulrich then so are A,C.

102



Proof. We may enlarge the residue field if necessary and assume that I has a principal reduction x.

Then x is a regular element and hence induces an exact sequence

0→ A/xA→ B/xB→C/xC→ 0.

B is I-Ulrich if and only if I kills the middle module, but if that’s the case then I kills the other two

as well. �

Corollary 5.1.0.13. Let R be as in Theorem 5.1.0.6. Let M ∈ UlI(R). For any f ∈ M∗, Im( f ) ∈

UlI(R).

Corollary 5.1.0.14. Let R be as in Theorem 5.1.0.6. If ideals J,L are in UlI(R), then J+L,J∩L ∈

UlI(R).

Proof. The assertion follows from the short exact sequence 0→ J∩L→ J⊕L→ J+L→ 0. �

Lemma 5.1.0.15. Let R be as in Theorem 5.1.0.6. If M ∈ UlI(R), then HomR(M,N) ∈ UlI(R) for

any module N ∈ CM(R).

Proof. As above, we can assume there is a principal reduction x of I. Note that there is an embed-

ding

HomR(M,N)⊗R R/xR→ HomR(M/xM,N/xN)

and the latter is killed by I since M ∈ UlI(R). This shows that HomR(M,N)⊗R R/xR is killed by I

and this finishes the proof. �

Proposition 5.1.0.16. Let R be as in Theorem 5.1.0.6. If M ∈ UlI R, then tr(M) ∈ UlI(R).

Proof. Since, tr(M) is the sum of all images of elements in M∗, the proof follows immediately

from Corollary 5.1.0.13 and Corollary 5.1.0.14. �

Corollary 5.1.0.17. Let R be as in Theorem 5.1.0.6. The set of I-Ulrich ideals is a lattice under

addition and intersection. The largest element is b(I).
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Proof. That this set forms a lattice follows from Corollary 5.1.0.14. For the last assertion, first

note that b(I) is a module over B(I), and then apply Theorem 5.1.0.6, Proposition 5.1.0.16 and

Corollary 5.1.0.11. �

Remark 5.1.0.18. Aberbach and Huneke Aberbach & Huneke (1996) defined the coefficient ideal

of I relative to a principal reduction x as the largest ideal J such that xJ = IJ. It follows that the

coefficient ideal is just b(I).

From now on we assume that I contains a principal reduction. Recall that the core of I, denoted

core(I), is defined as the intersection of all (minimal) reductions of I.

Proposition 5.1.0.19. Let R be as in Theorem 5.1.0.6. Assume that I has a principal reduction x.

Consider M ∈ UlI(R). We have,

tr(M)⊆ (x) :R I ⊆ tr(I).

If the residue field of R is infinite, then:

tr(M)⊆ core(I) :R I ⊆ (x) :R I ⊆ tr(I).

Proof. Let J = tr(M). Note that by Proposition 5.1.0.16, J ∈ UlI(R) and so IJ = xJ ⊂ (x) for any

principal reduction x. So J ⊂ ∩((x) :R I) = core(I) :R I. The last inclusion comes from Corol-

lary 2.2.2.9. If the residue field of R is infinite, then the core is the intersection of all principal

reductions, and the second part follows. �

Corollary 5.1.0.20. Let R be as in Theorem 5.1.0.6. Suppose that I is a regular ideal with a

principal reduction x. Then

b(I) = tr(b(I))⊆ (x) :R I ⊆ tr(I).

If the residue field of R is infinite, then:

b(I) = tr(b(I))⊆ core(I) :R I ⊆ (x) :R I ⊆ tr(I).
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Proof. Since b(I) = tr(B(I)) ∈ UlI(R), the conclusion follows from Proposition 5.1.0.19. �

Corollary 5.1.0.21. Let R be as in Theorem 5.1.0.6. Assume that the residue field of R is infinite.

Let M ∈ Ref(R). The following are equivalent.

1. M is I-Ulrich.

2. tr(M)⊆ b(I).

3. tr(M)⊆ (x) :R I for some principal reduction x of I.

4. tr(M)⊆ (x) :R I for any principal reduction x of I.

5. tr(M)⊆ core(I) :R I.

Proof. Combining Corollary 5.1.0.11 and Proposition 5.1.0.19, we see that the proof would be

complete if we show (3) implies (1). If (3) holds, then for any f ∈ M∗, we have that I · f ⊆

HomR(M,xR) = xM∗. Therefore by Proposition 5.1.0.5, M∗ is I-Ulrich. Since M ∈ RefR, by

Lemma 5.1.0.15 M is I-Ulrich. �

In light of the above results, it is natural to ask when b(I) = tr(I). Note that if this is the case,

then (x) :R I is independent of the principal reduction.

Proposition 5.1.0.22. Let R be as in Theorem 5.1.0.6. If I is a regular reflexive trace ideal such

that xI = I2 for some x ∈ I, then b(I) = tr(I).

Proof. As In ∼= I for all n > 0. we get that B(I) = I : I. By Lemma 2.2.1.8, b(I) = I = tr(I). �

We can moreover relate b(I) with core I :R I for a large number of cases.

Theorem 5.1.0.23. Let R be a reduced one dimensional ring with infinite residue field k. Let I be

a regular ideal with reduction number r. Assume that char(k) = 0 or char(k)> r. Then

b(I) = core(I) :R I.
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Proof. By (Polini & Ulrich, 2005, Theorem 3.4 b) we have that,

core(I) = xn+1 :R In

for suitably large n, where x is a principal reduction of I. Thus,

core(I) :R I = xn+1 :R In+1 ∼= (In+1)∗

Now for large n, (In+1)∗ is I-Ulrich by Lemma 5.1.0.15 and hence b(I) = core(I) :R I by Corol-

lary 5.1.0.17. �

The next proposition will help in establishing some finiteness results.

Proposition 5.1.0.24. Let R be as in Theorem 5.1.0.6. Let I,J be regular ideals. Consider the

following statements.

1. UlI(R) = UlJ(R).

2. B(I) = B(J).

3. b(I) = b(J).

Then (1) ⇐⇒ (2) =⇒ (3). If R is Gorenstein, then all three are equivalent.

Proof. Recall that UlI(R) = CM(B(I)) by Theorem 5.1.0.6. So if B(I) = B(J) then UlI(R) =

UlJ(R). Now assume (1). Let S = B(I) and T = B(J). Then S ∈ UlJ(R) = CM(T ). Thus T ⊂

T S⊂ S. By symmetry S⊂ T , so S = T . If S = T , then cR(S) = cR(T ), so (3) follows from (2). If R

is Gorenstein, then B(I),B(J) are reflexive, so b(I) = b(J) implies B(I) = B(J) by Lemma 2.2.1.8.

�

Theorem 5.1.0.25. Let R be as in Theorem 5.1.0.6. Let c be the conductor and I be a regular ideal.

If c∼= Is for some s then UlI(R) = CM(R). If furthermore R is complete and reduced, then UlI(R)

has finite type.
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Proof. As c is a regular ideal, R is R-finite. As c ∼= cn for all n, B(c) = R. On the other hand

B(I) = B(Is) = B(c), proving the first claim. If R is complete and reduced, then R is a product of

DVRs, so UlI(R) = CM(R) has finite type. �

Proposition 5.1.0.26. Let R be as in Theorem 5.1.0.6. Assume that I is a regular ideal. Let S =

EndR(I) (which is a birational extension of R). If M is I-Ulrich, then HomR(M, I)∼= HomR(M,S).

Proof. We have an exact sequence 0→ L→ I⊗M → IM → 0 where L has finite length. Take

HomR(−, I) we get an isomorphism HomR(IM, I) ∼= HomR(I⊗M, I). The first is isomorphic to

HomR(M, I) as IM ∼= M, and the second is isomorphic to HomR(M,HomR(I, I)) = HomR(M,S) by

Hom-tensor adjointness. �

Corollary 5.1.0.27. Let R be as in Theorem 5.1.0.6 and further assume that R has a canonical

ideal ωR. The following are equivalent:

1. M ∈ UlωR(R)

2. HomR(M,R)∼= HomR(M,ωR).

Proof. (1) implies (2) by Proposition 5.1.0.26. Conversely, note that R∼= EndR(ωR). Hence, using

Hom-Tensor adjointness, statement (2) is the same as HomR(ωRM,ωR) ∼= HomR(M,ωR). Hence

dualizing with respect to ωR and using Theorem 5.1.0.6 finishes the proof. �

Corollary 5.1.0.28. Let R be as in Theorem 5.1.0.6. Assume that R has a canonical ideal ωR and

M ∈ UlωR(R). Then M is reflexive.

Proof. Corollary 5.1.0.27 implies that M∗∼=M∨, where M∗=HomR(M,R) and M∨=HomR(M,ωR).

By Lemma 5.1.0.15, M∗ is still in UlωR(R), so we have M∗∗ ∼= M∗∨ ∼= M∨∨ ∼= M, as desired. �

Corollary 5.1.0.29. Let R be as in Theorem 5.1.0.6. Suppose that R has a canonical ideal ωR.

Then for large enough n, the ideal I = ωn
R is reflexive and satisfies I∗ ∼= I∨.

We end this section by looking into the question when the maximal ideal m is I-Ulrich. This

will be applied when we discuss almost Gorenstein rings in the last section.
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Proposition 5.1.0.30. Let (R,m,k) be as in Theorem 5.1.0.6. Suppose there is an exact sequence

0→ R→ I→ k⊕s→ 0. Then m is I-Ulrich.

Proof. We can assume that R is not regular, for if R is regular the conclusion follows easily. The

assumption is equivalent to Im⊂ (a) for some a∈ I. We need to show that Im= am. As am⊂ Im⊂

(a) and `((a)/am) = 1, it is enough to show that Im is not equal to (a). Suppose that Im = (a).

Then E = Im : Im= (a) : (a) = R. As m : m⊂ E, it follows that m : m= R. But m : m∼=m∗, and

as m is reflexive, it follows that m∼= R, which is impossible if R is not regular. �

5.2 Strongly Reflexive Extensions

Throughout this section, we maintain notation established in 2.2.2.1. Suppose that R has a canoni-

cal ideal ωR. In this section we are interested in the following question. Let S be a finite extension

of R. When is any CM S-module R-reflexive? Of course if S = R, this is equivalent to R being

Gorenstein, or ωR ∼= R. It turns out that there is a pleasant generalization to any finite extension S

that is in CM(R): CM(S)⊂ Ref(R) if and only if ωRS∼= S, in other words S is ωR-Ulrich.

We start with a useful lemma that will be used repeatedly in the proof of our main theorem.

Lemma 5.2.0.1. Let (R,m,k) be a one-dimensional Cohen-Macaulay local ring. Let S be a module

finite R-algebra such that S ∈ CM(R). Let M ∈ CM(S).

1. The map

F : M 7→ HomR(M,R)

is an S-linear, contravariant functor from CM(S) to CM(S).

2. If M ∈ Ref(R), then M ∼= F(F(M)) in CM(S).

Proof. Note that HomR(M,R) is naturally an S-module via the action

(s · f )(m) := f (sm), s ∈ S,m ∈M, f ∈ HomR(M,R)
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and that this extends the action of R. Thus, the conclusion of part (1) follows. For part (2), notice

that the canonical R-linear map M→M∗∗ is S-linear with respect to the action above. �

Theorem 5.2.0.2. Let (R,m,k) be a one-dimensional Cohen-Macaulay local ring. Assume that R

has a canonical ideal ωR. Let S be a module finite R-algebra such that S ∈ CM(R). The following

are equivalent:

1. CM(S)⊂ Ref(R).

2. ωS ∈ Ref(R).

3. ωS ∼= S∗.

4. ωRS∼= S.

5. S is ωR-Ulrich.

6. S is reflexive and tr(S)⊂ b(ωR).

Proof. Clearly (1) implies (2). For the converse, assume that ωS ∈ Ref(R). Take M ∈ CM(S).

Then M∨ = HomR(M,ωR) ∈ CM(S). Take a free S-cover of M∨ and apply ∨, we obtain an exact

sequence 0→M→ (Sn)∨→ N→ 0 in CM(R). Thus M ∈ Ref(R) by Lemma 2.2.1.5.

That (3) implies (2) follows by Lemma 2.2.1.5. For the converse, assume that ωS ∈ Ref(R).

Take a free S-cover of ω∗S and apply ∗. From Lemma 5.2.0.1 we get an exact sequence in CM(S):

0→ωS→ (Sn)∗→N→ 0. (Note that N is in CM(S) as it is a submodule of a torsionfree R-module

and also has an S-module structure.) This has to split in CM(S) (since Ext1S(N,ωS) = 0), so that

ωS is a direct summand of (Sn)∗ in CM(S). Since S ∈ Ref(R) by (2) implies (1), ω∗S is a direct

summand of Sn in CM(S) using Lemma 5.2.0.1(2). Thus ω∗S is S-projective. Since S is semi-local

and ω∗S is locally free of constant rank, it is S-free of rank one (Stacks project authors, 2021, Tag

02M9). Now applying Lemma 5.2.0.1(1) one gets that ω∗∗S is isomorphic to S∗ as S-modules, so

as R-modules as well and hence (3) follows.

The equivalence of (3), (4) and (5) follows from Theorem 5.1.0.6 and Corollary 5.1.0.27. The

equivalence of (5) and (6) follows from Corollary 5.1.0.21. �
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Definition 5.2.0.3. We shall call an extension of R satisfying the equivalent conditions of Theo-

rem 5.2.0.2 a strongly reflexive extension.

Remark 5.2.0.4. The notions of reflexive extensions and totally reflexive extensions, over not nec-

essarily commutative rings, have been defined and studied by X. Chen in (Chen, 2013, Definition

2.3, 3.3). They are related to but not the same as ours. For instance, a reflexive extension in Chen’s

notion would require S ∈ Ref(R) and HomR(S,R)∼= S, and would imply Ref(S)⊂ Ref(R).

Strongly reflexive birational extensions satisfy even more interesting characterizations.

Theorem 5.2.0.5. Let (R,m,k) be a one-dimensional Cohen-Macaulay local ring. Let S ∈ Bir(R).

Assume R has a canonical ideal ωR admitting a principal reduction. Let a be an arbitrary principal

reduction of ωR and set K := a−1ωR (see Remark 5.2.0.6). The following are equivalent:

1. CM(S)⊂ Ref(R).

2. ωS ∈ Ref(R).

3. ωS ∼= S∗.

4. S is ωR-Ulrich.

5. S = KS.

6. K ⊆ S.

7. S ∈ Ref(R) and cR(S) = tr(S)⊆ R : K = (a) : ωR.

8. S ∈ Ref(R) and cR(S) = tr(S)⊆ core(ωR) :R ωR (assuming the residue field is infinite).

Proof. We already know that (1) through (4) are equivalent from Theorem 5.2.0.2. The equivalence

of (4) and (5) follows from Proposition 5.1.0.5 and that of (4) and (6) from Remark 5.1.0.4 and

Corollary 5.1.0.9. Since a is an arbitrary principal reduction of ωR we see that (7) holds if and only

if (8) holds, as the core is the intersection of all principal reductions if the residue field is infinite.

The equivalence of (4), (7), (8) follows from Corollary 5.1.0.21. �
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Remark 5.2.0.6. The condition that R has a canonical ideal with principal reduction is satisfied

for instance when R̂ is generically Gorenstein with infinite residue field, see Goto et al. (2013).

Corollary 5.2.0.7. Let R be as in Theorem 5.2.0.2. Assume that R has a canonical ideal ωR. Let

Q(R) ↪→ A be an extension of the total quotient ring of R. Assume that the integral closure of R in

A, say R̄A, is a finite R-module. Then R̄A ∈ Ref(R).

Proof. From Corollary 5.1.0.10, R̄ ∈ UlωR(R). Since R̄A ∈ CM(R̄), by Theorem 5.2.0.2 R̄A ∈

Ref(R). �

Corollary 5.2.0.8. Let R→ S be a finite extension of rings such that R is a generically Gorenstein

(S2) ring of arbitrary dimension and S is (S1). If the extension R→ S is strongly reflexive in

codimension one, then any finite (S2) S-module M is R-reflexive.

Proof. Since R satisfies (S2) and M is a (S2) R-module, M is R-reflexive if and only if this is true in

codimension one. Since R is generically Gorenstein and S is (S1), we may apply Theorem 5.2.0.2

to see M is R-reflexive in codimension one. �

Corollary 5.2.0.9. Let R be a generically Gorenstein (S2) ring of arbitrary dimension. Let Q(R) ↪→

A be an extension of the total quotient ring of R. Assume that the integral closure of R in A, say

R̄A, is a finite R-module. Then R̄A ∈ Ref(R).

Proof. Since R→ R̄ is strongly reflexive in codimension one, by Corollary 5.2.0.8 R̄A ∈ Ref(R).

�

5.3 Some finite type results

We maintain notation established in 2.2.2.1 for this section. Here we study when certain subsets

of interesting ideals and modules are “finite". We say that a subset S of mod(R) is of finite type if

any element of S is isomorphic to a direct sum of modules from a finite set in mod(R). Note that

since we sometimes consider sets that are not subcategories which are closed under isomorphism,

this notion is a bit broader than the usual notion of “finite representation type". Representation
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finiteness of subcategories of CM(R) have been studied heavily, and many beautiful connections

to the singularities of R have been discovered over the years. Our study suggests that the same

promise could hold for reflexive modules.

Consider the following classes of ideals of R:

I (R) := {I |I is an integrally closed regular ideal}

Ic(R) := {I |I is an integrally closed regular ideal and c⊆ I}

Ref1(R) := {I | I is a reflexive regular ideal}.

T(R) := {I | I is a regular trace ideal}

We shall look at the finiteness of these classes of ideals and the interaction between them. Note

that from Proposition 2.2.2.12, we have that I ⊆Ref1(R) and that Ic⊆RT(R) :=Ref1(R)∩T(R).

5.3.1 Finiteness of T(R)

We begin by answering the following question raised by E. Faber in (Faber, 2019, Question 3.7).

Question 5.3.1.1. Let R be a one-dimensional complete local or graded ring. Are the following

equivalent?

1. CM(R) is of finite type.

2. There are only finitely many possibilities for tr(M), where M ∈ CM(R).

The answer to this question is negative. Consider the following example.

Example 5.3.1.2. Let R = k[[te, . . . , t2e−1]] where R = k[[t]], k infinite and e ≥ 4. Then the set of

trace ideals is finite but CM(R) is infinite.

Proof. Here c=m. By Corollary 2.2.2.7, there are exactly two trace ideals, R and m. Since R is an

m-Ulrich R-module, µR(R) = e(R). However, since e(R) = e≥ 4, CM(R) is infinite by (Leuschke

& Wiegand, 2012b, Theorem 4.2). �
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Note here that finitely many trace ideals in a ring can raise some natural classification questions.

Of course, a single trace ideal characterizes a DVR. The following proposition provides a strong

motivation to classify such rings.

Proposition 5.3.1.3. Let (R,m,k) be a complete local one-dimensional domain containing an in-

finite field k, so that R = k[[t]]. Let e(R) = e and let v be the valuation defining R.

1. #T(R) = 2 if and only if R = k[[te, . . . , t2e−1]].

2. The following are equivalent

(a) #T(R) = 3

(b) R = k[[αte, tc, tc+1, . . . , t̂2e, . . . , tc+e−1]] where α is a unit of k[[t]] and e+2≤ c≤ 2e.

(c) `(R/c) = 2

Proof. Note that every integrally closed ideal in R is of the form I f := {r ∈ R | v(r) ≥ f} where

f ∈ N. Then m= Ie and let c= Ic where c is chosen maximally, that is c 6= Ic+1.

For (1), first assume #T(R) = 2. Here m and R are the only trace ideals and so c= m. Hence,

e = c and choose te +∑i βit i ∈m, βi ∈ k, so that it is part of a minimal generating set for m. Since

c= m, we have that te+ j + t j
∑i βit i ∈ m for all j ≥ 1. Since R is complete, we have that te+ j ∈ m

for all j ≥ 0 and thus R = k[[te, . . . , t2e−1]]. The other direction is clear using Corollary 2.2.2.7.

For (2), first assume #T(R) = 3. By Proposition 2.2.2.12, we get that there are no integrally

closed ideals strictly between c and m. In other words there does not exist r ∈ R such that v(r) = f

for all e < f < c. Since R is complete, c = (tc, tc+1, . . . , tc+e−1). Thus we can choose a principal

reduction x = te +
c−e−1

∑
i=1

kite+i ∈ R of m where ki ∈ k. Consider the ideal I := (x)+ c. We claim

that I = m. Take any element r ∈ m. If v(r) > e, then r ∈ c ⊆ I. If v(r) = e, to show r ∈ I, after

multiplication by a suitable element of k we may assume that r = te +
c−e−1

∑
i=1

bite+i where bi ∈ k. If

v(r− x) 6= 0, then necessarily e < v(r− x) < c, which is impossible. Therefore r = x and I = m.

Finally we have 2e≥ c since there does not exist any element in R with valuation strictly between

e and c. Since c 6=m, we have that c≥ e+2.
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To show (b) implies (c), assume R has the specified form. Then since c= (tc, tc+1, . . . , tc+e−1),

we have that m/c is a cyclic R-module. Moreover since c≤ 2e, m2 ⊆ c and m/c is a k-vector space.

Thus `(m/c) = 1, that is `(R/c) = 2.

(c) implies (a) is clear from Corollary 2.2.2.7. �

5.3.2 Finiteness of I and Ic

Proposition 5.3.2.1. Let R be a one-dimensional Cohen-Macaulay local ring. Suppose R is a finite

R-module. Then Ic is a finite set. Moreover if R is a complete local domain, I is of finite type.

Proof. Let MaxSpec(R) = {n1, ...,ns}. Since c is a regular ideal of R, choose an irredundant

primary decomposition in R , c = ∩s
i=1n

(ri)
i where I(n) denotes the nth symbolic power of an ideal

I. Since any J ∈Ic is the contraction to R of an ideal of R containing c, J = ∩s
i=1(n

(si)
i ∩R) where

1≤ si ≤ ri for each i. Thus Ic is a finite set.

Now assume R is a complete local domain, so that R is a DVR; thus the elements of I are

totally ordered by inclusion. From the first part of this proposition, it suffices to consider I ∈ I ,

I ⊆ c. Now I = IR∩R, but IR⊆ cR = c. Therefore I is also an ideal of R and there exists 0 6= a ∈ R

such that aR = I. Therefore I ∼= R as R-modules and I has finite type. �

5.3.3 Finiteness of Ref1(R)

We first note that Ref(R) (in fact Ref1(R)) is of infinite type if R is not finitely generated over R.

Lemma 5.3.3.1. Let R be a one-dimensional Cohen-Macaulay local ring. Let I be a regular ideal.

Then B(I) is a finite R-module.

Proof. From Example 5.1.0.2, In is I-Ulrich for sufficiently large n. Thus In+1 ' In for such n by

Theorem 5.1.0.6. Therefore EndR(In) stabilizes and B(I) is a finite R-module. �

Lemma 5.3.3.2. Let R be a one-dimensional Cohen-Macaulay local ring. Assume Ref1(R) has

finite type and that R admits a canonical ideal ωR. Then R is a finite R-module. In particular, R is

reduced.
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Proof. It suffices to show that R is a finite R-module. Suppose on the contrary that it is not. By

Lemma 5.3.3.1, R is not a finite B(ωR)-module. Thus, we can find an infinite chain of rings Si inside

R, B(ωR)( S1 ( · · ·( Si ( . . . such that each Si is a finite R-module. From Corollary 5.1.0.9, the Si

are ωR-Ulrich and hence by Theorem 5.2.0.2, they are R-reflexive. Consider Si ( S j, and let if pos-

sible Si ' S j as R-modules. Then they are isomorphic as Si-modules as well. By Theorem 2.2.1.9,

Si = trSi(S j) ⊆ cSi(S j). So Si = S j, a contradiction. Therefore the Si’s are indecomposable and

mutually non-isomorphic and hence, Ref1(R) is not of finite type. �

We prove next that Ref1(R) is of finite type when the conductor has small colength. Before

stating Theorem 5.3.3.4, we summarize the cases that we will always reduce to in the proof.

Lemma 5.3.3.3 (Reduction Lemma). Let (R,m,k) be a one-dimensional Cohen-Macaulay local

ring. Assume R is finite over R and let c be the conductor ideal. Further assume that k is infinite.

For any ideal I, consider the following conditions:

1. c⊂ I,

2. c( x :R I ( x :R I (m where x is a principal reduction of I.

Let Ref′1(R) := {I ∈ Ref1(R) | I satisfies (1) and (2) above}. Then Ref1(R) is of finite type if and

only if Ref′1(R) is of finite type.

Proof. If Ref1(R) is of finite type then certainly Ref′1(R) is of finite type. Conversely assume that

Ref′1(R) is of finite type. Let I ∈ Ref1(R) and I not principal. From Theorem 2.2.2.6 we may

assume that c⊆ I. By Corollary 5.1.0.10, we have

c⊆ x :R I ⊆ x :R I ⊆m

If c= x :R I, then by Remark 2.2.1.4, (I)∗ ∼= c and hence c∼= Ī. But both are trace ideals, and hence

c= I = I. Similarly if x :R I =m, by Remark 2.2.1.4 we have I ∼=m∗. Finally, if x :R I = x :R I, we

get I∗ = (I)∗ by Remark 2.2.1.4. Thus I = I and hence I ∈Ic. Combining the above observations

and finally using Proposition 5.3.2.1, we have that Ref1(R) is of finite type. �
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Theorem 5.3.3.4. Let (R,m,k) be a one-dimensional Cohen-Macaulay local ring. Let R be finite

over R and let c be the conductor ideal. Further assume that k is infinite. Consider the following.

1. `(R/c)≤ 3

2. `(R/c) = 4 and R has minimal multiplicity.

Then in all the above cases, Ref1(R) is of finite type.

Proof. (1) follows immediately from Lemma 5.3.3.3.

Suppose (2) holds. Note that by Lemma 5.3.3.3, we can assume that I ∈ Ref′1(R) and `(R/x :R

I) = 2 where x is a principal reduction of I.

Since J = x :R I is reflexive and R has minimal multiplicity, by Proposition 2.2.2.13 we get

that J is integrally closed. Thus, I ∼= J∗ where J ∈Ic and the proof is now complete by Proposi-

tion 5.3.2.1. �

Corollary 5.3.3.5. Let R be a complete one-dimensional local domain containing an infinite field

such that #T(R) = 3. Then Ref1(R) is of finite type.

Proof. This follows from Proposition 5.3.1.3 and Theorem 5.3.3.4. �

Remark 5.3.3.6. Theorem 5.3.3.4 is true if we only assume that |Min(R̂)| ≤ |k|. To see this,

first note that since R is one dimensional and CM, R̄ is a finite R-module if and only if R is

analytically unramified ( see for example (Leuschke & Wiegand, 2012b, Theorem 4.6)). In this

case, ¯̂R = R̄⊗R R̂, so cR̂ ⊆ cR̂. Therefore l(R̂/cR̂) ≤ l(R̂/cR̂) = l(R/c). Since R̂ is reduced, the

number of maximal ideals in its integral closure is equal to its number of minimal primes. By

(Fouli & Olberding, 2018, Corollary 3.3), every ideal of R̂ admits a principal reduction. Then from

the argument in Theorem 5.3.3.4, Ref1(R̂) has finite type. By (Grothendieck, 1967, Proposition

2.5.8), Ref1(R) has finite type.

Remark 5.3.3.7. Since c ∈ Ic, by Theorem 2.2.2.6 and (Goto et al., 2003, Proposition 2.9) if

R/c is Gorenstein, then Ref1(R) is of finite type. Moreover in this case, by (Corso et al., 1998,
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Theorem 3.7), we have that µ(c) = µ(m), so that R necessarily has minimal multiplicity here. In

particular finiteness of Ref1(R) in the cases `(R/c)≤ 2 follows from this as well and in these cases,

R necessarily has minimal multiplicity.

5.3.4 Finiteness of Ref(R)

In this subsection, we give a criterion for finiteness of Ref(R) and derive that over seminormal

singularities, the category of reflexive modules is of finite type.

Proposition 5.3.4.1. Let (R,m) be a one-dimensional Cohen-Macaulay local ring. Let S=EndR(m).

If CM(S) is of finite type, then Ref(R) is of finite type.

Proof. Let M be an indecomposable, non-free reflexive module over R. Then tr(M)⊂m= cR(S),

so M ∈ CM(S) by Theorem 2.2.1.9. Finally, note that if two S-modules are isomorphic, then they

are also isomorphic as R-modules. �

Corollary 5.3.4.2. Assume that (R,m) is complete, reduced, one-dimensional and the conductor c

of R is equal to m. Then Ref(R) is of finite type.

Proof. By assumption S = EndR(m) = R̄, which is a product of DVRs and therefore CM(S) is of

finite type. Thus, Proposition 5.3.4.1 applies. �

As a consequence of the above, we can study finiteness of Ref(R) for ‘seminormal’ rings. R.

Swan Swan (1980) defined a seminormal ring as a reduced ring R such that whenever b,c ∈ R

satisfy b3 = c2, there is an a ∈ R with a2 = b,a3 = c. For a detailed exposition on various results

related to seminormality (including generalizations to the above definition), we refer the reader to

Vitulli (2011). Seminormality has also been studied in the context of studying F-singularities in

characteristic p > 0. For instance, F-injective rings constitute a class of examples for seminormal

rings (Datta & Murayama, 2019, Corollary 3.6).

Corollary 5.3.4.3. Suppose that (R,m) is a seminormal complete reduced local ring of dimension

one. Then Ref(R) is of finite type.
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Proof. By (Vitulli, 2011, Proposition 2.10(1)) (with A = R,B = R), we get that c = m, so Corol-

lary 5.3.4.2 applies. �

5.4 Further applications and examples

Maintaining notation established in 2.2.2.1, we discuss notions of being ‘close to Gorenstein’ as

promised in Remark 2.2.2.2.

Definition 5.4.0.1. R is called almost Gorenstein if a :R ωR ⊇ m for some principal reduction a

of ωR. R is called nearly Gorenstein if tr(ωR)⊇m.

These classes of rings have attracted a lot of attention lately, the reader can refer to Herzog

et al. (2019), Barucci & Fröberg (1997), Goto et al. (2013), Goto et al. (2015), Dao et al. (2020)

amongst other sources.

In our language:

Proposition 5.4.0.2. Assume that (R,m) is a one-dimensional Cohen-Macaulay local ring which

has a canonical ideal ωR with some principal reduction a. R is almost Gorenstein if and only if m

is ωR-Ulrich.

Proof. This follows from Proposition 5.1.0.30. �

It is clear from Corollary 2.2.2.9 that in this situation we get tr(ωR)⊇m. This provides a proof

for a well-known fact that almost Gorenstein rings are nearly Gorenstein.

One would expect that for rings close to Gorenstein, it would be easier to find reflexive mod-

ules. We now give supporting evidence for that statement.

Proposition 5.4.0.3. Let (R,m) be almost Gorenstein and let I be a regular ideal with S =EndR(I).

(1) If S is reflexive and strictly larger than R, then CM(S)⊆ Ref(R). Thus IM ∈ Ref(R) for any

M ∈ CM(R). In particular all powers of I are reflexive.

(2) If I is a proper trace ideal, then IM is reflexive for any M ∈ CM(R). In particular I and all

of its powers are reflexive.
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Proof. As S is reflexive and cR(S) ⊂ m ⊆ R : ωR
a by hypothesis, we are done by Theorem 5.2.0.5.

Since IM ∈ CM(S), the proof of (1) is complete. For part (2), just note that S = I∗ is reflexive and

not equal to R. �

In particular, if R is almost Gorenstein, mn is reflexive for all n.

Remark 5.4.0.4. Suppose R is almost Gorenstein but not Gorenstein, and take I = ωR. I is not

reflexive. Note that here EndR(I) is reflexive but does not contain R properly. Thus the conditions

on I in Proposition 5.4.0.3 are needed.

The following example shows that in general, m2 can fail to be reflexive.

Example 5.4.0.5. Let R = k[[t5, t6, t14]]. Then m2 = (t10, t11, t12, t15, t16, . . .). Thus (m2)∗ =

(1, t4, t5, t6, . . .) and t14 ∈ (m2)∗∗. But t14 /∈m2.

With a bit more work one can even find an example where none of mn, n≥ 2 is reflexive.

Example 5.4.0.6. Let R = k[[t6, t8, t11, t13, t15]]. Then m2 = (t12, t14, t16, . . .). Thus, (m2)∗ =

t−12(t11, t12, t13, t14, t15, t16) = t−12c. Thus, t13 ∈ (m2)∗∗ but t13 6∈m2, so m2 is not reflexive. How-

ever, note that t6 is a minimal reduction of m and t6m2 = m3. Thus, none of the higher powers of

m can be reflexive.

Next, we classify when Ref(R) is of finite type for almost Gorenstein rings.

Proposition 5.4.0.7. Suppose that (R,m) is almost Gorenstein. Let S = EndR(m). Then Ref(R) is

of finite type if and only if CM(S) is of finite type.

Proof. The ‘if’ direction is Proposition 5.3.4.1. The other direction follows from Proposition 5.4.0.3(1).

�

Remark 5.4.0.8. Let S=EndR(m). Using the notations in Kobayashi (2017), we thus get CM(S)⊂

Ref(R) = ΩCM(R), so CM(S) = ΩCM′(R) by Theorem 2.2.1.9. It follows that ΩCM′(R) has

finite type if and only if CM(S) has finite type. This recovers results by T. Kobayashi (Kobayashi,

2017, Corollary 1.3).
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Proposition 5.4.0.9. Let (R,m,k) be a one-dimensional, reduced, complete local ring containing

Q and further assume that k is algebraically closed. Consider the following statements.

(a) CM(R) is of finite type.

(b) Ref(R) is of finite type.

(c) Ref1(R) is of finite type.

(d) RT(R) is finite.

If R is Gorenstein, then all the four statements are equivalent. If R is an almost Gorenstein domain,

then (b),(c) and (d) are equivalent.

Proof. Assume first that R is Gorenstein. Clearly, (a) =⇒ (b) =⇒ (c) =⇒ (d). Now suppose

CM(R) is not of finite type. Then by (Leuschke & Wiegand, 2012b, Theorem 4.13(ii)(a)) and

Lemma 2.2.1.8, we get RT(R) is not of finite type. This completes the first part of the proof.

Next assume that R is an almost Gorenstein domain. We only need to show (d) =⇒ (b).

Assume that Ref(R) is of infinite type, and hence CM(S) is of infinite type by Proposition 5.4.0.7,

where S = EndR(m). Thus, there are infinitely many non-isomorphic finite reflexive birational ex-

tensions of R by (Leuschke & Wiegand, 2012b, Theorem 4.13(ii)(a)) and by Proposition 5.4.0.3(1).

The proof is now complete using Lemma 2.2.1.8. �

Next, we classify birational reflexive extensions of R that are Gorenstein. Our result was in-

spired by and extends (Goto et al., 2013, Theorem 5.1).

Theorem 5.4.0.10. Suppose that R is a one-dimensional Cohen-Macaulay local ring with a canon-

ical ideal ωR. Let S ∈ Ref(R) be a birational extension of R. Let I = cR(S). The following are

equivalent:

1. S is Gorenstein.

2. I is I-Ulrich and ωR-Ulrich. That is I ∼= I2 ∼= IωR.
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Proof. Note that I is a trace ideal by Lemma 2.2.1.8. Suppose (1) holds. Then S = EndR(I) =

EndS(I) so I ∼= S by (Kobayashi, 2017, Lemma 2.9). Thus I = aS for some a ∈ I, necessarily a

regular element, and since S = S2, we have aI = I2. By Corollary 2.2.2.9, we have I = tr(I) ⊇

(a) :R I ⊇ I, so I = (a) :R I. Thus I ∼= I∗. However, since S is Gorenstein, we have S ∼= S∨, so

S∗ ∼= S∨. By Corollary 5.1.0.27, S, and hence I is ωR-Ulrich.

Assume (2). We can assume that R has infinite residue field and thus I has a reduction a.

Thus I2 = aI, and the same argument in the preceding paragraph shows that I ∼= I∗ ∼= S. So S is

ωR-Ulrich, which (by Corollary 5.1.0.27) implies S∨ ∼= S∗ ∼= S, thus S is Gorenstein. �

Corollary 5.4.0.11. (Goto et al., 2013, Theorem 5.1) Suppose that (R,m) is a one-dimensional

Cohen-Macaulay local ring with a canonical ideal ωR. Let S = EndR(m). The following are

equivalent:

1. S is Gorenstein.

2. R has minimal multiplicity and is almost Gorenstein.

Proof. Note that minimal multiplicity and almost Gorenstein are just m being m-Ulrich and ωR-

Ulrich, respectively. �

Example 5.4.0.12. (trace ideals are not always reflexive) Let R = k[[t5, t6, t7]]. Here c = m2. Let

I = (t5, t7). Then I ∈ T(R) but I∗∗ ∼= (t5, t6, t7) and hence I 6∈ RT(R).

Proof. c = m2 is clear. A straight forward computation gives J := (t5 : (t5, t7)) = (t5, t13, t14), so

that tr(I) = II∗ = I(t5)−1J = (t5, t7). Therefore I ∈ T(R).

However, ((t5) :R J) =m. So I is not reflexive. �

Example 5.4.0.13. Let R = k[[t4, t5, t6]], which is a complete intersection domain of multiplicity

4. The conductor c is m2, with colength 4. The set RT(R) is infinite and classified by (Goto et al.,

2020, Example 3.4(i)). We note a few features that illustrate our results:

1. It shows that the category of reflexive (regular) ideals is not of finite type, so our Theo-

rem 5.3.3.4 is sharp, as the conductor has colength 4 but R does not have minimal multiplic-

ity.
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2. The finite set of integrally closed ideals are {(tn)n≥4 =m,(tn)n≥5,(tn)n≥6,(tn)n≥8 = c}.

3. The rest is the infinite family {Ia = (t4−at5, t6),a ∈ k}. We have t10 = (t4−at5)t6 +at5t6

which shows that t5 ∈ Ia and so Ia = m. So none of the Ia are integrally closed. However

let S = EndR(m) = k[[t4, t5, t6, t7]]. Then `(S/Ia) = 3 and `(R/Ia) = 2, so IaS∩R = Ia by

Proposition 2.2.2.14. In other words all trace ideals in R are contracted from S.

Example 5.4.0.14. Let R = k[[t4, t6, t7, t9]]. Then clearly c = (t6, t7, t8, t9) and therefore T(R) =

{c,m,R}. Thus we are in the situation of Corollary 5.3.3.5.

Next note that EndR(m)= k[[t2, t3]]. By (Leuschke & Wiegand, 2012b, Theorem 4.18), CM(End(m))

is of finite type. Hence Ref(R) is of finite type by Proposition 5.3.4.1.

Example 5.4.0.15 (Reflexivity is not preserved under going modulo a non-zero divisor in gen-

eral). Let M ∈ Ul(R)∩Ref(R). Let l be a principal reduction of m. Then M/lM is a finite di-

mensional k-vector space. Since, R/l is Artinian, k is reflexive if and only if R is Gorenstein

(recall that HomR(k,R) is the non-zero socle if R is Artinian). So, if R is not Gorenstein, then

M/lM 6∈ Ref(R/l).

122



Chapter 6

Future Outlook

Abstract

In this chapter, we look at some future directions of research motivated by this work.

Broadly speaking, the themes explored in this work are:

1. Existence of maximal (small) Cohen Macaulay modules (in mixed characteristic).

2. Reflexivity in codimension one.

The future directions of research may be classified as:

1. Maximal Cohen-Macaulay modules

• Existence of MCMs over generically Abelian extensions of regular local rings in mixed

characteristic.

• Existence/ nonexistence of small Cohen Macaulay algebras in mixed characteristic.

• Existence of MCMs over Artin-Schreier extensions of regular local rings in characteristic

p > 0.

• Existence/ Non-existence of rank one MCMs over "geometric local rings".

2. Reflexive Modules

• Finite representation type of the class of reflexive modules in codimension one.

• The interplay between reflexive modules, I-Ulrich modules, conductors, trace and core

of ideals over curve singularities.

3. Mixed Characteristic Commutative Algebra
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• Exploring the situation in mixed characteristic of the result in Huneke (1982), which

gives a tight connection between the (Sn)-property, multiplicity and the Cohen-Macaulay

property for a complete local ring containing a field.

• Understanding the failure of the Cohen-Macaulay property in generically Abelian exten-

sions of regular local rings in mixed characteristic.

4. Exploring the connection between representations of the Galois group of a generic extension

of a regular local ring and the singularities of the integral closure.

We now look at the above items in a little more detail.

6.1 Small Cohen-Macaulay modules and mixed characteristic commutative

algebra

Of course, the fundamental conjecture of Hochster remains:

Conjecture 6.1.0.1 (Small CM module - Hochster). Every complete local domain admits a small

Cohen Macaulay module.

Although there has been much progress in constructing a maximal Cohen-Macaulay module if

the finite generation hypothesis is dropped, the conjecture as stated remains a mystery. Not much

is known even in the case of finitely generated algebras over an algebraically closed field. It is now

generally believed that the conjecture may be false and a good place to start would be to look at

examples of non-existence of rank one MCMs over finitely generated C-algebras, for example non

Cohen-Macaulay UFDs, see Dumas (1965), Kiehl (1974), Mori (1977) and Marcelo & Schenzel

(2011).

"Classifying" the approach to the existence of small CM modules by Galois groups seems like a

worthwhile approach. Along these lines, we would like to understand better the underlying reasons

for the failure of Roberts’s theorem in mixed characteristic:

Question 6.1.0.2. What are the obstructions one faces when S is an unramified regular local ring

of mixed characteristic p > 0 and p | |G| in 2.1.3.6?
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More generally we would like to understand:

Question 6.1.0.3. Let S be a regular local ring and L its fraction field. Let K/L be a Galois

extension and G be the Galois Group. Let R be the integral closure of S in K. Is there a relation

between the representations G admits over the (algebraically closed) residue field of S and the

singularities of R ? If so, is this quantifiable?

The motivating question for our work in Chapters 2 and 3 is still unanswered:

Question 6.1.0.4. Does the integral closure of a regular local ring of mixed characteristic p > 0

in a finite Abelian extension of its fraction field admit a small CM module?

The indication is that this may be true and we intend to approach it by considering the following

two questions:

Question 6.1.0.5. Let S be an unramified regular local ring of mixed characteristic p > 0 and L

its fraction field. Does the integral closure of S in L( n
√

f1, . . . ,
n
√

fm) admit a small CM module for

an arbitrary integer n≥ 2 and elements a1, . . . ,am ∈ S ?

Question 6.1.0.6. Let S be a ramified regular local ring of mixed characteristic p obtained by

adjoining a primitive n-th root of unity to an unramified regular local subring for some integer

n that is a multiple of p. Let L = Frac(S) be its fraction field. Does the integral closure of

S in L( n
√

f1, . . . ,
n
√

fm) admit a small CM module for an arbitrary integer n ≥ 2 and elements

a1, . . . ,am ∈ S ?

The phenomenon in 4.1.0.3 raises many interesting questions. Firstly one would want to un-

derstand when small CM algebras exist in mixed characteristic. Note that if R is a non CM normal

domain containing the rationals, then R cannot admit a small CM algebra S. This is because there

exists a retraction from S ↪→ R using the trace map corresponding to the fraction fields.

It certainly does not happen always - any mixed characteristic domain that is not Cohen-Macaulay

after inverting p would be an example. Moreover, Bhatt’s examples of non existence of small CM

algebras in positive characteristic in Bhatt (2012) deform to mixed characteristic.
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Secondly, one may ask if in 6.1.0.5 and 6.1.0.6 we can even a construct a small CM algebra. This

holds some promise as seen in section 4.2.

As a first step towards answering 6.1.0.4, we consider the following in Katz & Sridhar (2021):

Question 6.1.0.7. Can we generalize 4.1.0.14 and 4.1.1.8 to address the case when the p-torsion

of the Galois group in 6.1.0.4 is annihilated by p ?

See sections 3.2 and 4.2 for some reductions and partial results. We surmise that answers to the

following questions will take us closer to answering 6.1.0.4. We maintain the following notation:

Let S denote an unramified regular local ring of mixed characteristic p > 0 and dimension d ≥ 3.

Let L be its quotient field and K/L a finite field extension. Let R be the integral closure of S in K.

Question 6.1.0.8. Let K/L be Abelian. For any integer 0 ≤ r ≤ d, does there exist R such that

p.dS(R) = r? In particular, is depth(R)≥ d−1?

So far, as evidenced by 4.1.0.14 and 4.1.1.8, depth(R) ≥ d − 1. Moreover all examples in

multi-radical extensions constructed thus far seem to enjoy this property.

Question 6.1.0.9. Let K/L be Abelian. For arbitrary d, can we construct a R such that p.dS(R) = 1

and R is free on the punctured spectrum of S?

If one were able to do this, we would have a counterexample to the analog of Huneke (1982)

in mixed characteristic.

Question 6.1.0.10. Let K′ be the Galois closure of K and R′ the integral closure of S in K′. If R

admits a small CM module, does R′ admit a small CM module?

Question 6.1.0.11. Let B be a normal domain and p a prime integer such that p ∈ B is a non-unit.

Let C := A[ε] where epsilon is a primitive pn-th root of unity for n≥ 1. Is the integral closure of C

a free B-module?

Let A ↪→ B be such that A is a regular local ring and B a normal domain that is module finite

over A. The following question is motivated by phenomena observed in 3.1.0.18 and 3.1.1.1.
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Question 6.1.0.12. Let e ∈ A be a principal prime such that B[1/e] is Cohen Macaulay. If there

exists a height one prime P ⊆ B containing e, such that A(e) ↪→ BP is unramified, is B Cohen

Macaulay?

The notion of a Lim-Cohen Macaulay sequence was introduced by Hochster, see Hochster

(2017). The existence of such a sequence for a complete local domain implies positivity of Serre’s

intersection multiplicity conjecture. Define:

Definition 6.1.0.13. Let R be a complete local domain of mixed characteristic p. Let S ⊆ R be an

unramified regular local subring of mixed characteristic p with a system of parameters given by

(p,x). Set Bn
S(R) := R[ pn√x], where denotes normalization.

Question 6.1.0.14. Let R be a complete local domain of mixed characteristic p > 0 and S ⊆ R an

unramified regular local subring. Is {Bn
S(R)}n≥0 a Lim Cohen-Macaulay Sequence for R?

The study of Ulrich modules has generated a lot of interest in the last three decades. More

recently the notion of a Lim Ulrich sequence was introduced in Ma (2020). We would like to

determine the following:

Question 6.1.0.15. Are the small CM modules constructed in 4.1.0.14 and 4.1.1.8 Ulrich?

Another avenue of study would be to explore the interaction between the trace of maximal

Cohen Macaulay modules and the singularities of the ring inspired by Pérez & G. (2021) and

Benali et al. (2021). This was pointed out to the author by Rebecca R.G.

Finally, inspired by 2.1.3.6, one could study the situation in characteristic p > 0. Namely, the

question of existence of small CM modules over Abelian extensions of regular local rings of char-

acteristic p > 0. This easily reduces to the case of certain generically Artin-Schreier extensions.

As a first step:

Question 6.1.0.16. Is the integral closure of a regular local ring of positive char p > 0 in an

Artin-Schreier extension of its fraction field Cohen-Macaulay ? If not, does it admit a small CM

module?
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6.2 Reflexive and I-Ulrich modules

As evidenced by the study in Chapter 5, there is a lot to be understood about the class of reflexive

modules even in dimension one. Recently, there has been quite a few works along these lines, see

Dao et al. (2021), Dao (2021), Dao & Lindo (2021) and Herzog et al. (2021). The representation

theory of Cohen-Macaulay modules over Cohen-Macaulay rings is well developed, see Yoshino

(1990) and Leuschke & Wiegand (2012b) for example. Our study in Chapter 5 encourages us to

ask:

Question 6.2.0.1. Let R be a complete local ring of dimension one.

1. Can we classify when Ref(R) has finite type ?

2. Can we classify when Ref1(R) is of finite type?

3. Can we classify when R has finite trace type?

A related question in positive characteristic is:

Question 6.2.0.2. Suppose R is a one dimensional Cohen-Macaulay ring of dimension one and

characteristic p > 0. When does R1/q belong to Ref(R) for q = pi large enough?

Some of the first obstructions in the dimension one study of reflexive modules would be cleared

up if we have answers to

Question 6.2.0.3. Let R be a complete local ring of dimension one. If an ideal I ⊆ R is reflexive,

is tr(I) reflexive?

Question 6.2.0.4. Let R be a complete local ring of dimension one. When is an ideal of colength 2

a trace ideal? When is it reflexive?

Since one of our main tools in section 4 was the concept of I-Ulrich modules we are led to ask:

Question 6.2.0.5. What is the correct generalization of the definition of I-Ulrich modules to higher

dimensions ?
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Appendix A

Kummer Theory

We look at a proof of the general case of Kummer Theory. The version 2.1.4.10 presented in

chapter 2 follows from this. Before we begin, we recall Hilbert’s famous theorem:

Theorem A.0.0.1. (Hilbert’s Theorem 90) Let K/L be a Galois extension of fields with Galois

group G. Then H1(G,K×) = 0.

Theorem A.0.0.2. (Kummer Theory) Let L be a field containing a primitive n-th root of unity and

Ω an algebraic closure of L. Let An
Ω
(L) denote the set of finite Abelian extensions of L of exponent

n contained in Ω and Sn(L) the subgroups of L× containing L×n as a subgroup of finite index. Then

the map

An
Ω(L)→ Sn(L) : K→ L×∩Kn

defines a bijective correspondence. The inverse of the above map is given by

Sn(L)→ An
Ω(L) : B→ L[B1/n]⊆Ω

where L[B1/n]⊆Ω denotes the smallest subfield of Ω containing L and a n-th root of every element

of B. If K↔ B, then [K : L] = (B : L×n).

Proof. Let K/L be a finite Galois extension and set α(K) := L×∩Kn. We have

[K : L]≥ [L[α(K)1/n] : L] = (α(L[α(K)1/n]) : L×n)≥ (α(K) : L×n)
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Consider the short exact sequence of groups

1 // µn // K× x 7→xn
// K×n // 1 (A.0.0.2.1)

Considering the long exact sequence in cohomology with respect to G and applying A.0.0.1 we get

1 // µn // L× x 7→xn
// L×∩K×n // H1(G,µn) // 1 (A.0.0.2.2)

Since G acts trivially on µn, H1(G,µn) = Hom(G,µn). Thus, (L× ∩K×n)/L×n ' Hom(G,µn).

Now assume G is Abelian of exponent n. It is then isomorphic to some subgroup of a finite direct

sum of copies of Z/nZ. It is then clear that |Hom(G,µn)|= |G|= [K : L]. Thus equalities hold in

the above inequalities when G is Abelian of exponent n. In particular K = L[α(K)1/n].

Conversely consider B ∈ Sn(L) and set β (B) := L[B1/n]. The extension β (B)/L is Galois since

L contains a primitive n-th root of unity. Suppose b1, . . . ,bm are a set of generators for B/L×,

then G := Gal(β (B)/L) embeds in ∏
m
i=1 Gal(L[a1/n

i ]/L) since β (B) is a composite of the L[a1/n
i ].

Therefore β (B)/L is Abelian of exponent n. Therefore as observed in the forward direction of the

proof, we have α(β (B))' Hom(G,µn). Explicitly, the map sends

a 7→ (σ 7→ σ(a1/n)/a1/n)

This maps the subgroup B/F×n isomorphically onto Hom(G/H,µn) where H consists of all σ ∈G

such that σ(a1/n)/a1/n = 1 for all a ∈ B. Such a σ necessarily is the identity map on β (B). Thus

B/F×n ' Hom(G,µn) and α(β (B)) = B. Thus the sets An
Ω
(L) and Sn(L) are in bijection via the

maps α and β . The proof already shows that if K↔ B, then [K : L] = (B : L×n). �
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