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Abstract
Abstract

The Standard Model of particle physics has been largely successful in describing
observed phenomena in the universe, but it is still believed to be incomplete. Many
theories that address the shortcomings of the Standard Model also predict mechanisms
of new physics that would enhance the four-photon coupling cross-section. In this work,
a method to search for evidence of new physics in the diphoton final state is discussed
using the CMS and PPS detectors. The quasi-real photon fluxes generated by protons
at the LHC give rise to photon-photon interactions according to the Equivalent Photon
Approximation. These electromagnetic interactions can create the exclusive production of
two new photons while the protons remain intact in the final state and can be measured
further down the LHC beam line by dedicated proton detectors. Measuring the forward
protons and correlating their kinematics to that of the central two-photon system gives a
strong discrimination against inclusive backgrounds. The data used in this analysis was
collected with the CMS detector at the LHC from proton-proton collisions at a center-of-
mass energy of 13 TeV. A study using data from 2016 only is presented before detailing
an analysis of the full Run II data set – data collected in 2016, 2017, and 2018. In both
studies, no events are observed above the Standard Model background prediction. The
first limits are placed on the four photon anomalous coupling process and the strongest
limits are placed on axion-like particle production in the mass range of 500 – 2000 GeV.
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Introduction
Chapter 1: Introduction

Contents
1.1 Photon-photon interactions . . . . . . . . . . . . . . . . . . . . . . . . 1

1.2 Light-by-light scattering . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.3 Anomalous couplings . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.4 Axion-like particles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

The Standard Model (SM) of particle physics has been exceptionally successful in
predicting experimental results with extreme precision. However, several experi-

mental and theoretical findings imply the existence of physics beyond the Standard Model
(BSM). A few of the experimental contradictions are the existence of dark matter, the phe-
nomenon of neutrino oscillations, and the measurement of the magnetic moment of the
muon [1]. From a theoretical perspective, the hierarchy problem of the SM, the mecha-
nism mediating the force of gravity, and the violation of charge and parity (CP) symmetries
give rise to a need for a more complete theory.

Experiments around the world use novel methods and advanced technologies to search
for explanations to these hints of new physics. Specifically in collider-based experiments,
physicists search for final-state SM particles that could decay from new particles or pro-
cesses not predicted by the SM. It has become increasingly popular to study photon-
photon interactions as they are believed to couple with many new particles that could
exist within our experimental reach.

1.1 Photon-photon interactions

The self interaction of photons is a purely quantum-mechanical e�ect attributed to
the properties of the vacuum. Photon-photon collisions have historically been studied
in collisions involving leptons such as at HERA and LEP. More recently, photon induced
processes have been measured in proton-antiproton collisions at the Tevatron by the
production of lepton pairs [2] and J/� mesons [3].

Although the Large Hadron Collider (LHC) primarily collides protons and heavy ions
(HIs), the LHC provides a great environment for producing photon-photon collisions. As
protons (or HIs) are accelerated around the LHC ring, these accelerating, charged particles
emit a large amount of electromagnetic (EM) radiation that can be computed using the
Equivalent Photon Approximation (EPA) [4,5]. These EM fields can be equally viewed as
fluxes of virtual photons.

When the charged particles pass near to each other without colliding, there is an
opportunity to observe photon-photon collisions as illustrated in Figure 1.1.

There are advantages for using proton-proton (pp) collisions or HI collisions to produce
an environment conducive to photon-photon collisions. In HI collisions, larger e�ective
(quasi-real) photon fluxes exist because the EM radiation scales as Z4 where Z is the
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Figure 1.1: Schematic of two protons passing near to each other close enough for their
electromagnetic fields to interact as virtual photons according to the EPA.

atomic number of the atom [6]. On the other hand, in pp collisions, much higher two-
photon (��) energies can be reached as a consequence of the smaller impact parameter [7]
and the beam energy. In the case of the LHC, these �� energies can be as high as 2.5 TeV.

Since photon-photon collisions occur in the case where the incoming particles do not
interact hadronically 1, there are two distinct advantages. First, the collisions generally
provide “clean” events where some central system is produced exclusively. This is opposed
to a typical collision at a collider where the incoming particles are completely destroyed
and produce a more complicated physics system in the process. Secondly, there is a
chance for the incoming particles to survive the interaction and continue traveling through
the accelerator. A later discussion in section 2.3 will detail the benefits of measuring the
original particles after the interaction. The probability for a particle to remain intact after
these EM interactions is known as the survival factor [8]. The average survival factor for
protons at LHC energies has been calculated on the order of 90% [9].

1.2 Light-by-light scattering

Photon collisions provide excellent insight into the theory of quantum electrodynamics
(QED) – the quantum theory of electromagnetism. Both the CMS and ATLAS collabora-
tions have recently observed the process of two photons interacting to produce two new
final state photons in HI collisions [10–12]. This process of �� ! �� is a fundamental
process of QED and is known as Light-by-Light (LbL) scattering. In the SM, the LbL pro-

1Gluon exchange processes are also possible but are not as prevalent at high energies as photon exchange
processes.
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cess is mediated by a box diagram of an electrically charged lepton, quark or W boson as
shown in Figure 1.2.

Figure 1.2: SM LbL scattering mediated by a box of either a quark, lepton, or W boson.
Figure is extracted from Reference [6].

Since it proceeds at the lowest order in the fine structure constant (�em ), the elastic LbL
reaction has not been observed directly until the aforementioned LHC results; although,
it has been indirectly tested by the measurements of the magnetic moment of the electron
[13] and muon [1,14]. Similar processes have been detected at much lower energies such
as photon scattering in the Coulomb field of a nucleus (Delbrück scattering) [15], a single
photon splitting into two photons via interactions with external fields (photon splitting)
[16], real photons combining to produce an e

+
e
� pair [17], and multi-photon Compton

scattering [18].

1.3 Anomalous couplings

LbL scattering is also interesting to study in the context of BSM physics as e�ects of
new physics could lead to an increased production rate (cross-section) of the �� ! ��

process. Using pp collisions at the LHC, the experimental reach is powerful enough to
probe the electroweak scale. One particular motivation is the existence of any new heavy,
charged particle, which would contribute to the 4� coupling. New particles with exotic
charges are predicted by many models such as those of composite Higgs [19], warped extra
dimensions [20], and Kaluza-Klein gravitons, [21] to name a few. With the assumption
of a new mass scale heavier than the reachable experimental energy, the 4� interactions
can be described by an e�ective Lagrangian using dimension-8 operators

L4� = �1Fµ�F
µ�

F��F
�� + �2Fµ�F

��
F��F

�µ 1.1

These operators are identically zero in the SM, but in the case of a loop of a heavy
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Figure 1.3: Feynman diagrams of processes predicted by the SM leading to exclusive
diphoton production with two intact protons. The left diagram is a QCD process induced
by gluon exchange, and the right diagram is a QED process induced by photon exchange.
Figure extracted from Reference [22].

charged particle, the contribution to the 4� process would be

�i =
�

2
emQ

4
e�

m4 Nci,S 1.2

where

c1,S =

���������
��������

1
288 S = 0

� 1
36 S = 1

2

� 5
32 S = 1

, c2,S =

���������
��������

1
360 S = 0
7
90 S = 1

2
27
40 S = 1

1.3

and S denotes the spin of the particle with mass m and charge Qe�. The factor N accounts
for all additional multiplicities such as color and flavor. Resonances of neutral particles
could also contribute to non-zero �i values as will be discussed in Section 1.4.

Using the e�ective Lagrangian in equation 1.1, the 4� di�erential cross-section can be
calculated as

d�

d�
=

1
16�2s

�
s

2 + t
2 + st

� 2 �
48(�1)2 + 40�1�2 + 11(�2)2

�
1.4

where s and t are the Mandlestam variables.
Previous collider experiments have only investigated anomalous couplings of this na-

ture using general searches with multi-purpose detectors and prior to the study detailed
in Chapter 3, no collider limits existed on the 4� anomalous coupling. Rather, using
precision physics, the 4� coupling can be probed with pp collisions at the LHC using pro-
ton detection techniques that are described in detail in Section 2.3. Since the process of
interest is photon-induced, the original protons have a very high chance to remain intact
in the final state as previously discussed. Anomalous 4� couplings can be studied by
measuring the two final state photons in one of the general purpose detectors and the
two outgoing protons in dedicated forward proton detectors.

There are two processes in the SM to produce two photons exclusively with both
protons intact, and they are shown in Figure 1.3.

The first diagram is the quantum chromodynamics (QCD) process of diphoton pro-
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duction via (colorless) gluon exchange, and the second is the QED process of diphoton
production via photon exchange discussed in Section 1.2. The contributions of each of
these processes to the overall exclusive diphoton cross-section has been studied as a
function of the minimum requirement on the mass of the photon pair. In the study,
each photon was required to have a pT above 10 GeV. In Figure 1.4, it is clear that the
QCD process dominates at low diphoton masses while the QED process dominates at the
higher diphoton masses – within the mass acceptance of the forward proton detectors
at the LHC. Furthermore, at higher masses above approximately 100 GeV, it is the W

±

boson loop that is superior.

Figure 1.4: The integrated cross-section of various exclusive diphoton production meth-
ods with intact protons as a function of the cut on the diphoton mass. The pink and black
dotted lines show the contribution to the integrated cross-section for the QCD and QED
processes, respectively. The green and red lines show the W boson and quark/lepton
contributions to the QED cross-section, respectively. Figure extracted from Reference
[22].

To show the feasibility of performing this type of search at the LHC, a proposed set
of selection criteria was studied to yield a high signal e�ciency while providing a strong
background suppression for 300 fb�1 of data collected at

p
s = 14 TeV. The backgrounds

considered include SM exclusive ��, Drell-Yan (DY) d�et, double pomeron exchange (DPE),
and inclusive �� events. The event selection can be seen in Table 1.1 along with the ex-
pected number of signal and background events passing each selection requirement. All
major sources of backgrounds are considered at detector level that would give two pho-
tons in the central detector plus two opposite-side forward protons. Even events where
both protons are destroyed can act as background events for this study because of a
phenomenon at the LHC called “pileup”. The LHC circulates protons not in a continuous
stream but in tightly packed “bunches” containing millions of protons. Every time these
bunches cross, more than one pp collision takes place – this is known as pileup. In a
given bunch crossing, there can be up to 60 interactions that create many particles in
the detector as depicted in Figure 1.5. When one interaction produces two photons inclu-
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sively and one or more unrelated interactions produce forward protons, these overlapping
interactions create a background – this is the background created by pileup and it is
illustrated in Figure 1.6.

Figure 1.5: A depiction of many interactions taking place during one LHC bunch crossing.

Figure 1.6: Two overlapping interactions that could create two photons in the central
detector plus one or more protons in the forward detectors. This e�ect is referred to as
pileup. Figure extracted from Reference [23].

The first step of the selection criteria requires that the fractional momentum loss,
� , of the protons be within the acceptance of the forward proton detectors at the LHC
(0.015 < � < 0.15). In accordance with the anomalous quartic gauge coupling (AQGC)
kinematics, photons are also required to be produced at high transverse momentum (pT

1,(2) > 200, (100) GeV) and high mass (m�� > 600 GeV). After these cuts, the background
contributions from the exclusive LbL process are negligible, and the dominant source
is from SM diphoton production in association with pileup protons. To suppress this
background, the signal event topology is used requiring photons to be produced back-to-
back with respect to the azimuthal angle and to have similar pT values. Finally, since all
final state particles are measured, the background can be almost completely removed by
performing a conservation of momentum between the central and forward systems. Both
the diphoton system and the two proton system allow for the mass and rapidity of the
produced photons to be reconstructed. The “missing” mass and rapidity of the diphoton
system can be calculated from the � measurement of both protons such that

mpp =
�
s�1�2 ypp =

1
2

log
�
�1

�2

�
. 1.5
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By requiring that these mass and rapidity variables match with the mass and rapidity of
the diphoton system (within the detector resolutions), one can be sure that the measured
protons are coming from the same vertex as the diphoton and not a pileup vertex.

Selection cut Signal Exclusive DPE DY d�et + PU �� + PU

[0.015 < �1,2 < 0.15
pT 1,(2) > 200, (100) GeV] 65 0.13 0.2 1.6 2968

m�� > 600 GeV 64 0.10 0 0.2 1023
[p2

T
/p

1
T

> 0.95
|��|> � � 0.01] 64 0.10 0 0 80.2
p

�1�2s=m��±3% 61 0.09 0 0 2.8
|y�� � ypp| < 0.03 60 0.09 0 0 0

Table 1.1: Number of signal and background events after various selection requirements
for an integrated luminosity of 300 fb�1 at

p
s = 14 TeV. The signal is fixed with param-

eters S=1, Qe� = 4, m = 340 GeV. At least one converted photon is required. Table is
adapted from Reference [22].

The diphoton mass spectrum for the various signal and backgrounds can be seen in
Figure 1.7. The power of the matching technique can be seen in Figure 1.8.

1.4 Axion-like particles

Another mechanism by which the anomalous scattering of LbL could be produced
by any resonance such as the production of an axion-like particle (ALP) – a light pseudo-
scalar particle having a coupling to electromagnetism. A Feynman diagram of this process
is shown in Figure 1.9. These particles could explain the CP symmetry in QCD [24] or
give evidence for one of the components of dark matter [25]. ALPs also arise in many BSM
theories such as string theory [26], warped extra-dimensions [20], and composite Higgs
[19].

A new spin-0 particle would have couplings to SM fermions in proportion to the fermion
mass. Therefore, in the high energy regime (above the top mass), the dominant coupling
is to gauge bosons or the Higgs boson. The coupling to photons has been studied, and
the ability to probe ALP production at the LHC has been demonstrated [23].

The interaction of the (pseudo) scalar particle with photons in the case of a CP-even
or CP-odd scalar can be described by an e�ective Lagrangian as

L+e� =
1

2f 2m
2
a

�
Fµ�F

µ�
� 2

(CP � even), L�e� =
1

2f 2m
2
a

�
Fµ�F̃

µ�
� 2

(CP � odd) 1.6

where f
�1 is the coupling strength, ma is the mass of the (pseudo) scalar, and F̃

µ� =
1
2�

µ���
F�� .

The proposed search method follows that of References [22, 27, 28]. The considered
luminosity is 300 fb�1 at

p
s = 13 TeV with an average pileup of µ = 50. The selection

criteria requests the leading (subleading) photon to have pT > 200 (100) GeV, for the
azimuthal separation of the photons to satisfy |��

�� � �| < 0.01, and the pT ratio to

7



Figure 1.7: Diphoton invariant mass distribution for two potential signals (�1 = 10�12

and 10�13 GeV�4) and various backgrounds that could give two photons in the central
detector plus two intact protons in the forward regions. Events are chosen having pT >

200 (100) for the leading (subleading) photon. The integrated luminosity considered is
200 fb�1, and the average number of simulated interactions per bunch crossing is 50.
Excl. stands for exclusive backgrounds and DPE stands for double pomeron exchange
background. Figure extracted from Reference [22].

Figure 1.8: Diphoton mass to diproton missing mass ration (left) and rapidity di�erence
(right). The distributions are shown for two potential signal values (�1 = 10�12 and 10�13

GeV�4) as well as the exclusive background and dominant inclusive �� + pileup back-
ground. The integrated luminosity considered is 300 fb�1, and the average number of
pileup interactions is 50. Figure extracted from Reference [22].
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Figure 1.9: A diagram of exclusive diphoton production via the s-channel exchange of an
axion-like particle. Figure extracted from Reference [23].

be pT
�

2/pT
�

1 > 0.95. The system is then required to have a corresponding matching in
mass and rapidity between the central diphoton and forward diproton where the diproton
quantities can be calculated following Equation 1.5. This sequential selection criteria,
shown in Table 1.2, removes virtually all background from the signal region.

Selection cut Signal Exclusive DPE e
+
e
� / d�et + PU �� + PU

[0.015 < �1,2 < 0.15
pT 1,(2) > 200, (100) GeV] 23.1 0.1 0.1 1.2 1246

m�� > 600 GeV 23.1 0.06 0 0.1 440
[p2

T
/p

1
T

> 0.95
|��|> � � 0.01] 23.1 0.06 0 0 35

|mpp/m�� - 1| 21.8 0.06 0 0 1.2
|y�� � ypp| < 0.03 21 0.06 0 0 0.2

Table 1.2: Number of signal and background events after applying the sequential selection
cuts. The signal is chosen to have the parameters ma = 1200 GeV and f

�1 = 0.1 TeV�1.
The simulation is performed for an integrated luminosity of 300 fb�1 at

p
s = 13 TeV for

50 average pileup vertices. Table is adapted from Reference [23].

The e�ect of the matching criteria can clearly be seen in the distributions in Figure
1.10.

ALPs have been strongly constrained by many experiments [29] – some dedicated
experiments and other general searches. A number of model-independent searches give
rise to limits in the plane of the ALP mass versus the coupling strength. For example,
the recent evidence for LbL scattering in HI collisions in CMS provides limits on ALP
production [11].

However, at higher masses, there is an unexplored region of phase space that is now
reachable in pp collisions at the LHC with intact protons. The potential reach of the
search detailed above could explore mass ranges and coupling strengths that have been
unattainable by previous experiments as shown in Figure 1.11 assuming a branching
ratio of the ALP to two photons of B(a ! ��) = 1 for 300 fb�1 of data.

In light of the aforementioned phenomenological studies, Chapters 3 and 4 will discuss
the analyses that have been developed to search for 4� anomalous couplings and ALP
production using over 100 fb�1 of data collected at the LHC.
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Figure 1.10: Ratio of the reconstructed diphoton mass to the missing diproton mass (left)
and the di�erence of the reconstructed diphoton and diproton rapidities (right) for signal,
exclusive diphoton, and �� + pileup events. The signal is chosen to have the parameters
ma = 1200 GeV and f

�1 = 0.1 TeV�1. The integrated luminosity is 300 fb�1, and the
average pileup is 50. Figure is extracted from Reference [23].

Figure 1.11: Exclusion regions for ALPs in the plane of the coupling (f �1) and the mass
(ma ). The colored regions show where the existence of ALPs has already been excluded,
and the shaded region shows the expected 95% CL exclusion limit of the study detailed in
the text. The expected limits assume B(a ! ��) = 1 for 300 fb�1 of data. Figure extracted
from Reference [23] and based on Reference [29].
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Experimental Setup
Chapter 2: Experimental Setup
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This chapter will discuss the LHC machine, the CMS experiment along with the
relevant subdetectors, and Precision Proton Spectrometer (PPS).

2.1 The Large Hadron Collider

The Large Hadron Collider (LHC) is the largest and most powerful particle accelerator
in the world. The machinery is 26.7 km in circumference and is located 175 m under-
ground near the French-Swiss border at the European Organization for Nuclear Research
(CERN). One of the main goals of the LHC was to discover the Higgs boson, which oc-
curred in 2012 [30,31]. Since that time, the main focus has shifted to searching for BSM
physics. The LHC began operation in November of 2009 until early 2013 – the period
known as Run 1. After a period known as Long Shutdown 1 (LS1), the LHC produced
more data between 2015 and 2018, the period known as Run 2. At the current time, the
LHC is in the Long Shutdown 2 (LS2) period before collecting more data in Run 3.

For the majority of the running periods, protons are collided at extremely high en-
ergies at various points around the LHC ring every 25 ns. The protons are taken from
ionizing hydrogen gas inside a strong electric field. These protons are then accelerated
in stages. The first stage of acceleration is performed by the linear accelerator, LINAC2
[32]. Here, protons are accelerated to one-third the speed of light ( c) before being injected
into the Proton Synchrotron Booster (PSB) [33]. The PSB is 157 m in circumference and
accelerates the protons to 0.916 c. The last stage before entering the LHC is the Super
Proton Synchrotron (SPS) [34] where the protons are increased to 0.999c. Finally, the
protons are injected into the LHC beam line in packets and evenly divided between the
two accelerators – one traveling clockwise and the other traveling counterclockwise.
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Inside the LHC, protons are accelerated using Radiofrequecy (RF) cavities – a metallic
chamber that contains an electromagnetic field [35]. The electric field inside the cavities is
designed to oscillate at 400 MHz which is the exact frequency of proton bunches entering
the cavity. It takes about 20 minutes of acceleration time for the protons to reach their
final energy of 6.5 TeV before colliding at various points around the LHC.

In accelerator physics, the rate of collisions is measured as the instantaneous lumi-
nosity (L) defined as

L = 1
�

dNevents

dt
2.1

where � is the cross-section, and dNevents

dt
is the rate of collisions produced per unit time.

The machine luminosity is dependent on parameters related to the beam specifications
and for a Gaussian beam distribution at a circular collider, the luminosity can be ex-
pressed as

L =
N

2
b

nbfrev�

4��n�⇤F
2.2

where Nb is the number of protons in a given bunch, nb is the number of bunches in each
beam, frev is the frequency of revolution per bunch, � is the relativistic factor, �n is the
normalized transverse beam emittance, �

⇤ determines the incident angle of the beams,
and F is a reduction factor from the non-zero crossing-angle at the collision point. The
peak luminosity of the LHC was designed to be L = 1034 cm 2 s �1; however, in 2018, the
peak luminosity was more than double this value.

There are four interaction points (IPs) around the LHC where bunches collide to be
measured by major experiments. Two of the experiments are general purpose detectors –
CMS and ATLAS. The other experiments are ALICE and LHCb, designed to study heavy-
ion physics and b-physics, respectively. The relative location of the IPs, and thus, the
experiments, can be seen in Figure 2.1.

2.2 The CMS detector

The central feature of the CMS detector is a superconducting solenoid with a 6 m
internal diameter, creating a magnetic field of 3.8 T. Within the solenoid volume sit a
silicon pixel and strip tracker, a lead tungstate crystal electromagnetic calorimeter (ECAL),
and a brass and scintillator hadron calorimeter (HCAL), each comprised of a barrel and
two endcap portions. Forward calorimeters extend the pseudorapidity coverage provided
by the barrel and endcap detectors. Muons are detected in gas-ionization chambers
located in the steel flux-return yoke outside the solenoid. The various layers of the CMS
detector are depicted in Figure 2.2. More details about each subdetector are provided
later in the chapter.

Events of interest are selected using a two-tiered trigger system. The first level (L1),
comprised of custom hardware processors, uses information collected by the calorimeters
and muon detectors to select events at a rate of about 100 kHz within a latency of 4 µs
[37]. The second level of the trigger system, known as the high-level trigger (HLT), uses
a farm of processors running a version of the full event reconstruction software that is
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Figure 2.1: A schematic of the LHC with the relative placements of the interaction points
and the major experiments.

13



Figure 2.2: The CMS detector labeled with the various layered subdetectors. A human is
added to show the relative size of the detector. Figure extracted from Reference [36].

optimized for e�cient processing, and reduces the event rate to about 1 kHz before the
data is stored [38].

The integrated luminosities for the 2016, 2017, and 2018 data-taking periods are
individually known with uncertainties in the range of 2.3–2.5% [39–41], while the total
Run 2 (2016–2018) integrated luminosity is known with an uncertainty of 1.8%. The im-
provement in precision is caused by the (uncorrelated) time evolution of some systematic
e�ects.

The global event reconstruction algorithm (also called particle-flow (PF) event recon-
struction [42]) attempts to reconstruct and identify each individual particle in an event by
utilizing a combination of all subdetector information. Correctly identifying the particle
type (photon, electron, muon, charged hadron, neutral hadron) is crucial in determining
the particle direction and energy. Photons (e.g. coming from �

0 decays or from electron
bremsstrahlung) are identified from energy measurements in the ECAL that are not linked
to the extrapolation of a charged particle track in the ECAL. Electrons (e.g. coming from
photon conversions in the tracker material) are identified by a primary charged particle
track and one or more energy clusters in the ECAL corresponding to the extrapolated
track trajectory or to possible bremsstrahlung photons emitted through the tracker mate-
rial. Muons (e.g. from B hadron semileptonic decays) are identified by hits in the central
tracker that are consistent with either a single track or several hits in the muon system,
and associated with calorimeter deposits that are compatible with the muon hypothesis.
Charged hadrons are identified by charged particle tracks that are neither consistent with
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electrons nor muons. Finally, neutral hadrons are identified by energy deposits in the
HCAL that are not associated with any charged hadron trajectory, or having an excess of
energy deposits in the ECAL and HCAL compared with the energy expected from charged
hadrons. The candidate vertex with the largest value of summed physics-object p

2
T is

taken to be the primary pp interaction vertex for an event.
The energy reconstruction for the various classification of particles is calculated using

the information from the CMS subdetectors. The energy of photons is determined by the
measurements from the ECAL. The energy of electrons is obtained from a combination of
the track momentum at the interaction vertex, the corresponding ECAL cluster energy,
and the energy sum of all bremsstrahlung photons attached to the track. The energy of
muons is determined from the corresponding track momentum. The energy of charged
hadrons is obtained from a combination of the track momentum and the correspond-
ing ECAL and HCAL energies, corrected for the response function of the calorimeters to
hadronic showers. Finally, the energy of neutral hadrons is determined from the corre-
sponding corrected ECAL and HCAL energies.

Jets are reconstructed o�ine from energy deposits in the calorimeters, clustered to-
gether using the anti-kT algorithm [43, 44] utilizing a distance parameter of 0.4. The
algorithm assigns the measurement of each calorimeter tower to a momentum value cal-
culated from the energy in the tower and the location of the tower. The raw jet energy is
computed from the sum of the tower energies, and the raw jet momentum is computed by
the vectorial sum of the tower momenta. The reconstructed jet momentum is found to be
within 5 to 10% of the true momentum in simulation over the entire pT spectrum for the
jet acceptance. Other pp interactions within the same bunch crossing (pileup) can create
additional tracks and energy deposits in the calorimeters. This e�ect is taken into account
and mitigated by discarding charged particles that are identified to have originated from
pileup vertices. An o�set correction is then applied to the remaining energy and track
contributions. Corrections to the jet energy are derived using simulation to correct the
measured response of the jets to that of the average particle level jets. In situ measure-
ments of the momentum balance in d�et, � + jet, Z + jet, and mult�et events are used to
correct for residual di�erences between the jet energy scale of data and simulation [45].
The resolution on the jet energy is about 15–20% at 30 GeV, 10% at 100 GeV, and 5% at
1 TeV [45].

The missing transverse momentum vector, �p
miss
T , is calculated as the negative vectorial

sum of the pT of all PF candidates in the event and is corrected for the energy scale of
reconstructed jets in the same event.

A transverse slice of CMS is shown in Figure 2.3, as well as the path of various particles
through the subdetectors. CMS uses a coordinate system with the origin centered at the
nominal collision point inside the detector, the y-axis pointing vertically upward, the
x-axis pointing horizontally inward toward the center of the LHC ring, and the z-axis
pointing along the beam direction from the LHC Point 5 towards the Jura mountains.
The azimuthal angle (�) is measured from the x-axis in the x-y plane and the polar angle
(�) is measured from the z-axis. Pseudorapidity is defined as � = -ln tan(�/2). A more
detailed description of the CMS detector can be found in Ref. [46].
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2.2 The Compact Muon Solenoid detector

as the “Cosmic Run at Four Tesla” (CRAFT) [139], was conducted, providing CMS Collab-
oration with invaluable experience in operating the experiment and understanding the
performance of its subdetectors. At the start of each operating year, CMS also observes the
muon halo from single circulating beams and receives several single shot “beam splash”
events. In such an event, single circulating beams are steered onto closed collimators
upstream of CMS, releasing muons that produce signals in most channels of the detector.

1m 2m 3m 4m 5m 6m 7m0m
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Figure 2.12: A sketch of the specific particle interactions in a transverse slice of the
CMS detector, from the beam interaction region, on the left, to the muon detector, on the
right. For this illustration, the muon and the charged pion are positively charged, and
the electron is negatively charged [138].

Two subdetectors, the Centauro And STrange Object Research (CASTOR) and Zero De-
gree Calorimeter (ZDC), enhance the hermeticity of the CMS detector by extending the ra-
pidity coverage in the forward region. The former is located 14.37 m from IP5—installed
on the collar table between the HF shielding and the rotating shielding [140]—and extends
the forward rapidity coverage to the region �6.6 < |�| < �5.2 (no segmentation), while
the later is installed 140 m away from IP5 in both the forward and backward directions
with a full acceptance to measure neutral energy flow in the |�| > 8.3 region (multifold
segmentation). Both calorimeters are made of quartz fibers and plates embedded in tung-
sten absorbers, providing a fast collection of Cerenkov light; each is further divided into
an electromagnetic and hadronic section of 20.12 (19) radiation and 9.5 (5.6) interaction
lengths, respectively. The significance of the forward physics program is essential, e.g.,
it o�ers constraints on the modeling of the underlying event in both pp and nuclear col-
lisions, revealing the proton and nucleus structure, and the parton evolution. A more
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Figure 2.3: A schematic of the particle interactions for muons, electrons, charged and
neutral hadrons, and photons in a transverse slice of the CMS detector. From left to right
is depicted the interaction point, the tracker, the ECAL, the HCAL, the solenoid and the
muon chambers.

2.2.1 Tracker

The CMS tracker employs silicon strip and pixel technology to measure the tracks
of charged particles. Between the 2016 and 2017 data-taking periods, the original pixel
detector was upgraded to maintain e�cient tracking within the the environment of in-
creased luminosity created by the accelerator upgrades during LS1. The original pixel
detector consisted of three layers at radii of 4.4, 7.3, and 10.2 cm and two endcap disks
on either side located 345 and 465 mm from the IP. For nonisolated particles within the
pT range of 1–10 GeVand |�| < 1.4, the track resolutions are typically 1.5% in pT and
25–90 (45–150) µm in the transverse (longitudinal) impact parameter [47].

The upgraded detector, referred to as the CMS Phase-1 pixel detector, improves the
performance for higher rate capability, radiation resistance, and more robust tracking
[48]. The CMS Phase-1 pixel detector consists of four layers (L1-L4) at radii of 29, 68,
109, and 160 mm and three endcap disks (D1-D3) on either side located 291, 396, and 516
mm from the IP. For nonisolated particles within the pT range of 1–10 GeVand |�| < 3.0,
the track resolutions are typically 1.5% in pT and 20–75 µm in the transverse impact
parameter [49]. The layout of the original pixel detector is compared to the CMS Phase-1
pixel detector in Figure 2.4.
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Figure 2.4: A longitudinal view comparing the layout of the original pixel detector with
the CMS Phase-1 pixel detector. Figure extracted from Reference [48].
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measurements relative to each crystal are held in buffers in the
FE waiting to be selected and read out.

The ECAL off-detector electronics [6] is made by 54
identical modules called FEDs (Front End Drivers). Every FED
is made by 3 interconnected boards: The TCC (Trigger
Concentrator Card), the CCS (Clock and Control System), the
DCC (Data Concentrator Card). The TP calculated in the FE are
elaborated by the TCCs and sent to the L1 Central Trigger. If
the event is considered interesting, an L1 Accept signal is sent
by the central system to all the detector parts: in ECAL the L1A
is redistributed by the CCS board. At this point the DAQ
process starts: the DCC board reads the crystals data from the
FE with full granularity and it reduces the payload of the event
data to be saved, thanks to additional information about the
significance of each TT processed by a secondary circuit, the
SRP (Selective Readout Processor) [7].

The ECAL DAQ system is handled by a distributed software
that is in charge of the configuration of all the electronic boards
and of the life cycle of the acquisition process. The tree control
structure makes the whole system particularly modular: the
operator, through a web interface called the FM (Function 
Manager), controls the ECAL Supervisor, an application that
handles a Supervisor for every off-detector board which is
responsible for the configuration of the electronics.

A. L1 Calorimeter Trigger
The L1 Calorimeter Trigger receives information from the

ECAL, HCAL (Hadron Calorimeter), and HF (Forward)
calorimeters of the CMS detector, and uses it to reconstruct
electron, photon, tau, and jet candidates, and to compute energy 
sums. The input is organized in TT, each corresponding to a
region of approximately 0.087 × 0.087 of extension in η, φ in 
the central part of the detector. A slightly more complex
geometry is used in the circular endcaps of the detector. Each
TT encodes the energies deposited in ECAL, HCAL and HF at
a specific position in the detector [11].

Fig. 1. The EB has an inner radius of 129 cm. It is structured as 36 identical
“Supermodules,” each covering half the barrel length and corresponding to a
pseudorapidity interval of 0 < |η| < 1.479. The EE at a distance of 314 cm from
the vertex and covering a pseudorapidity range of 1.479 < |η| < 3.0, are each
structured as 2 “Dees” [3]

The L1 Calorimeter Trigger is designed to access the entire
detector information at the TT granularity. A TMT (Time 
Multiplexed Trigger) [9] architecture, structured in two 
separate processing layers, is used. The data are collected from

the calorimeters in the Layer-1, which distributes data of
adjacent bunch crossings to one out of nine processing nodes of
the Layer-2. In this way, each Layer-2 card receives the
information from all the TT in the event. An additional
redundant node is also available to be used in case of failure of
any other node. The outputs of these nodes are collected by a
de-multiplexing (demux) node, are ranked by transverse
momentum, and are sent to the µGT (micro Global Trigger) [8]. 

TP from ECAL and HCAL are combined at Layer-1. The TP
are used to reconstruct electrons candidates with a dynamic
clustering algorithm. Combination of EG-like (Electron 
Gamma) clusters (including HCAL TP) are used to reconstruct
tau lepton candidates and a 9x9 TT sliding window approach
is used to build jet candidates. Multiple working points for
isolation, shape vetoes, the fine grain bit and the ratio of the H/E
is used to identify electromagnetic energy deposit. The final
trigger decision at Level-1 is performed at the µGT level which
then distributes the L1 Accept signal [10].

The L1 Accept decision is communicated to the different sub-
detectors through the TTC (Timing, Trigger and Control)
system. Every BX has to be analyzed but the L1 Trigger
requires some time to take its decision: the total time allocated
for the L1 decision and the transit of the signals from the on-
detector electronics to the services cavern is about 3.8 µs. 
During this time, the detector data must be held in buffers while
trigger data is collected from the FE electronics and processed
off-detector.

When the L1A (L1-Accept) signal is received by the system,
the detector high-resolution data of the selected event is
transferred to the FED cards in the counting room with optical
links, operated at 800 MB/s. Every subsystem of CMS has then
different electronic boards for signal processing, zero-
suppression, data-compression, and calibration. The processed
data is contained in several hundred FE readout buffers, ready 
to be elaborated by the HLT.

The cDAQ (Central DAQ) system is in charge of collecting
the elaborated data from 650 sources at the nominal L1 trigger
rate, combining every event fragment from the different sub-
detectors into a unique packet that is then sent to the HLT farm.
Each data source provides event fragments of 2 KB/s; thus, the
average throughput of the system is 500 GB/s (depending on 
the L1 trigger rate).

B. The Trigger Path
The basic detector unit is the TT, a group of 25 adjacent

crystals. Every TT is controlled by a group of boards called the
FE that process at 40 MHz the crystal data received from the
sensors. The FE electronics is the first step of both the Trigger
and the DAQ path. The FE consists in a motherboard, 5 VFE
(Very Front End) boards and one FE board. Each VFE reads the
data from 5 crystals each with a MGPA (Multi- Gain 
Preamplifier) [12] (with gains 1,6,12), an ADC 40 MHz
digitizer and radiation-hard buffers to send the data to the FE.
An integrated logic selects the highest non-saturated signal as
output and reports the 12-bit of the corresponding ADC with 
two bits encoding the ADC channel number (to store the gain 
used). If the read-out switches to a lower gain as the pulse

Figure 2.5: A schematic of the CMS ECAL showing the location of the barrel, endcap, and
preshower subdetectors. Figure is extracted from Reference [51].

2.2.2 ECAL

The electromagnetic calorimeter consists of 75 848 lead tungstate (PbWO4) crystals,
which provide coverage in pseudorapidity |�| < 1.48 in a barrel region (EB) and 1.48 <

|�| < 3.0 in two endcap regions (EE). PbWO4 was chosen because of its radiation hardness,
its fast response time, and its small radiation length (X0 = 0.89 cm) [50]. Each crystal
in the barrel is 23 cm long while the endcap crystals are 22 cm long. The crystals in the
ECAL barrel are oriented so that the center of each crystal makes a 3o angle with respect
to the vector pointing to the IP. The purpose of this small angle is to avoid openings in
the calorimeter aligned with incident particle trajectories. The barrel and endcap crystals
have a 2.2 ⇥ 2.2 cm2 and 2.86 ⇥ 2.86 cm2 cross-section, respectively, corresponding to
the average shower size of a photon in PbWO4. The disadvantage of PBWO4 is the low
light yield, requiring the use of photodetectors for amplification. Avalanche photodiodes
(APDs) with an amplification of 50 and vacuum phototriodes (VPTs) with an amplification
of 10 are used as photodetectors in the barrel and endcap, respectively. After the signal
is amplified by the photodetectors, it is passed into the front-end electronics where the
information is digitized by an analog-to-digital converter (ADC), creating discrete ampli-
tude measurements. These measurements sit in a bu�er until the L1 trigger is activated
at which point the 10 measurements from the selected event are passed into the CMS
data stream. Knowledge of the pulse shapes of each electronic channel allows the signal
amplitude (A) to be reconstructed o�ine.

Preshower detectors (ES) consisting of two planes of silicon sensors interleaved with a
total of 3X0 of lead are located in front of each EE detector (1.6 < |�| < 2.5). The various
components of the CMS ECAL can be seen in the schematic in Figure 2.5.

The energy resolution of the ECAL is defined as
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Figure 2.6: A quarter slice of the CMS HCAL in the r-z plane. FEE denotes the location
of the front-end electronics. The colors represent di�erent layers of detector that form
di�erent depth segments. HCAL segmentation in � is not depicted. Figure extracted from
Reference [54].

where S is the stochastic term, N is the noise contribution, and C is the scaling con-
stant [52]. The contributions to S are event-by-event fluctuations in the shower contain-
ment, the energy resolution in the preshower, and the photostatistics in the photodetec-
tors.

In the barrel section of the ECAL, an energy resolution of about 1% is achieved for
unconverted or late-converting photons that have energies in the range of tens of GeV.
The remaining barrel photons have a resolution of about 1.3% up to a pseudorapidity of
|�| = 1, rising to about 2.5% at |�| = 1.4. In the endcaps, the resolution of unconverted
or late-converting photons is about 2.5%, while the remaining endcap photons have a
resolution between 3 and 4% [53].

2.2.3 HCAL

HCAL cells have widths of 0.087 in both pseudorapidity (�) and azimuth (�) within
the region of |�| < 1.74. In the �-� plane, and within the region of |�| < 1.48, the HCAL
cells map on to the 5 ⇥ 5 arrays of ECAL crystals to form calorimeter towers projecting
radially outwards from the center of the detector. Within each of these tower, the sum
of the energy deposits in the ECAL and HCAL is used to define the calorimeter tower
energies, which are then used to derive the energies and directions of hadronic jets.
When combining information from the entire detector, the jet energy resolution amounts
typically to 15–20% at 30GeV, 10% at 100 GeV, and 5% at 1 TeV [45]. A schematic of the
HCAL is shown in Figure 2.6.
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2.3 The CMS Precision Proton Spectrometer

The CMS Precision Proton Spectrometer (PPS) is one of the CMS subdetectors that
evolved out of a collaboration between the CMS and Total Elastic and Di�ractive Cross-
Section Measurement (TOTEM) experiments (previously named CT-PPS). The motivation
for these detectors is to extend the CMS physics program to study central-exclusive pro-
duction (CEP) processes in high-luminosity environments at the LHC both in the context
of SM physics and BSM physics. The PPS detectors are located 210 and 220 m away from
IP5 on either side of CMS as seen in Figure 2.7.
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Figure 2.7: Layout of the PPS detectors with respect to CMS. One of the two symmetric
sets of PPS detectors is shown. RPs are located at 210 and 220 m away from the IP with
timing detectors located between the 220 m stations.

After a pp collision at IP5, if a proton remains intact in the final state, it will continue
to travel down the LHC beam line, guided by the LHC magnets, until it interacts with
the PPS detectors in the forward regions. The distance of the proton from the beam is
proportional to the momentum loss of the proton, and in this way, the LHC magnetic
lattice acts as a mass spectrometer for measuring protons. The PPS detectors located in
the positive-z direction from CMS are referred to as sector-45 (for the area between IP4
and IP5), and the PPS detectors located in the negative-z direction from CMS are referred
to as sector-56 (for the area between IP5 and IP6) as seen in Figure 2.8. At each of the 210
and 220 m stations, movable, near-beam machinery called Roman Pots (RPs) provide the
housing for the proton tracking detectors. RPs were originally used at the ISR [55] before
being employed at other colliders such as SPS, HERA, the Tevatron, and RHIC. Each PPS
station is equipped with a horizontal RP that can move in the x-direction and a vertical
RP that can move in the y-direction.

Figure 2.8: A schematic of the PPS detector system. After an interaction at the IP in CMS,
protons travel through the LHC magnetic lattice until they reach the RP stations located
on either side of CMS. The stations in the positive z-direction are referred to as sector-45
and the detectors in the negative z-direction are referred to as sector-56. Stations exist
at both 210 and 220 m from the IP.
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2.3.1 Tracking detectors

PPS used two di�erent tracking technologies during the LHC Run 2. In 2016, silicon
strip detectors were used in both the 210 and 220 m stations. The detector setup in this
year was basically the same as what had been used previously by the TOTEM experiment
in low-luminosity runs. There were two main goals of this exploratory operating period.
The first goal was to prove the feasibility of operating a near-beam proton spectrometer at
standard LHC luminosity conditions showing that the impedance of the detectors do not
prevent the stability of the LHC beams and does not significantly a�ect the luminosity.
The second goal was to fully integrate detectors into the CMS Data Acquisition (DAQ)
system. Silicon strips were chosen following the design of the TOTEM detectors that
had been used in previous years during low-luminosity runs at the LHC. The strips use a
microchip edge-less technology built onto 300 µm of silicon substrate [56]. The purpose of
minimizing the insensitive edge region is to maximize the acceptance for protons produced
in coincidence with a central system of lower masses. Each station is equipped with 5
units each having 2 strip sensors with opposite orientations of ±45o with respect to the
vertical axis. The strips obtain a 10 µm resolution in both the x and y planes. The lifetime
for the strip sensors, because of radiation damage, is about 5 ⇥ 1014 proton/cm2, so
the sensors needed to be replaced periodically throughout the data taking process. The
sensors use a VFAT2 ReadOut Chip (ROC) and were fully integrated into the CMS DAQ in
2016.

When multiple protons pass through strip detectors in a given bunch crossing, the
ambiguities in the reconstruction algorithm from multiple hits in sensors of di�erent ori-
entations cause the event to be discarded. During the high-luminosity running conditions
of the LHC, about 20% of events are expected to have multiple tracks in the PPS detec-
tors. In 2017, 3D pixel sensors were introduced into the 220 m stations of PPS to enable
multiple track reconstruction of the sensors and increase the radiation hardness. Then,
in 2018, both the 210 and 220 m stations were equipped with 3D pixels. The reason that
only the 220 m station was upgraded was to avoid the potential loss of data because of
the commissioning time required for the newly installed stations. Each station consists of
a stack of six detector planes where each plane uses a 1.6 ⇥ 2.4 cm2 pixel sensor and six
PSI46dig ROCs. The planes are tilted by 18.4o to maximize the spatial resolution. Figure
2.9 shows the configuration of the tracking detectors by year.

2.3.2 Acceptance

The nominal acceptance of PPS is for protons having fractional momentum losses
between 1.5% and 20%. Many beam, collimator, and detector e�ects can change this
acceptance so it is important that these e�ects are monitored throughout the LHC running
periods. The location of the RPs with respect to the IP also plays a large role in the
acceptance. Figure 2.10 shows the simulated mass acceptance for PPS with two stations
located 204 and 215 m away from the IP.

In the case where both protons are reconstructed, the acceptance can be understood
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different detector configurations each year!Figure 2.9: A schematic of the PPS detector configuration by year. The figure shows only
one of the symmetric sides of the PPS detector stations. In 2016, silicon strip sensors
were used in both the near and far stations. In 2017, silicon strips were used in the near
stations while 3D pixel sensors were used in the far stations. In 2018, both stations were
equipped with 3D pixel sensors.

as a function of the “missing mass” and rapidity of the protons calculated as
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where
p

s is the center of mass energy.

Since these values conveniently correspond to the more familiar CMS variables of
mass and rapidity, the PPS acceptance can be discussed in terms of the central system
that could produce protons within the kinematic reach of the PPS detectors.

During the 2016 data taking period before Technical Stop 2, the acceptance as a
function of the central system can be seen in Figure 2.11 for standard LHC optics. The
figure shows that the single-arm acceptance region can probe lower masses and higher
rapidities whereas the double-arm region is at higher masses (about 300 - 2000 GeV),
and rapidities closer to zero.

2.3.3 Optics

By measuring proton tracks at the RP positions, it is possible to determine the proton
kinematics at the IP by way of the beam optics, which provides a parametrization of the
LHC magnetic lattice between the IP and the RPs. Figure 2.12 shows a schematic of a
proton being transported non-linearly through the LHC to the RPs. The proton kinematics
at the RP of a proton transported by the LHC magnetic lattice a distance s is given by

�d(s) = T (s, � ) · �d⇤ 2.5
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Figure 17: Mass acceptance as a function of centrally produced mass for exclusive dijet events produced
in gluon fusion (left, computed with ExHuME), and exclusive WW events produced in photon-photon
processes (right, computed with FPMC). In the simulation, a coincidence of the tracking detectors placed
at z=204 m and z=215 m is required. The estimated acceptance is shown as a solid blue (red) line when
the tracking detectors are located at a distance of 15 (20) � from the beam center. Shaded bands indicate
the statistical uncertainties.

2.5 Timing detectors

The occupancy and performance of the time-of-flight detectors are studied for different detector geome-
tries. Here again, an average of 50 pileup interactions mixed with the primary interaction is assumed.
Smearing effects due to vertex position, beam energy dispersion, beam angular divergence, and crossing
angle are simulated.

Segmentation of the timing detector active area is considered for both the baseline option of the QUAR-
TIC detectors, and for the study-option of solid state finely-segmented “diamond-like” detectors (dis-
cussed in Sections 5.5 and 5.6). The QUARTIC timing detector geometry is physically limited by the
transversal dimensions of the detector bars and by the size of the available photodetectors, but also by the
outgoing proton direction/angle, as each particle must be contained within the same detector bar in order
to maximize the signal yield and minimize the cross-talk between neighboring bars. We estimate that the
latter is not a limiting factor as, at the CT-PPS location, the deflection in x per mm travelled in z is small,
and less than �x(per mm) � 0.10 µm. On the other hand, the “diamond-like” detector segmentation
offers a flexible geometry by allowing the optimization of the detector occupancy depending on the dis-
tance from the beam center, thus reducing the occupancy rates closer to the beam. In the simulation, each
L-shaped QUARTIC bar has the same (x, y) transversal section of 3 � 3 mm2; the “diamond-like” cells
have a y-dimension of 5 mm, with a variable width (in x) varying from 0.3 mm (close to the beam) up
to 4.6 mm (away from the beam). Multiple hits in the same cell “blind” the detector functionality, and
therefore –when this happens– the time-of-flight information cannot be used for rejecting pileup events.
Such instances are thus contributing as a source of inefficiency to the data analysis. Figure 20 shows
the resulting occupancies for the two geometries, when pileup and beam-related backgrounds (as dis-
cussed in detail in Section 2.6) are considered. It is clear that the diamond-like configuration is superior.
However, even with average pileup of 50, the baseline configuration is still able to function.

Occupancy distributions (at the z-location of the timing detectors) are compared in Figure 21 for different
average pileup multiplicities of µ = 25 and µ = 50. For this additional study, samples analogous to those
discussed in Section 2.2 and with an average number of pileup interactions µ = 25 are produced. In view
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Figure 2.10: Acceptance for forward protons as a function of the centrally produced mass
for exclusive WW events produced from photon-photon processes simulated with FPMC.
In the simulation, tracking detectors are located at z=204 m and z=215 m. The blue
(red) line shows the estimated acceptance when the detectors are inserted within 15 (20)
standard deviations of the beamline. The shaded bands show the statistical uncertainty.
Figure is extracted from Reference [57].
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Figure 2.11: Acceptance of the PPS detectors in the 2016 pre-TS2 configuration in terms
of the mass and rapidity of the central system. The yellow bands show the acceptance
region for each of the PPS arms separately and the green region shows the acceptance for
both arms.
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where �d is the proton kinematic vector at the RP,

�d =
�
x �x y �y �

� T
2.6

�d
⇤ is the proton kinematic vector at the IP, and T(s, � ) is the transportation matrix given

in equation 2.7.
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2.7

In the transport matrix, Lx and Ly are the e�ective lengths in the x and y directions,
Dx and Dy are the horizontal and vertical dispersions, respectively, and mij are the LHC
magnetic coupling constants. The horizontal and vertical magnifications are given by

vx,y =
�
�x,y/�⇤ · cos �µx,y 2.8

where �x,y are the betatron amplitudes and the relative phase advance �µx,y is given
by

�µx,y =

�
RP

IP

ds

�x,y

2.9

2.2 Proton Measurement with Roman Pot detectors

Figure 2.14: The geometry of RP stations (only the first two planes/sensors of the 56-220-near unit are
drawn). The proportions have been modified for graphical reasons, they are not to scale. The blue line
marks the beam axis. The red arrows mark the offsets of sensors’ centers from the package axes (slightly
inclined dotted lines). The v vectors give the read-out directions. The green lines show the distances
between sensors’ cut edges and the beam axis.

Since the position of the RPs is critical for all RP operations, every RP module is equipped with two
independent devices to determine its position: a motor-step counter and a linear voltage differential
transformer (LVDT) [78]. These devices are calibrated to give the distance between the face exposed to
the beam of the thin window (see Fig. 2.10) and the beam axis. If the gap between the thin window and
the sensors’ edges is known, one can calculate the distances from the beam to the sensors’ cut edges
(green lines in Fig. 2.14). These are the quantities relevant for the track reconstruction.

2.2 Proton Measurement with Roman Pot detectors

IP
s � beam axis

y

LHC magnet lattice RP station

p� p
y� ��

y
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yF�y

Figure 2.15: A scheme of the proton transport from the interaction point to a RP station. yN and yF are
the hit points in the near and far units of the station.

Imagine a collision which takes place at a vertex

(x�, y�, s�)T (2.2)

and where a proton is emitted, as sketched in Fig. 2.15. One may relate the momentum p� of the
outgoing proton to the nominal beam momentum

p� = pnom(1 � ��) , (2.3)

37

Figure 2.12: A schematic of the trajectory a proton could take from the IP through the
LHC magnetic lattice (shaded rectangle) to reach the PPS RPs. An asterisk denotes the
kinematics of the proton at the IP.

Keeping only the leading terms, the transportation equations used for proton recon-
struction are

x = vx (� ) · x⇤ + Lx (� ) · �⇤
x
+ Dx (� ) · � 2.10

y = vy(� ) · y⇤ + Ly(� ) · �⇤
y
+ Dy(� ) · � 2.11

where an asterisk denotes the variables at the IP. Figure 2.13 shows the e�ects of the
LHC optics on the proton position in the RPs in the x-y plane.

Analysis specific information about the optics determination will be discussed in a
later portion of this thesis. More information about the use of the LHC optics can be
found in Reference [58].
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Optics calibration
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Left: Illustration of the “pinch” or focal point at x = x0 where Ly (�0) = 0, given the relation
y Ly (�0) · �y . The Ly = 0 point is used in the optics calibration.

Right: Distribution of proton (x,y) coordinates in RP detectors in data is shown, along with a
parabolic fit of contours around “pinch” and minima fitted with line. The intersection is marked
with red dot, and indicates the estimate of focal point position x0. Dispersion and proton � are
related as x0 = Dx (�0) · �0. Measured Dx is used to calibrate LHC optics model.
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Figure 2.13: Simulation of protons propagated to the PPS detectors and their hits in the
x-y plane. A depiction is shown of the focal point where x = x0 and Ly = 0 (at about
x=2.15 mm). This focal point is used to calculate the horizontal dispersion in the optics
calibration for the proton reconstruction.

2.3.4 Alignment

The purpose of PPS is to measure the proton location with respect to the beam, and
therefore, the alignment of the detectors with respect to the beam needs to be established.
Alignment of the PPS detectors is performed first using data from low-luminosity runs
where both the vertical and horizontal RPs are inserted very close to the beam (within 1
mm). The information of the relative alignment of the RPs is then used to correct the data
at high-luminosity when the RPs are moved slightly further from the beam line. There
are three steps to the alignment procedure. The first step is the beam-based alignment
in which the RPs are calibrated with respect to the LHC collimators – the machinery used
in the LHC to keep the particles confined inside the beam pipe. During low-luminosity
runs, the RPs are slowly moved closer to the beam-line until contact with the beam
is made noted by a loss in the beam-loss monitors. At this point, the RPs are at the
same distance from the beam as the collimators, thus providing a starting point for the
alignment. The second step takes advantage of the overlapping area between the vertical
and horizontal RPs to align the RPs relative to one another. Using proton tracks that pass
through multiple RPs allows to determine the relative alignment of all sensors within a
given station as seen in Figure 2.14. The last step of the alignment process is the absolute
alignment of the RPs with respect to the beam. A set of elastic-scattering events, tagged by
the vertical RPs, is used to derive the position of the beam relative to the detectors using
the azimuthal symmetry of the elastic process. Data taken during the high-luminosity
runs is then corrected using the alignment data taken during the calibration runs. More
information about the details of the alignment process can be found in Reference [59].
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Figure 2.14: The red line represents a proton track passing through the overlapping
region of both vertical and horizontal RPs. The dotted line represents the LHC beam line.

2.3.5 Physics validation

During the LHC Run 2 period, PPS collected over 110 fb�1 of data. The data recorded
by the RPs relative the data recorded with CMS can be seen in Figure 2.15

Statistics

• luminosity collected in 2016 (left), 2017 (middle) and 2018 (right)

� total with RPs: > 110 fb�1
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Figure 2.15: A comparison of the data recorded by the CMS detector (blue) and the PPS
RPs (green). The left plot shows the comparison for 2016 data, the middle plot shows
the comparison for 2017 data, and the right plot shows the comparison for 2018 data.
This amount of luminosity is a great achievement for PPS, especially accounting for the
luminosity e�ciency in 2017 and 2018.

Using 9.4 fb�1 of data from 2016, the first validation of the PPS system came through
the observation of the SM process �� ! �� as shown in Figure 2.16.

The case in which both protons dissociate was treated as a background in this study.
Candidates were selected with two opposite sign leptons passing a dedicated criteria
while having at least one proton intact in the final state. The lepton criteria consisted of
p�

T
> 50GeV and M�� > 110GeV to avoid the peak of the Z boson. Additionally, events

were selected based on the azimuthal separation of the leptons as well as the cleanliness
of the dilepton vertex as seen in Figure 2.17.

Events were determined to be signal if they had a corresponding matching between
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1

1 Introduction
Proton–proton collisions at the LHC provide for the first time the conditions to study the pro-
duction of particles with masses at the electroweak scale via photon–photon fusion [1, 2]. Al-
though the production of high-mass systems in photon–photon collisions has been observed
by the CMS and ATLAS experiments [3–5], no such measurement exists so far with the simul-
taneous detection of the scattered protons. This paper reports the measurement of the process
pp � p + �p(�) in pp collisions at

�
s = 13 TeV, where a pair of leptons ( = e, µ) with

mass m( + �) > 110 GeV is reconstructed in the central CMS apparatus, one of the protons
is detected in the CMS–TOTEM precision proton spectrometer (CT–PPS), and the second pro-
ton either remains intact or is excited and then dissociates into a low-mass state, indicated by
the symbol p�, and escapes undetected. Such a final state receives contributions from exclu-
sive, pp � p + �p, and semiexclusive, pp � p + �p�, processes (Fig. 1 left, and center).
Central exclusive dilepton production is interesting because deviations from the theoretically
well-known cross section may be an indication of new physics [6–8], whereas central semiex-
clusive processes constitute a background to the exclusive reaction when the final-state protons
are not measured.

(Semi)exclusive dilepton production has been previously studied at the Fermilab Tevatron and
at the CERN LHC, but at lower masses and never with a proton tag [9–14]. In this paper,
forward protons are reconstructed in CT–PPS, a near-beam magnetic spectrometer that uses
the LHC magnets between the CMS interaction point (IP) and detectors in the TOTEM area
about 210 m away on both sides of the IP [15]. Protons that have lost a small fraction of their
momentum are bent out of the beam envelope, and their trajectories are measured.

Central dilepton production is dominated by the diagrams shown in Fig. 1, in which both
protons radiate quasi-real photons that interact and produce the two leptons in a t-channel
process. The left and center diagrams result in at least one intact final-state proton, and are
considered as signal in this analysis. The CT–PPS acceptance for detecting both protons in
“exclusive” pp � p + �p events (the left diagram) starts only above m( + �) � 400 GeV,
where the standard model cross section is small. By selecting events with only a single tagged
proton, the sample contains a mixture of lower mass exclusive and single-dissociation (pp �
p + �p�, “semiexclusive”) processes with higher cross sections. The right diagram of Fig. 1 is
considered background, and contributes if a proton from the diffractive dissociation is detected,
or if a particle detected in CT–PPS from another interaction in the same bunch crossing (pileup),
or from beam-induced background is wrongly associated with the dilepton system. A pair of
leptons from a Drell–Yan process can also mimic a signal event if detected in combination with
a pileup proton.
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p

p

��

�+

p

�

�

p

p

p

��

�+

p�

�

�

p

p
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��
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Figure 1: Production of lepton pairs by fusion. The exclusive (left), single proton dissoci-
ation or semiexclusive (middle), and double proton dissociation (right) topologies are shown.
The left and middle processes result in at least one intact final-state proton, and are considered
signal in this analysis. The rightmost diagram is considered to be a background process.

Figure 2.16: All three Feynman diagrams show the photoproduction of two opposite sign
leptons. The leftmost diagram shows the case where both protons remain intact in the
final state, the middle diagram shows the case where only one proton remains intact in
the final state, and the rightmost diagram shows the case where both protons dissociate.
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explicit requirement is made on the pT or on the quality of these extra tracks. In addition, the
dilepton acoplanarity (a = 1 � | �( + �)|/�) is required to be consistent with the two lep-
tons being back-to-back in azimuth �. The dilepton acoplanarity versus the distance between
the closest extra track and the dilepton vertex is shown in Fig. 8 for muons (left) and electrons
(right), for the simulated signal (blue and green dots) and double-dissociation and Drell–Yan
backgrounds (red and yellow dots). Based on these distributions, an extra-track veto region
distance of at least 0.5 mm around the vertex is required, along with a < 0.009 for the muons
and a < 0.006 for the electrons. The acoplanarity requirements are chosen such that the sig-
nal to background ratio predicted by the simulation is above unity before any matching of the
leptons with RP tracks. The size of the extra-track veto region is smaller than suggested by the
simulation, reflecting the fact that the distribution of primary vertices in z is narrower in the
data than in the simulation. Because of the high pileup rate, the selection is based on infor-
mation from reconstructed tracks alone, without using information from the calorimeters. This
results in an efficiency of > 95% for the highest values of pileup and pileup density observed
in the 2016 data set used for the measurement.
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Figure 8: Dimuon (left) and dielectron (right) acoplanarity versus the distance between the
closest extra track and the dilepton vertex for simulated signal and backgrounds. The points
represent the Drell–Yan (red), exclusive �� � + � (blue), single-dissociative �� � + �

(green), and double-dissociative �� � + � (yellow) processes. The dashed lines indicate the
region selected for the analysis. The number of points for each physics process does not reflect
its cross section.

Finally, the invariant mass of the leptons is required to satisfy m( + �) > 110 GeV. This sup-
presses the region around the Z boson mass, which is expected to be dominated by Drell–Yan
production.

Figure 9 shows the distributions of the dimuon and dielectron invariant mass and rapidity y,
after all the central detector requirements just described are applied. The Monte Carlo (MC)
predictions are normalized to the total integrated luminosity. In addition, for the LPAIR pre-
dictions, rapidity gap survival probabilities of 0.89, 0.76, and 0.13 are applied to the exclusive,
the single dissociative, and the double dissociative processes, respectively. The rapidity gap
survival probability quantifies the fraction of events in which no extra soft interactions occur
between the colliding protons. These soft interactions produce extra final-state particles, and
thereby suppress the visible (semi)exclusive cross section. The values used are calculated from
modified photon parton distribution functions in the proton that are compatible with Run 1
LHC measurements. In the case of the proton dissociation processes, these values represent
a mix of the incoherent and QCD evolution terms calculated in Ref. [37]. This choice of ra-

Figure 2.17: Acoplanarity versus the distance from the dilepton vertex to the closest
track for the dimuon channel (left) and the dielectron channel (right). The red points
represent the Drell-Yan process (background), the yellow double-dissociative �� ! ��

process (background), the green points represent the single-dissociative �� ! �� process
(signal), and the blue points represent the exclusive �� ! �� process (signal). The figure
is extracted from reference [60].

the reconstructed proton � and the dilepton �
±
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�
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T
e
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In the end, 12 single dissociative events were observed in the dimuon channel and 8
single-dissociative events were observed in the dielectron channel over a background of
1.49 ± 0.07(statistical) ± 0.53(systematic) and 2.36 ± 0.09(statistical) ± 0.47(systematic),
respectively. This signal yield corresponds to a significance greater than 5.1� and the first
observation of this process at the electroweak scale. The observed events can be seen in
Figure 2.18 and more information can be found in Reference [60].

The observation of this “standard candle” process proves the feasibility of using the
PPS alignment, optics, and proton reconstruction to conduct physics analysis in standard
LHC luminosity conditions.
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Figure 11: Correlation between the fractional values of the proton momentum loss measured in
the central dilepton system, ( + �), and in the RPs, (RP), for both RPs in each arm combined.
The 45 (left) and 56 (right) arms are shown. The hatched region corresponds to the kinematical
region outside the acceptance of both the near and far RPs, while the shaded (pale blue) region
corresponds to the region outside the acceptance of the near RP. For the events in which a
track is detected in both, the value measured at the near RP is plotted. The horizontal error
bars indicate the uncertainty of (RP), and the vertical bars the uncertainty of ( + �). The
events labeled “out of acceptance” are those in which (µ+µ�) corresponds to a signal proton
outside the RP acceptance; in these events a background proton is detected with nonmatching
kinematics.

) (GeV)−l+lm(
210 310 410

)− l+ l
y(

8−

6−

4−

2−

0

2

4

6

8

−µ+µ
−e+e

sector 45

sector 56

No acceptance
Acceptance in 210-N/F
Acceptance in 210-F
Double-arm acceptance

 = 13 TeVs, -1CMS+TOTEM 2016, L = 9.4 fb

Figure 12: Expected acceptance regions in the rapidity vs. invariant mass plane overlaid with
the observed dimuon (closed circles) and dielectron (open circles) signal candidate events. The
“double-arm acceptance” refers to exclusive events, pp � p + �p. Following the CMS con-
vention, the positive (negative) rapidity region corresponds to the 45 (56) LHC sector.

continuously operating a near-beam proton spectrometer at a high-luminosity hadron collider.

Figure 2.18: Correlation between the � value reconstructed from the leptons (� (�+��)) and
the � value reconstructed by the RPs (� (RP)). The left plot is for protons in sector45 and
the right plot is for protons in sector56. The shaded region corresponds to the region
outside the kinematic acceptance of both the near and far RPs. The horizontal error bars
indicate the error on � (RP) and the vertical error bars indicate the error on � (�+��). The
events labeled “out of acceptance” are events where � (�+��) is outside of the RP acceptance
and a background proton is reconstructed with non-matching kinematics. The figure is
extracted from reference [60].
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A search for central exclusive two-photon production of photon pairs is performed at
a center-of-mass energy

p
s = 13 TeV using 9.4 fb�1 from the central CMS detector

and the CMS-TOTEM Precision Proton Spectrometer [61]. The search targets photon
exchange events producing two photons in the central detector with intact, outgoing
protons in the final state. By searching in a high diphoton mass region, m�� > 350 GeV,
standard model diphoton production is suppressed and an anomalous coupling signal
might remain. A very strong pileup background suppression is obtained by measuring
intact protons in the forward regions. The background is dominated by inclusive diphoton
production in coincidence with pileup protons. Events are selected with individual photon
pT > 75 GeV and at least one proton track measured in PPS on either side of CMS. With no
exclusive candidates observed (and none expected) in the whole 2016 data-taking periods,
an upper limit of 4.4 fb is set on the fiducial production cross-section for this process for
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proton momentum losses 0.070 < � < 0.111 (0.138) corresponding to the acceptance of
the forward detectors on the positive-z and negative-z sides of CMS, respectively. The first
collider limits are placed on four-photon anomalous quartic gauge couplings.

3.1 Samples

The samples described in this section include the LHC data from 2016, the simulated
inclusive background MC samples, and the AQGC signal MC samples.

3.1.1 Data samples

Three data samples were used in this study, corresponding to the first datasets ac-
quired with the PPS detectors inserted. A long gap was observed between runs C and G,
corresponding to one and a half months where the radiation damage su�ered by the strips
detectors caused their collection e�ciency to drop drastically. Thus, the commissioning
of PPS timing detectors was prioritized with respect to the tracking component for this
period. However, for the beginning of Run G, some e�ciency was recovered by increasing
the bias voltage of the sensors.

Additionally, a few of the first and last luminosity sections of each LHC stable fill,
corresponding to the few minutes where the pots were being inserted or retracted to
prevent any damage lead by beam instabilities, are dropped from the usable runs. This
corresponds to a drop of 6.2 fb�1 from the 15.6 fb�1 recorded in CMS for the equivalent
period. The three datasets can be seen in Table 3.1.

Era LHC run range L ( fb�1)

Run B 273725–275376 4.29
Run C 275657–275931 1.44
Run G 279766–280385 3.63

Table 3.1: A list of the era, run range, and luminosity corresponding to the three data
samples used for analysis.

To process the data samples we use flashgg, a framework developed for major CMS
diphoton searches, and described in [62]. Originally designed for H! �� analyses, flashgg
uses a multi-variate algorithm (MVA) to build diphoton candidates and diphoton vertices,
which are normally very di�cult to reconstruct.

3.1.2 Background samples

Various background processes are simulated that are believed to contribute to the
selected data of this study. A complete list of all background samples used for the
description of the selection regions is shown in Table 3.2. All samples are mixed with
simulated pileup vertices to mimic the e�ect from the LHC collisions. The samples are
then reweighted to the pileup distribution from the three data-taking eras.
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Sample �gen pb Number of events

Incl. �� 134.3 3.9⇥106

Incl. � 862.4 72.8⇥106

Z� 123.8 14.4⇥106

W� 378.2 6.1⇥106

tt 511.3 10.2⇥106

QCD 113,100 20.8⇥106

Table 3.2: A list of the background samples used to describe the data as well as their
generated cross-section and number of events.

The leading inclusive �� background as well as the W� and Z� subleading backgrounds
are simulated by MadGraph5_amc@nlo 2.2.2 [63] at next-to-leading order (NLO) accuracy
with NNPDF3.0 parton distribution functions (PDFs) at next-to-NLO accuracy [64]. The
W� and Z� events act as a background in scenarios where the decay product (electron) is
misidentified as a photon. Other subleading backgrounds, namely the photon-enriched
QCD, photon-enriched inclusive �, and inclusive tt processes, are generated at LO by
pythia 8.205 [65] with NNPDF3.0 PDFs at LO accuracy. The exclusive SM LbL and DPE
�� processes are negligible in this mass range for the luminosity used in this study. LbL
events are simulated using the Forward Physics Monte Carlo (Fpmc) [66] using the process
implemented by the authors in Reference [27]. Furthermore, all samples considered in
this search are processed with a geant4 [67] simulation of the CMS central detector.

3.1.3 Signal samples

Similarly to the SM LbL process, AQGC signal events are simulated with FPMC as-
suming collinear photon emission from the protons. The photon fluxes from protons are
modeled using the Budnev et al. paramaterization [68].

The anomalous coupling signal is expected at high diphoton mass, high photon pT,
and to be centrally produced within the detector. Because of their exclusive nature, the
signal boasts the characteristic of having back-to-back photons with respect to the angle
�. These characteristics can be seen in Figure 3.1.

As an extra cross-check, two additional LbL samples were simulated with SuperChic

v2.06 [69], and fed to the same reconstruction and analysis frameworks. Two soft survival
factors scenarios were used for these two samples: a constant 100% survival factor, and
the so-called survival model 4 described in [70]. A good agreement is observed between
the di�erent samples. The input PDFs for incoming photons are the collinear LUXqed
2017 sets [71], expected to reproduce with good accuracy the collinear, resolved and
unresolved photon emission over a broad range of Q

2 and xBj.

3.2 Photon identification and isolation

Photons are reconstructed from energy deposits in the ECAL using algorithms that
constrain the superclusters in � and � to the shape that is expected for high pT photons
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Figure 3.1: Kinematics coming from simulated anomalous coupling events with intact
protons. These distributions are for the individual photons at generator level in FPMC
and setting the coupling value, �1, to 10�12 GeV�4. On the top left is the photon �, on
the top right is the photon pT, on the bottom left is the diphoton ��, and on the bottom
right is the diphoton mass. The fractional momentum loss of the protons is imposed to
be between 2 and 15% at generator level. The signal is shown to appear at high mass and
central �.
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and electrons. The algorithms do not use a hypothesis for the particle being a photon or
electron, therefore, Z ! e+e� events are typically used for measurements of the photon
trigger and identification e�ciencies [72]. However, an electron veto is applied later
that rejects a photon candidate if its supercluster is matched to an electron track with
no missing hits in the tracking layer. The fraction of events entering the four possible
categories of the electron veto is shown in Figure 3.2.
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Figure 3.2: Fractional number of preselected diphoton events with pT(single �) > 75 GeV
and m�� > 350 GeV, and having both photons failing (bottom left bin), one photon failing
(top left or bottom right bins), or both photons passing (top right bin) the conversion
safe electron veto for the whole 2016 data (left) and dominant �� + j background (right)
samples.

We use the MVA-based photon ID from the Run II H! �� study detailed in Reference
[73]. The ID uses isolation criteria based on the electromagnetic shower shape and ac-
tivity around the shower to reduce the photon fake rate while maintaining a high signal
e�ciency. The shape of the shower in the ECAL is measured using the variable i�i�i�,
which is the spatial second-order moment corresponding to the photon candidate in the
� direction[72] and is defined as

�i�i� =

� �
i25⇥5

�
�i � �̄

�2
wi�

i25⇥5 wi

, wi = max(0, 4.7 + log(Ei/E5⇥5)) 3.1

where �i is the pseudorapidity in the i
th crystal, �̄ is the average pseudorapidity of the

5⇥5 cluster, and wi is the weighting term.

Photons can be further identified through the R9 isolation variable. This R9 quantity
is defined as the ratio of energy deposited in the ECAL in a 3⇥3 cluster to the energy
deposited in the 5⇥5 cluster encasing it, centered on the most energetic crystal. Photons
that convert before reaching the ECAL will have showers with a larger spread leading to
a lower R9 value than unconverted photons. This kinematic variable also allows to veto
poorly isolated photons, expected to increase the energy spread into a larger geometrical
fraction of the calorimeter. Figure 3.3 shows the performance of the R9 value in the barrel
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for photons that convert in the tracker and photons that convert later or do not convert
at all.

4.3 Correction of cluster energy 5

ces are added if their centroid lies within a small � window and within a � distance roughly
equivalent to the 17 crystals span used in the barrel. The 5 � 5 matrices are allowed to partially
overlap one another. For unconverted photons, the superclusters resulting from both the barrel
and endcap algorithms are usually simply 5 � 5 matrices.

The R9 variable is defined as the energy sum of the 3 � 3 crystals centred on the most energetic
crystal in the supercluster divided by the energy of the supercluster. The showers of photons
that convert before reaching the calorimeter have wider transverse profiles and lower values
of R9 than those of unconverted photons. Figure 1 shows the R9 distribution for photons in
the ECAL barrel that convert in the material of the tracker before a radius of 85 cm, and those
that convert later, or do not convert at all before reaching the ECAL. The events are simulated
Higgs boson diphoton decays, H � ��, and the photons are required to satisfy pT > 25 GeV.
Both histograms are normalized to unity. Despite being an imperfect indicator of whether a
photon converts before reaching the ECAL, R9 is strongly correlated with the photon energy
resolution degradation due to the spreading of showers initiated in the tracker, induced by
the magnetic field. Based on such information, the simplest energy estimation for photons is
made by summing the energy in the supercluster for barrel (endcap) photons with R9 < 0.94
(R9 < 0.95), and summing the energy in a 5 � 5 crystal matrix for the remaining “unconverted”
photons. Signals recorded in the preshower detector are included in the region |�| > 1.65.
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Figure 1: Distributions of the R9 variable for photons in the ECAL barrel that convert in the
material of the tracker before a radius of 85 cm (solid filled histogram), and those that convert
later, or do not convert at all before reaching the ECAL (outlined histogram).

4.3 Correction of cluster energy

Significant improvements in energy resolution are obtained by correcting the initial sum of en-
ergy deposits forming the supercluster for the variation of shower containment in the clustered
crystals and for the shower losses of photons that convert before reaching the calorimeter. The
main mechanisms resulting in systematic variation of the fraction of the initial energy con-
tained in the clustered crystals, ranked in approximate order of increasing severity, are

Figure 3.3: Distributions of the R9 variable for photons in H ! �� events. The distribu-
tions are shown for photons that convert in the tracker before a radius of 85 cm (red) and
for photons that convert in the ECAL or not at all (blue). All photons are required to have
a minimum pT of 25 GeV. Figure extracted from Reference [72].

This is useful for identifying individual photons depositing their energy in the ECAL,
which give a high R9 value as opposed to �

0 decays that yield a much lower R9 value
as the two photons in the decay are separated by a very small distance. Additionally, a
selection on the ratio of hadronic energy to electromagnetic energy (H/E) gives a further
discrimination for photons. The overall e�ciency for photon identification is shown to be
about 90% for photons in the ECAL Barrel (EB) and about 87% for photons in the ECAL
Endcap (EE). Photon identification criteria can be found in Table 3.3.

Photon Category R9 H/E �i�i�

EB � 0.94 < 0.082 < 0.014
EE � 0.94 < 0.075 < 0.034

Table 3.3: The photon identification and selection criteria for high signal e�ciency.

To obtain optimal energy resolution, calibrations and corrections are applied to the
data for various detector e�ects. The ECAL crystal transparency is monitored and cor-
rected for during each LHC run.

Along with other information described in [73] the Boosted Decision Tree (BDT) MVA
is trained using

• pT of both photons
• cos ����

• vertices multiplicity in the event
• the BDT discriminant for the three best vertices taken from the vertex identification

MVA
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• the longitudinal distance �z between the best vertex, and the second and third
choices

• number of converted photons (either 0, 1, or 2)
To be inclusive of the signal, both photons are required to pass a loose selection on the

ID MVA output score (> �0.9). Central scale factors provided by the CMS collaboration
were used to correct the MC, where five bins of pT and eight bins of supercluster |�| are
derived.

3.3 Selection

In this section, the event selection is discussed for the inclusive control region and
the signal region. The section begins by describing the trigger selection and preselection
used for all events. Then, the inclusive background kinematics are introduced as well as
the method for deriving the background estimation. Finally, the “Elastic” selection used
for selecting signal events is explained.

In all distributions pictured in this section the last bin is used for the overflow events.

3.3.1 Trigger selection

Events are chosen by the HLT_DoublePhoton60 trigger path. This trigger was developed
for the CMS inclusive diphoton high-mass resonant and non-resonant searches [74]. It
requires two photon candidates to have a transverse momentum above 60 GeV and each
to have a H/E value less than 0.15.
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Figure 3.4: Top: Photon selection e�ciency measured in barrel (left) and endcaps up to
|�| < 2.5 (right) using the tag and probe method (all cuts except for electron rejection).
Statistical and systematic errors are shown. Bottom: the scale factors calculated by
dividing the data events by the simulated events. The scale factors are used to correct
the MC used in the analysis.

The pT cut on both photon candidates corresponds to a kinematic region where the
scale factor for the HLT e�ciencies have reached a plateau, as shown in Figure 3.4. A
full description of the tag-and-probe technique used on Z ! e+e� control samples for the
evaluation of the selection e�ciency can be found in Reference [75].
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The pileup reweighting is applied on all simulated samples for the following figures.
This latter allows to match the simulated primary vertices multiplicity with the “true”
number of interactions in the event. For the data, the number of interactions is evalu-
ated converting the average bunch instantaneous luminosity into the expected number
of interactions per crossing for each lumi section, rescaled to the total inelastic cross
section of 69.2 mb. The e�ect of this reweighting on the multiplicity of primary vertices
distribution prior to any preselection beside the triggering and a pT(single �) > 75 GeV,
and m�� > 350 GeV selection can be seen in Figure 3.5.
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Figure 3.5: Uncorrected (left) and reweighted (right) primary vertices distribution for
diphoton events with a loose preselection applied. The black points correspond to the
data while the filled histograms correspond to various SM backgrounds. The pink, red,
yellow, purple, light blue, and blue histograms correspond to the QCD, inclusive ��,
inclusive �, W�, Z�, and tt samples, respectively. The green histogram is an AQGC signal
sample multiplied by a factor of 5000 for illustration purposes.

An excess can be seen for events with one primary vertex. Most of these are coming
from ’fake vertices’ that can be cleaned by cutting on vertices very far (15+ cm) from the
origin. Such a selection cannot be made in this study because a precise reconstruction
of the diphoton vertex can not be obtained in exclusive diphoton events. However, these
events have no e�ect on the results of the analysis.

3.3.2 Preselection

The diphoton invariant mass scale at which the loop of W
± bosons is expected [27]

to dominate Standard Model two-photon production of diphoton is approximately below
200 GeV. The invariant mass of the diphoton candidate is required to be above 350 GeV
corresponding to the acceptance of the forward proton detectors.

Furthermore, the single photon pseudorapidity is constrained in the region |�(�)| <

2.5, with an additional veto between ±1.4442 and ±1.566, corresponding to the ECAL
transition region between the barrel and the endcaps. As in CMS diphoton resonances
searches, the “EEEE” category where both the photons are emitted in the electromagnetic
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calorimeter endcaps, is rejected since over 90% of the signal photons are produced in the
barrel. Single photons are also required to both pass the veto on prompt electrons defined
in section 3.2 at this stage.

To summarize the preselection, we require:

• single photon pT > 50 GeV
• a diphoton mass > 350 GeV
• |�� | < 2.5, with a veto on ECAL transition region
• at least one photon in the ECAL barrel
• prompt electron veto for leading and sub-leading photon candidate.

Figure 3.6 shows the agreement between data and MC for the diphoton mass after
the preselection. Single-bin excesses can be observed in some kinematic plots. These
excesses are resulting from the QCD MC that has very low statistics in these regions, and
upon rescaling, these peaks are created. However, as we will see in our signal region, this
QCD contribution is completely removed.
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Figure 3.6: Diphoton candidates mass after the HLT selection and preselection defined in
the text in linear scale (left) and log scale (right). The exclusive SM �� ! �� prediction is
magnified by two orders of magnitude for comparison purposes. The left and right plots
are linear and log-y plots respectively.

3.3.3 Inclusive region

Although we consider all relevant types of inclusive backgrounds as seen in Figure
3.6, the inclusive �� + j background gives the highest contribution at high mass. Here,
we use �� + j to mean a diphoton candidate in association with some form of radiation,
whether it be soft radiation or hard radiation in the form of an actual jet.

To evaluate the inclusive diphoton (+jets) background modeling, a kinematic region
enhancing contributions from this process is defined. On top of the preselection defined
in the previous section, the single photons’ transverse momentum is required to satisfy
pT(�) > 200 GeV, and a full suppression of any exclusive contribution is ensured with an
additional acoplanarity selection (see Section 3.3.4), namely 1 � |����/�| > 0.025. Cuts
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made on the diphoton acoplanarity follow the single photon resolution seen in Figure 3.7.
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Figure 3.7: The single photon resolution found from generated and reconstructed phi
values. The samples are SM LbL samples generated with SuperChic2 as described in the
text. Samples using FPMC give comparable results.

In Figures 3.8 and 3.9, one can directly see the relative shape-based agreement be-
tween the inclusive distributions and the ones observed in data, once again emphasizing
the good vertexing capabilities for such physics processes.

Sample Events
Incl. �� + j 1003.3 ± 6.6
Incl. � + j 225.5 ± 6.2
QCD 77.9 ± 62.9
Incl. Z� 73.5 ± 2.8
Incl. W� 61.7 ± 8.9
Incl. tt̄ + j 55.7 ± 7.8
Total predicted 1497.7 ± 64.7
Observed 1349
Data/MC 0.901

Table 3.4: Total inclusive background and observed data in the inclusive control region.
All errors quoted are statistical only.

However, as illustrated in Table 3.4, a 9.9% deficit, flat in all diphoton kinematics
quantities, is observed in this inclusive control region. We treat this deficit as an overall
rescaling k for the dominant inclusive ��+ j background in the later stages of this analysis
using:

k =
n(data) � �

i n(MCi)
n(�� + j)

= 0.8518.

A closure test ensures this rescaling applied on the dominant background source only
restores unity (1.000±0.048) in the data/MC ratio for this control region. A 37% system-
atic error is assigned on the full reweighting procedure, corresponding to the di�erence
observed in the k-factor extracted as a function of the acoplanarity variable (see Appendix
A), and the one extracted as a flat constant.
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Figure 3.8: Diphoton invariant mass and transverse momentum distribution in the in-
clusive �� + j region. The left and right columns are linear and log-y plots respectively.
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Figure 3.9: Leading, subleading, and combined photon kinematics for diphoton candi-
dates after inclusive selection defined in the text. The exclusive SM �� ! �� prediction is
magnified by two orders of magnitude for comparison purposes.
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Similarly to Equation 2.12, the central system � values can be defined as

�
±
��
=

1p
s

2�

i=1
p

�i

T e
±��i ,

corresponding to the overall momentum balance of the central event kinematics. One
may note that in the case of exclusive production of such a diphoton system, this ���

should be matched, within uncertainties, to the forward proton momentum loss in both
sectors, i.e. �RP.

The convention we use for the plus and minus superscript refers to the outgoing
forward scattered proton to be matched to the central system, hence for CMS, the positive-
sign is associated to LHC sector 45 (beam 2) and the negative-sign is for LHC sector 56
(beam 1).

We show the � distributions for the inclusive region described here in Figure 3.10. A
slight distortion within the statistical uncertainties may be observed for lower � values.
However, we will see in later parts of this note that the higher-� region of interest for this
study is correctly reproduced.
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Figure 3.10: Fractional momentum loss reconstructed from the diphoton kinematics for
the inclusive control region.

A templated exponential fit of observed data �
± distributions is performed, and shown

in Figure 3.11. The lower part of the fitting range is adapted to the central two-photon
selection through the central-forward masses kinematical relation:

mcms =
�
s�1�2,

where the two �i are the forward systems’ fractional momentum losses.
Assuming symmetric distributions, the minimum � is 350 GeV/13 TeV = 0.027. For

the upper limit of this fit, we use an upper value of 0.15 coinciding with the upper limit
on the RP � acceptance, driven by the LHC collimators positions in 2016.

In section 3.5.4, this fitted distribution, will be used as a sampling distribution for the
generation of “toy” events used in the background estimation.
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Figure 3.11: Top row: diphoton �
±
��

spectra for sector 4-5 (left) and sector 5-6 (right) in the
inclusive control region. Results of the exponential fit described in the text are displayed
in the legend. Bottom row: estimated error correlation between the two fit parameters for
the two sectors.

43



3.3.4 Elastic selection

The elastic selection is used for selecting the exclusive process of �� ! ��. In this
special scattering process, the resulting photons are expected to be back-to-back with
respect to the angle � giving us a criterion from which we can select truly exclusive
events.
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Figure 3.12: Acoplanarity distribution in the diphoton preselection region (at least one
candidate with m�� > 350 GeV) and p

�

T > 50 GeV). An upper limit of a < 0.005 is applied
on this variable for the selection of elastic candidates.

The main variable of interest to define this selection is the acoplanarity between the two
photons, defined as a ⌘ 1 �

�������/�

���, with � the azimuthal angle in the transverse plane
(expressed in radians). This variable provides an excellent rejection of major inclusive
backgrounds. Similarly to the two-photon production of dilepton discussed in [60], the
photon-induced productions are expected to peak sharply at low-a. Hence, a a < 0.005
selection is applied. As described in section 3.2, the R9 > 0.94 cut is applied to this
selection region for identifying photons. Figure 3.12 shows the distribution of this variable
throughout the data and MC at the preselection level.

Two-photon and single photon level control distributions can be seen for this elastic
selection in Figures 3.13 and 3.14 respectively. Figure 3.15 shows the data/MC agree-
ment between the number of diphoton candidates and the p

miss
T .

The most striking discrepancy arises in the reconstructed p
��

T spectrum for this copla-
nar selection. This e�ect is foreseen from the vertexing argument developed below. Unlike
the early Run 1 CMS searches for two-photon production of lepton pairs [76], no selection
is hence applied on this distribution in the following part of this analysis.
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Sample Events
Incl. �� + j 202.4 ± 2.9
Incl. � + j 48.3 ± 2.9
Incl. V� 0.7 ± 0.3
Total expected 251.4 ± 4.1
Observed 266
Data/MC 1.058

Table 3.5: Total inclusive backgrounds and observed data in the elastic signal search
region (no further ��� selection is applied). All errors quoted are statistical only.

As listed in Table 3.5 and shown in Figures 3.13, 3.14, and 3.15, we observe a good
agreement between expected and observed yields in most spectra for this elastic region.
A 3� excess of 5.8%, constant for the large majority of kinematics distributions of interest
is observed in this search region.

A summary of the selections defined in this section can be found in Table 3.6.

Region Cuts
HLT selection HLT_DoublePhoton60* trigger

Preselection

HLT selection
pT�

> 75GeV
� < 2.5 (transition veto)
EBEB and EBEE only

m�� > 350 GeV

Inclusive selection
Preselection

pT (�) > 200 GeV
acop. > 0.025

Elastic selection
Preselection
R9 > 0.94

acop. < 0.005

Table 3.6: A summary of the various selection regions described in section 3.3.

Central system resolution

The o�ine diphoton vertex reconstruction is optimised for a large multiplicity of tracks
observed in the central tracker. However, any elastic (two-photon) production of this cen-
tral system predicts a diphoton primary vertex lacking additional charged tracks produced
in its vicinity.

Therefore, the resolution on its transverse momentum and pseudorapidity is expected
to drop with respect to the inclusive production processes.

In Figure 3.16, the vertices multiplicity, longitudinal position, and multiplicity of ad-
ditional vertices surrounding the diphoton vertex are shown.

The resolution on this central two-photon kinematics is evaluated using the high-
statistics elastic LbL SM signal samples described in section 3.1.3.

As pictured in Figure 3.17, when applying the elastic selection defined above, the
diphoton mass and rapidity resolutions from the central system are reasonably good.

45



400 600 800 1000 1200 1400 1600 1800

 (GeV)γγm

0
20
40
60
80

100
120
140
160
180
200
220

Ev
en

ts
 / 

10
0 

G
eV

400 600 800 1000 1200 1400 1600 1800
 (GeV)γγm

0
0.5

1
1.5

2

Da
ta

/P
re

d.

Elastic selection

Data
 + j (NLO)tt

γIncl. Z
γIncl. W

 + jγIncl. 
 + j (NLO)γγInclusive 

 enriched)γQCD (e-
5000)× (γγ→γγSM 

CMS
Preliminary

 (13 TeV)-19.4 fb

400 600 800 1000 1200 1400 1600 1800

 (GeV)γγm

1−10

1

10

210

310

Ev
en

ts
 / 

10
0 

G
eV

400 600 800 1000 1200 1400 1600 1800
 (GeV)γγm

0
0.5

1
1.5

2

Da
ta

/P
re

d.

Elastic selection

Data
 + j (NLO)tt

γIncl. Z
γIncl. W

 + jγIncl. 
 + j (NLO)γγInclusive 

 enriched)γQCD (e-
5000)× (γγ→γγSM 

CMS
Preliminary

 (13 TeV)-19.4 fb

0 20 40 60 80 100 120 140

 (GeV)γγ

T
p

0

20

40

60

80

100

120

140

160

Ev
en

ts
 / 

10
 G

eV

0 20 40 60 80 100 120 140
 (GeV)γγ

T
p

0
0.5

1
1.5

2

Da
ta

/P
re

d.

Elastic selection

Data
 + j (NLO)tt

γIncl. Z
γIncl. W

 + jγIncl. 
 + j (NLO)γγInclusive 

 enriched)γQCD (e-
5000)× (γγ→γγSM 

CMS
Preliminary

 (13 TeV)-19.4 fb

0 20 40 60 80 100 120 140

 (GeV)γγ

T
p

1

10

210

310

Ev
en

ts
 / 

10
 G

eV

0 20 40 60 80 100 120 140
 (GeV)γγ

T
p

0
0.5

1
1.5

2

Da
ta

/P
re

d.

Elastic selection

Data
 + j (NLO)tt

γIncl. Z
γIncl. W

 + jγIncl. 
 + j (NLO)γγInclusive 

 enriched)γQCD (e-
5000)× (γγ→γγSM 

CMS
Preliminary

 (13 TeV)-19.4 fb

Figure 3.13: Linear and logarithmic scale distributions of the diphoton invariant mass
spectrum in the elastic control region. Bottom figure depicts the photon pair transverse
momentum distribution for the signal search region. As described in the text, the poor
agreement for the latter is attributed to exclusive diphoton vertexing performances.
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Figure 3.14: Single photon distributions for the elastic search region defined in the text.
The rows, from top to bottom, show the pT, �, and R9. The columns, from left to right,
show kinematics for the leading photon, subleading photon, and both photons. The
exclusive SM �� ! �� prediction is magnified by two orders of magnitude for comparison
purposes.
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Figure 3.15: Left: number of elastic diphoton candidates reconstructed in the event.
Right: total missing transverse energy for events with a diphoton system passing the
elastic selection.
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Both the FPMC and SuperChic 2 samples are used for comparison. For the latter, the loos-
est resolution among the two samples is used conservatively. Using the generator-level
kinematic truth associated to each photon in all pairs, the expected mass and rapidity
resolutions for the two-photon system are 2% and resp. 7.4%.

Additionally, we study the resolutions as a function of pileup. Then, the resolutions
are studied based on low, average, and high pileup conditions as seen in Figure 3.18. We
conclude that the mass and rapidity are not heavily dependent on the pileup conditions
for the number of vertices in this range.
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Figure 3.16: From left to right, top to bottom: primary vertices multiplicity for events
with a diphoton candidate passing the elastic selection, longitudinal position of elastic
diphoton vertices, and multiplicity of vertices reconstructed at a given distance of this
diphoton candidate vertex.
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Figure 3.17: Central two-photon mass and rapidity resolutions evaluated for the SM LbL
signal kinematics. The signal samples are generated with FPMC (top row) and SuperChic

2 (bottom row), as described above.
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Figure 3.18: Mass and rapidity resolutions for events selected from an FPMC sample
of anomalous coupling events. These resolutions are studied in three categories: low
pileup, average pileup, and high pileup. The low pileup category are events with less than
14 vertices, average pileup events have a number of vertices between 14 and 24, and
high pileup events are chosen as having more than 24 vertices. It is concluded that the
resolution is not significantly a�ected by the number of pileup vertices.
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3.4 Proton tagging

3.4.1 Forward pots alignment and � reconstruction

Proton tagging is performed using the CMS and TOTEM Precision Proton Spectrometer
described in Section 2.3. In the 2016 configuration used for this study, the following
nomenclature is used:

• 45-near and -far: +z-direction of CMS, 210 m from IP5
• 56-near and -far: �z-direction of CMS, 210 m from IP5
Following the discussion in Section 2.3.4, a set of alignment parameters allows the

x/y map of forward proton tracks to be corrected before the extraction of the tracks
kinematics. In 2016, the proton reconstruction used a linearized version of the proton
transport equation:

x(s) ' vxx
⇤ + Lx�

⇤
x
+ Dx� ' Dx�, 3.2

with vx the vertex o�set, Lx the horizontal e�ective length, and Dx the horizontal
dispersion involved in the leading term. All relevant parameters are extracted for the
2016 optics layout observed during data taking [58].

An � -dependent dispersion interpolation function is used for all four stations. The
linear approximation satisfies the proportion Dx ' x0/�0 for every station, where

• �0 is the momentum loss such as the vertical e�ective length Ly(�0) = 0, as simulated
by the mad-x beamline parameterization.

• x0 is the “pinch point” observed in the two-dimensional tracks distribution where
Ly(� ) vanishes and leads to a higher occupancy around y = 0.

The momentum loss uncertainty quantifies the bias introduced by the linearization
shown in the last term of 3.2 , namely:

��bias =
vxx

⇤ + Lx�
⇤
x

�
.

It can be defined from the following terms, added in quadrature:
• the uncertainty on pots horizontal alignment (150 µm)
• a term modeling the vertex transverse size (a conservative 10 µm resolution is used)
• a term accounting for the angular beam spread (divergence) at the interaction point

(we use 20 µrad),
• a sensors spatial resolution uncertainty of 12 µm
• a per-pot uncertainty on the dispersion values.
The dispersion uncertainty contribution is evaluated for all four pots used in this

study. The � -independent value of their relative resolution is listed in Table 3.7.

45-near 45-far 56-near 56-far
�Dx (%) 3.87 4.35 5.26 6.14

Table 3.7: Dispersion uncertainty computed for all four sensors used in this analysis.
Values extracted from [58].
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Combining all the e�ects mentioned above, the overall longitudinal momentum loss
uncertainty is pictured as the thick black line in Figure 3.19, with all contributions
displayed for illustration purpose.

3.4.2 Forward tracks acceptance

According to the crossing angle and dispersion configuration used in 2016, an estimate
of the mass and rapidity acceptance for the central system is shown in Figure 2.11. The
observed minimum value of the � acceptance is observed to be lower than the expectation
from the machine parameters. The data-driven �min acceptance is calculated in all four
pots after the proton reconstruction procedure. The minimum value is defined as the
value of � such that less than 1% of forward tracks are rejected. This e�ect is observed
in both sectors, although, it is more prominent in sector56 as seen in Figure 3.20.

The expected and observed �min values are shown in Figure 3.21 for all pots for events
containing a diphoton candidate.

RP 45N 45F 56N 56F
Nominal �min 0.033 0.024 0.050 0.037
Observed �min 0.034 0.023 0.042 0.032

Table 3.8: Lowest � values as expected from the LHC optics and observed in data for each
RP in the 2016 beam optics conditions.

3.4.3 Strips e�ciency

The total strips ine�ciency can be factorised in two major contributions: the strips
multi-tracking ine�ciency, and the radiation damage ine�ciencies.

Multi-tracking ine�ciency

The first ine�ciency source results from the failure of the reconstruction algorithm
for the silicon strip detectors when more than one proton is present in a given bunch-
crossing. Designed for low-luminosity data taking conditions, the algorithm for recon-
struction with strip detectors is not compatible with events having more than five non-
contiguous hits within one detector plane. A negative correlation between the RP e�ciency
and the number of vertices at the IP can be seen in Figure 3.22. For simplicity, the multi-
tracking ine�ciency is taken to be constant at 70% and we associate a 10% absolute
systematic uncertainty.
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Figure 3.19: Uncertainty on the longitudinal momentum loss � as reconstructed from the
PPS forward tracks horizontal position.
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Figure 3.20: Cumulative � distribution for the 4 strips passing the same L1 trigger se-
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Figure 3.21: � spectrum for events containing at least one diphoton pair, for all four
silicon strips Roman pots. From top to bottom, LHC sector 45 and 56 pots. The greyed
out area corresponds to the region out of the individual pots acceptance. The blue line
corresponds to the expected acceptance.
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Ine�ciency due to RP signal pileup : Results

• red: e�ciency of 1 RP plotted as function of time
• blue: average IP proton pileup from brilcalc
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Figure 3.22: Reconstruction e�ciency as observed during the full 2016 data-taking pe-
riod, for the 45-far pot (top). The average vertex multiplicity at IP5 during the same period.
A strong negative correlation is observed between the two plots.

Radiation Damage

The second source of ine�ciency stems from the radiation damage to the RPs because
of their proximity to the LHC beam. The e�ect is therefore time and luminosity dependent
causing a decrease in the sensitivity of the detectors.

During the 2016 data taking period the ine�ciency reached a level that caused the
RPs to be removed from the data acquisition system. Later on in 2016, an increase in the
operating voltage (300 V) allowed for the data acquisition to resume.

To understand the extent of the ine�ciency created by the radiation damage, we
studied each individual LHC fill in 2016 with respect to a reference fill when the detectors
were operating at optimal conditions. The reference fill was chosen to be the alignment
run used for the horizontal PPS stations utilizing the same beam properties. The radiation
damage in the reference period is assumed to be negligible.

The radiation damage is most prevalent at low values of � (and thus, low values of x)
as can be seen in Figure 3.23. This kinematic region has a minimal e�ect on the high
mass (and hence high � ) diphoton signal.

The behavior of this e�ciency as a function of � can be modeled through the following
template:

�(� ) =
p2

2

�
1 + erf

�
� � p0

p1

� �
, 3.3

where erf is the error function. Three degrees of freedom p0,1,2 represent the �0 value
such that �(�0) cancels, the slope parameter, and the asymptotic e�ciency value, respec-
tively. The value of these parameters after the fit can be seen in the legend of Figure 3.24
with the format (p0, p1, p2).

In Table 3.9, the lower limit on the � region with less than 10% radiation damage
ine�ciency is shown.
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Figure 3.23: Horizontal track coordinates spectrum for diphoton events passing the L1
trigger selection that have been normalized. The radiation damage is portrayed by the
gap between the number of events for the individual fills, and the reference fills.
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Figure 3.24: Summary of radiation damage component of the total PPS silicon strips
ine�ciency for all four pots used in pre-TS2 2016 data taking. A template fit is per-
formed using the Eq. 3.3 template. Resulting fitted p0�2 parameters are quoted between
parenthesis in all four legends. The regions with e�ciency above 90% are used in this
study.
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Pot 45N 45F 56N 56F
observed min(� ) 0.033 0.024 0.050 0.037
� s.t. �(� ) > 90% 0.068 0.064 0.069 0.060

Table 3.9: Lower limits on �RP for the di�erent pot acceptance and radiation damages
selections defined in the text.

Additionally, the fit to the � distribution for sectors 45 and 56 performs poorly for
values above 0.110 and 0.138, respectively. It was chosen to use these asymmetric
values as upper limits for the region with less than 10% radiation damage. We choose
to exclude events having a reconstructed � value within the range where the radiation
damage ine�ciency is less than 10%. The lower selection on � is shown in Figure 3.25.

3.5 Results

3.5.1 Diphoton candidates

A tightened selection of the diphoton candidates can be defined using the �RP limits
extracted in section 3.4.3. In addition to the selection criteria defined in 3.3, ��� can be
further required to be within the � range where the PPS detectors have a less than 10%
radiation damage ine�ciency.

A summary of the relative agreement between MC and data for all selections described
in Section 3.3 (bins 1-3) and with a �

±
��

compatible with the PPS strips detectors acceptance
(bin 4) or such that the strips radiation damage is under 10% following the procedure
described above (bin 5) can be found in Figure 3.26. Table 3.10 shows the selection
e�ciency for a SM signal sample with a prior 0.07 < � < 0.15 selection (compatible with
the forward tracks acceptance with less than 10% radiation damage), and pT(�) > 75 GeV,
along with the number of events observed in data for all these diphoton kinematic regions.

Central system selection Signal Data
HLT + diphoton preselection 72.3% 23650
Elastic selection 28.9% 266
�
±
��

in PPS strips acceptance 28.7% 43
�
±
��

s.t. �rad(� ) > 90% 21.1% 2

Table 3.10: Summary of signal e�ciency and cut flow for the successive selection stages
defined in the text. No forward proton selection is applied there.

3.5.2 Central-forward matching

Forward tracks originating from pileup and detected in PPS are the main source of
coincidental background. Therefore, we require the central system’s kinematics to be
compatible (within a given number of standard deviations) with the forward tracks. The
kinematic variables of interest for this matching are the mass and rapidity of the two
systems.

60



0 0.05 0.1 0.15 0.2 0.25
 (45N)ξ

0

2

4

6

8

10

12

14

16

Ev
en

ts Expected acceptance
Observed acceptance
< 10% rad.damage ineff.

Elastic selection

CMS-TOTEM
Preliminary

 (13 TeV)-19.4 fb

0 0.05 0.1 0.15 0.2 0.25
 (45F)ξ

0

2

4

6

8

10

12

14

16

Ev
en

ts Expected acceptance
Observed acceptance
< 10% rad.damage ineff.

Elastic selection

CMS-TOTEM
Preliminary

 (13 TeV)-19.4 fb

0 0.05 0.1 0.15 0.2 0.25
 (56N)ξ

0

2

4

6

8

10

12

14Ev
en

ts Expected acceptance
Observed acceptance
< 10% rad.damage ineff.

Elastic selection

CMS-TOTEM
Preliminary

 (13 TeV)-19.4 fb

0 0.05 0.1 0.15 0.2 0.25
 (56F)ξ

0

2

4

6

8

10

12

14

Ev
en

ts Expected acceptance
Observed acceptance
< 10% rad.damage ineff.

Elastic selection

CMS-TOTEM
Preliminary

 (13 TeV)-19.4 fb

Figure 3.25: Longitudinal forward tracks’ momentum loss distribution for the two pots
of sector 45 (top row) and 56 (bottom row) for events with a diphoton candidate following
the selection defined in the text. The solid green limits are depicting the individual pot
acceptance as observed from the technique used in Section 3.4.2. The red line shows the
region for which the radiation damage was observed to be below 10%.
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Figure 3.26: Number of simulated and observed events falling in all sideband and signal
regions described in this section. All selections described in this figure are made in the
diphoton system only. The color scheme of all samples may be found in all other plots
above.

The missing diproton mass and rapidity can be expressed as a function of the two
opposite-arm longitudinal momentum losses as shown in equation 1.5. Therefore, the
uncertainties on the diphoton missing mass and rapidity can be expressed as the following
quadrature sums:

�mpp

mpp

= �ypp =
1
2

�
��
+
p

�
+
p

�
��
�
p

�
�
p

�
. 3.4

Here, we use the CMS conventions to define the positive and negative sides of the
spectrometer. The CMS to LHC/TOTEM convention correspondence is the following:

• CMS positive z is LHC sector 4-5,
• CMS negative z is LHC sector 5-6.

With 9.4 fb�1 collected at 13 TeV with the PPS strips detectors in 2016, 22 exclusive
diphoton candidates are selected with at least one track in the computed acceptance
of silicon strips sensor on each side. The diphoton/diproton mass ratio and rapidity
di�erence for the events are shown in Figure 3.27. The mass ratio plot has a asymmetric
distribution as expected because of the fact that the diphoton mass is less than the
missing mass, which is e�ectively the “total” mass.

This matching can be seen in two dimensions in the scatter plots for both 2 and 3�

matching in Figure 3.28.

Among these candidates, none have a diphoton system mass compatible at 2� with
the two-forward tracks system’s. One has compatible rapidities. No diphoton candidates
are found to be compatible at 2� in both mass and rapidity with the forward tracks.

At 3�, one event matching in mass and rapidity is observed. The kinematic properties
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Figure 3.27: For the 22 diphoton candidates with at least two forward protons recon-
structed in each arm acceptance, pull distributions between the diphoton invariant mass
and the diproton missing mass (left), and the diphoton/diproton rapidities (right). The two
quantities are normalized to the absolute error on the di�erence (sum in quadrature of the
central and forward systems’ uncertainties). Also overlaid are the 2� and 3� deviations
bands.

System
�� pp

mass (GeV) 640.3 ± 12.8 733.8 ± 41.6
rapidity �0.378 ± 0.028 �0.450 ± 0.057

Table 3.11: Central and forward kinematic information for the event with both systems
matching at 3�.

of this event are shown in Table 3.11.

3.5.3 Search region with less than 10% radiation damage

In Figures 3.29, 3.30 and 3.31, several kinematics distributions are shown for the final
search region in which less than 10% radiation damage (see Section 3.4.3) was observed
in forward strips detectors. Using only this chosen � region (as listed in Table 3.9), only
2 diphoton events remain instead of the 22 referenced above.

This selection does not yet define any matching between central two-photon and for-
ward two-proton systems. This is the selection that will be used for the rest of the
analysis.

A 6.2% deficit compatible within uncertainties is observed between the 2 events ob-
served in data and an expected 2.11 + 0.96 - 0.66 (stat) background events yield. In this
tighter region, a total of 1 ⇥ 10-3 SM exclusive �� ! �� signal events are expected.

To summarize, we have defined three regions of interest in this note.

1. Elastic selection (“loose” elastic selection): defined with acoplanarity < 0.005 only,
no ��� selection, and no RP information.
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Figure 3.28: Balance between the diproton missing mass and the diphoton invariant
mass (lhs. figure), and the diproton and diphoton rapidities (rhs. figure), for events with
double tagging at 2� (top figures), and 3� (bottom figures).
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Figure 3.29: Distributions of the diphoton invariant mass and transverse momentum
spectra in the signal search region with ��� within the pots acceptance (and for the PPS
strips having less than 10% radiation damage).

2. Elastic selection + pots acceptance: same as above with the addition of ��� within
the observed pots acceptance (di�erent minimum value per pot, but maximum value
of 0.15 for all pots).

3. Elastic selection + “tight” pots acceptance: same as 2 with ��� within the range such
that radiation damage < 10%.
The final limits will be extracted from this last region as discussed in a later section.

3.5.4 Background estimations

After all selection criteria discussed in the previous sections, backgrounds come
mainly from inclusive diphoton events in coincidence with proton tracks from unre-
lated pileup interactions. Given the large uncertainties associated to di�ractive and
non-di�ractive events production and the lack of a proper simulation of the full e�ects of
proton propagation through the LHC beamline, a toy experiment is performed to estimate
this accidental background contribution in the signal search region.

To create the toy experiment, a pseudo-event is defined by the mixing of protons taken
from the same data sample as the selected events with a random diphoton kinematics
sampled from the templated fit performed in the inclusive-enhanced selection of data
observed in Section 3.3.3.

The background contributions for the 2 and 3� mass/rapidity matching windows is
estimated by mixing simulated diphoton events with protons from data. This process for
calculating the expected background coming from an accidental matching is equivalent
to the one developed for single-arm tagging in [60].

For the final estimate of the accidental matching events, the total number of events
from the toy simulation is normalized to the number of events from the MC passing
the central selection. Therefore, the background estimate needs to be corrected for the
fraction of events passing the central selection but not containing at least one forward
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Figure 3.30: Single photon distributions for the elastic search + tight pots acceptance
region defined in the text.
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Figure 3.31: Total missing transverse energy for events with a diphoton system pass-
ing the elastic selection and with a ��� within the pots acceptance (with less than 10%
radiation damage).

proton track. This fraction of events without any proton tracks reconstructed in RPs is
obtained from data, and evaluated at 53% .

In Figure 3.32 the mass and rapidity distributions generated for 500k "toys" are pic-
tured, along with the 1, 2 and 3� limits.

As an extra check, another fitting function is used to evaluate the modeling depen-
dence of this accidental backgrounds contribution. Using

f (� ) = p0e
�p1/�

2
,

we obtain numbers compatible with the 1 � � band of the previous template, resp.
0.884(2), 0.249(1), and 0.456(2) events where the central two-photon and forward two-
proton systems are unmatched, matched at 2-�, and at 3-�.

Matching window Bck.yield min(1�) max(1�)
unmatched 0.833(3) 0.676(3) 1.109(3)

2� 0.231(1) 0.192(2) 0.314(2)
3� 0.429(2) 0.350(2) 0.571(2)

Table 3.12: Summary of combinatorial, “accidental” inclusive background contributions,
and candidates matching both in mass and rapidity at 2 and 3�. Last two columns
represent the minimum and maximum of these yields obtained from 100 replicas of 100k
events with the ��� fit results for the inclusive control region varied over the 1 standard
deviation ellipse shown in Figure 3.11. The matching is considered only for the regions of
� such that the strips radiation damage is under 10%. Errors quoted in parenthesis are
statistical only.

The pileup dependency of this background estimation procedure is estimated running
the same workflow using three parameterizations of �

±
��

extracted in three bins of the
event vertex multiplicity: 0 < nvtx  15, 15 < nvtx  25, and nvtx � 25. As observed in
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Figure 3.32: Mass and rapidity correlation without (top row) and with a 2� correlation
in mass and rapidity (bottom row), for 500k toys generated as described in the text. 1,
2, and 3� deviation bands are overlaid to both distributions. For each 2D plot, the 1D
projections are shown for the diphoton and diproton systems.
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Table 3.13, the values obtained following the three templates agree within a few percent
and their di�erences are fully covered by the systematic uncertainties quoted for the full
procedure. This ensures a good stability of the method both for the central and forward
systems.

Matching window 0 < nvtx < 15 15 < nvtx < 25 nvtx > 25
unmatched 0.832(3) 0.832(3) 0.832(3)

2� 0.228(1) 0.232(1) 0.231(1)
3� 0.424(2) 0.427(2) 0.426(2)

Table 3.13: Inclusive background contribution for the various matching windows, for
three slices of vertices multiplicity (or pileup condition), as described in the text.

A summary of the selection stages and their background rejection may be found in
Table 3.14.

Selection criteria Data SM LbL �� + j Oth.incl.back.
HLT + preselection 23,650 0.00206 7810.6 14849.4
Elastic 266 0.00135 202.4 49.0
��� in pots acc. 43 0.00134 34.1 6.0
�rad(���) > 90% 2 0.00099 2.0 negl.

Table 3.14: Cut flow summary for the exclusive diphoton candidates selection.

3.5.5 Systematic uncertainties

The following sources of systematic uncertainties are considered:
• A 37% nuisance is assigned to the overall method to extract the yield correction for

the inclusive control region (see Section 3.3.3 and Appendix A for the procedure).
• an accidental background uncertainty evaluated as the maximal envelope size when

the inclusive ��� distribution fit is varied by ± one standard deviation; this corre-
sponds to another 33% systematic uncertainty source.

• A 13% uncertainty is assigned to the radiation damage and multi-tracking ine�-
ciencies of the PPS strips detectors, also accounting for cases in which a proton can
be observed in only one of the two pots, in both arms.

• the uncertainty on the CMS recorded luminosity for the run ranges considered; it
is taken as the same evaluated for the whole 2016 data taking period, hence 2.5%
[39].

• finally, a 10% uncertainty on the signal cross section is accounted for. This covers
the total uncertainty on the proton survival factor for two-photon processes around
the electroweak energy scale, as previously evaluated in e.g. [69] for the �� ! µ

+
µ
�

process.

3.5.6 Limit calculation

To calculate the upper limit on anomalous quartic gauge couplings, we use the version
7.0.12 of CMS Higgs "combine" tool [77].
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We use a LHC-style profile likelihood ratio as test statistic, and systematic uncer-
tainties are accounted for as nuisance parameters with a log-normal prior. Given the
background yields observed in Table 3.12, an observed hybrid bayesian-frequentist up-
per limit of 2.795(42) events is computed using the LHC-style parameterization of the
HybridNew method. This limit may be converted into observed upper limits on the pro-
duction cross section:

� =
N

(� ⇥ A) ⇥L
where N is upper limit observed for signal events as quoted above, and (�⇥A) the e�ciency
times acceptance for the overall signal selection. This latter is evaluated to be 9.3%
for an elastic SM-like signal sample generated with FPMC, using 0.07 < �p < 0.111,
0.07 < �p < 0.138 for sectors 45 and 56 respectively, and pT(�) > 75GeV. This term
accounts for the 21.1% CMS selection e�ciency, 30% multi-tracking ine�ciency in each
arm, and 10% radiation damage at most for PPS strips detectors. At 95% CL, the upper
limit on the exclusive LbL cross section in the kinematic range quoted above is found to
be:

�(pp ! p��p|�p 2 �
PPS) < 4.4 fb 3.5

3.5.7 Limits on anomalous quartic gauge couplings

Given the upper limit on the LbL cross section within the fiducial cuts defined above,
corresponding limits can be extracted on anomalous exclusive diphoton production mech-
anisms.

An upper limit is set on the partial cross section for pp ! p��p with E
�

T > 75 GeV,
|�� | < 2.5 and �

±
��

within PPS strip detectors acceptance (and �p such as the radiation
damage observed in these detectors is < 10%).

To probe the two-dimensional space of �1 vs. �2, the theoretical cross section estimates
were scanned using the FPMC generator interfaced to Pythia 8 over the parameters range
of interest. The same phase space cuts as applied on the SM signal selection are defined
for the selection e�ciency.

In this study, 20 anomalous samples of approximately 5000 events were produced
with the same pileup conditions as used for all other signal and background samples.

As illustrated in Figure 3.33, the various diphoton kinematics distributions – and
hence selection e�ciency – do not vary strongly between the coupling parameters �1 and
�2 within the acceptance.

In this study, a constant CMS selection e�ciency of 63.8%± 1.7% is set for the whole
anomalous parameters range of interest. To reiterate, the selection e�ciency is much
lower for the SM LbL process that is most prevalent at lower masses. The overall � ⇥ A

factor is calculated to be 14.5% accounting for the 63.8% CMS selection e�ciency, 30%
multi-tracking ine�ciency in each arm, 51.4% signal e�ciency in the asymmetric � range,
and 10% radiation damage for the PPS detectors.
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Figure 3.33: Left: e�ciency for the “tight � ” elastic selection (where at most 10% radiation
damage is expected in the PPS strips detectors), as a function of the two AQGC parameters
for EFT extension of the LbL process. E�ciencies are interpolated from parameters values
marked by stars on the two distributions. Right: e�ciency for the same selection as a
function of the two AQGC parameters when the other is set to 0.

The observed (expected) results are

�
fid

prod
< 2.079(2.488) fb. 3.6

The AQGC cross-section follows a family of ellipses in the �1, �2 plane described by the
equation

� = A�
2
1 + B�1�2 + C�

2
2 3.7

where A, B, and C are constants in the proportions described in equation 2.5 in Reference
[22].

Once one cross-section is known in the �1, �2 plane, every other point can be calculated
analytically. Using the one FPMC AQGC sample generated within the fiducial volume
having �1 = 5⇥10�13, �2 = 0, and � = 6.25 fb, the constant A can then be found can be
found using the following relation:

A = �/�
2
1 3.8

Using the proportions of 48, 40, and 11 for A, B, and C, respectively, we then get the full
equation for the analytical conical form:

�(�1, �2) = 2.5001 ⇥ 1025 · � 2
1 + 1.0417 ⇥ 1025 · (2 ⇥ �1�2) + 6.5902 ⇥ 1024 · � 2

2 .

This equation has been validated by confirming that it gives the same cross-section as
FPMC for various points in the (�1, �2) plane.

This equation may be used to derive the limits on each coupling parameter separately
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by setting the other to zero.

|�1| < 2.88 ⇥ 10-13 GeV�4 (�2 = 0)

|�2| < 6.03 ⇥ 10-13 GeV�4 (�1 = 0)

The observed and expected limits are shown in Figure 3.34.
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Figure 3.34: Two-dimensional limits on AQGC anomalous diphoton production mecha-
nisms given the upper limit observed on production cross section.
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A search for high-mass exclusive diphoton production via photon-photon fusion with
intact protons is presented. The analysis utilizes 102.7 fb�1 of data collected

by the CMS and PPS detectors in the full Run II dataset at
p

s = 13 TeV. Events are
selected with each photon having a pT > 100 GeV, a diphoton mass > 350 GeV, and
having opposite-side protons within the asymmetric acceptance 0.035 < � < 0.15 (0.18)
for sector45 (sector56). The diphoton system is then required to satisfy an acoplanarity
selection with a < 0.0025. Using proton tagging techniques from the CMS Precision
Proton Spectrometer, final state intact protons from the corresponding photon-exchange
event can be measured to remove the dominant backgrounds. In addition to di�erent
transverse momentum and proton � selections with respect to the previous analysis, a
more robust photon ID, completely data-driven background estimation procedure, and
shape-based limits are utilized. One-dimensional limits are derived on the four-photon
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anomalous coupling parameters for �1 < 7.26⇥10�14 GeV�4, �2 < 1.52⇥10�13 GeV�4.
Finally, the strongest limits to-date are placed on Axion-Like Particle production in the
fiducial volume of this search.

4.1 Datasets

The samples used in this study include LHC data collected by the CMS experiment in
2016, 2017, and 2018 as well as inclusive background MC samples and signal samples
modeling AQGCs and ALPs.

4.1.1 Data samples

Ers Run Range L fb�1

Run 2016 B 273725–275376 4.55
Run 2016 C 275657–275931 1.58
Run 2016 G 279766–280385 3.65

Total 9.78

Table 4.1: Data samples, run ranges, and luminosity used in this analysis for the 2016
data taking year.

Era Run Range L fb�1

Run 2017 B 297023–299330 2.3609
Run 2017 C 299359–302045 8.5772
Run 2017 D 302111–302679 4.0748
Run 2017 E 303708–304798 8.9597
Run 2017 F 305016–306462 13.2199

Total 37.2198

Table 4.2: Data samples, run ranges, and luminosity used in this analysis for the 2017
data taking year.

Era Run Range L fb�1

Run 2017 A 297023–299330 12.1038
Run 2017 B 299359–302045 6.7859
Run 2017 C 302111–302679 6.5297
Run 2017 D 303708–304798 30.2966

Total 55.7161

Table 4.3: Data samples, run ranges, and luminosity used in this analysis for the 2018
data taking year.

The data used in this analysis corresponds to the LHC runs where both the CMS
and PPS detectors were fully operational. For the 2016 data taking period, data is only
used from eras B, C, and G (same as in Chapter 3) corresponding to runs when the PPS
detectors were part of the data acquisition as shown in Table 4.1. The gap between eras
C and G correspond to a period where radiation damage to the PPS strip detectors caused
the e�ciency to drop drastically. For the data taking years of 2017 and 2018, all CMS
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eras are used in the analysis as shown in Tables 4.2 and 4.3, respectively. The luminosity
of data recorded by PPS with respect to CMS for Run II can be seen in Figure 2.15.

The run ranges for the CMS eras are further divided by PPS based on the detector
conditions. This is necessary for correct implementation of detector e�ciencies. The PPS
eras and the corresponding integrated luminosities used in the analysis can be found in
Table 4.4.

PPS Era Run Range L fb�1

2016 B1 272007–274286 0.64
2016 B2 274314–275386 3.91
2016 C 275657–276283 1.58
2016 G 278820–280385 3.65
2017 B 297020–299329 2.36
2017 C1 299337–300785 5.31
2017 C2 300806–302029 3.26
2017 D 302030–303434 4.07
2017 E 303435–304826 8.96
2017 F1 304911–305114 1.71
2017 F2 305178–305902 7.88
2017 F3 305965–306462 3.63
2018 A 315252–316995 12.10
2018 B1 316998–317696 6.38
2018 B2 318622–319312 0.40
2018 C 319313–320393 6.53
2018 D1 320394–322633 19.88
2018 D2 323363–325273 10.42

Total 102.67

Table 4.4: The recorded luminosity for each PPS era and corresponding run ranges within
the LHC Run II data-taking period.

The data format used for this analysis was developed by the author on behalf of the
CMS collaboration. This marks the first time that protons have been integrated into the
“NanoAOD” format – the recommended data format of CMS. Access to protons at this level
allows for quick and convenient analysis techniques with minimal storage requirements.

4.1.2 Monte Carlo background samples

A complete list of the background samples used for the description of the selection
regions is shown in Table 4.5.

All samples are reweighted for their corresponding pileup conditions and average
energy density (fixedGridRho).

As in Chapter 3, the dominant background in all selection regions is the inclusive
��+jet(s) sample where “jet(s)” are loosely classified as any radiation of energy by the CMS
MC nomenclature. This sample is modeled at NLO through the MadGraph5_aMC@NLO

[63] package. The subleading tt + j and V + � samples are also modeled through the
MadGraph5_aMC@NLO package where V represents a photon, W boson, or Z boson. The
decay channel used in the aforementioned samples is Z ! �

+
�
� and W

± ! �
±
��. To
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estimate the QCD background, an electron and photon enriched QCD sample generated
with pythia 8 (CP5 tune) is also utilized. All background samples are listed in Table 4.5
along with the generated cross-section.

Sample �gen (pb)

Incl. �� 118.0
Incl. � 873.7
Z� 55.47
W� 191.1
tt 815.96
QCD 117,500

Table 4.5: A list of the background samples used to describe the data as well as their
generated cross-section. Di�erent numbers of events are generated for each sample in
each simulated data taking year.

The phenomenological studies in [22] are used as a reference for the main expected
background processes where it is shown that the QCD contribution to the two-photon
cross-section dies out quickly with increased diphoton masses. In fact, almost all back-
grounds are diminished at high-diphoton masses. The remaining background contribu-
tion is discussed later in section 4.5.2.

4.1.3 Signal samples

LbL signal samples are generated using the Forward Physics Monte Carlo (FPMC)[66]
assuming collinear photon emission from both incoming protons. The photon fluxes
from proton are modeled using the Budnev et al. parameterization. For the simulated
conditions of each data taking year, multiple signal samples are generated with various �1

and �2 values. One SM LbL sample is also generated for each year. These samples serve
to derive the signal e�ciency.

The signal is expected to exist at high diphoton mass, high pT, and central �. Because
the two final state photons are produced exclusively, they are expected to be back-to-
back with respect to the azimuthal angle �. These characteristics are evident in Figure
4.1 where the 2017 samples are shown as an example.

Another model that is considered is the s-channel exchange of an Axion-Like Particle
(ALP). In this case, the main parameters of interest are the mass of the particle and the
coupling constant,f �1, describing the coupling to the four photons. Multiple samples are
also generated for each year having various ALP masses ranging from 500 GeV to 2000
GeV. For the analysis discussed in Chapter 3, the luminosity and acceptance did not
provide su�cient sensitivity to this process with respect to previous LHC studies.

Kinematics for various ALP masses are shown in Figure 4.2 for the 2017 CMS pileup
conditions as an example. Distributions of the observables do not change with varying
values of f

�1, so only one value for the coupling strength is used. In the ALP dipho-
ton mass plot, the sample with m = 2000 GeV has a di�erent distribution due to the
requirements placed on the � variable at generator level (0.035 < � < 0.18).
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Figure 4.1: Anomalous coupling signal kinematics for the single photon � (top left), single
photon pT (top right), diphoton acoplanarity (bottom left), diphoton mass (bottom right).
The signal simulation shown here is generated with FPMC for an Anomalous Quartic
Gauge Coupling signal using �1 = 10�12, �2 = 10�12. The distributions represent the
signal sample after undergoing the full CMS detector response. The simulated samples
are shown for the 2017 CMS pileup conditions.
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Figure 4.2: ALP signal kinematics for the single photon � (top left), single photon
pT (top right), diphoton acoplanarity (bottom left), diphoton mass (bottom right). All
samples shown here are generated with FPMC for an Axion-Like Particle signal using
f
�1 = 10�1

TeV
�1. The distributions represent the signal sample after undergoing the

full CMS detector response. The simulated samples are shown for the 2017 CMS pileup
conditions.

78



3− 2− 1− 0 1 2 3
γη

0

0.002

0.004

0.006

0.008

0.01

0.012

0.014

0.016

0.018

0.02

0.022

Ev
en

ts
 fr

ac
tio

n

CMS
Simulation

2017 PU cond. (13 TeV) pred.γγ→γγFPMC, SM 

0 200 400 600 800 1000 1200 1400
 (GeV)γ

T
p

5−10

4−10

3−10

2−10Ev
en

ts
 fr

ac
tio

n

CMS
Simulation

2017 PU cond. (13 TeV) pred.γγ→γγFPMC, SM 

0 0.001 0.002 0.003 0.004 0.005 0.006 0.007 0.008 0.009 0.01
π|/φ Δ1- |

5−10

4−10

3−10

2−10

1−10

Ev
en

ts
 fr

ac
tio

n

CMS
Simulation

2017 PU cond. (13 TeV) pred.γγ→γγFPMC, SM 

500 1000 1500 2000 2500 3000
 (GeV)γγm

0

0.01

0.02

0.03

0.04

0.05

0.06

Ev
en

ts
 fr

ac
tio

n

CMS
Simulation

2017 PU cond. (13 TeV) pred.γγ→γγFPMC, SM 

Figure 4.3: Kinematics for the single photon � (top left), single photon pT (top right),
diphoton acoplanarity (bottom left), diphoton mass (bottom right). All samples shown
here are generated with FPMC for the SM LbL. The distributions represent the signal
sample after undergoing the full CMS detector response. With respect to the anomalous
coupling signal, the SM LbL events are expected at lower masses and transverse momenta.
The simulated samples are shown for the 2017 CMS pileup conditions.
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The kinematics for the SM LbL process can be seen in Figure 4.3 for the 2017 pileup
conditions as an example. The contrast between the pT

� and m�� is noted between the
BSM kinematics and the SM kinematics.

Samples are shown for the 2017 UL reconstruction conditions. The distributions for
the other data taking years are essentially identical.

4.2 Photon identification

Various photon identification (ID) recipes developed by the CMS collaboration were
tested in this analysis to attain the best signal e�ciency. For this study, the AQGC signal
samples described in section 4.1.3 were used for testing the performance of each ID.

A multivariate analysis (MVA) utilizing a boosted decision tree (BDT) [78] is chosen
for identifying and isolating photons. This technique allows for the definition of a single
discriminating variable for each photon candidate that is based on many variables that
help discriminate prompt photons from backgrounds. The inputs into the BDT are shower
shape variables, isolation variables, and quantities based on the shower and isolation of
pileup present in the event [53], each of which are described here. The �i�i� variable
is the spatial second-order moment of the photon candidate with respect to the angle
� [53]. The R9 variable is calculated as the sum of the energy contained by the 3⇥3
centered on the most energetic crystal in the supercluster divided by the supercluster
energy. The cov�� variable is the covariance of the single-crystal values in � and � for
the 5⇥5 array of crystals centered on the highest energy crystal. The S4 variable is the
energy contained by the most energetic 2⇥2 array of crystals (containing the seed crystal)
divided by the energy of the supercluster. The BDT also considers the � and � width
of the electromagnetic shower. The photon isolation variables that are considered are
based on the PF algorithm. The Iso� , Isochg, and Ison are obtained by summing the
transverse momenta of the photons, charged hadrons, and neutral hadrons, respectively,
inside an isolation region of radius �R in the (�,�) plane around the photon candidate
[53]. Other variables used as inputs are the raw supercluster energy and supercluster �

of the photon candidate as well as the average energy density of the event. Specifically
for photon candidates in the endcap, the preshower �� and preshower energy divided by
the supercluster energy are inputted to the decision tree.

The BDT is trained on simulated � + j events. The photon candidates are required to
pass a preselection of criteria. The criteria are specific to each of the four categories that
the photon candidate can belong to based on its location and R9. The preselection cuts
are shown in Table 4.6 where Isotrk is the tracker hollow cone isolation defined as the
sum of the transverse momenta of all tracks inside a cone around the photon candidate.

A working point (WP) can be defined where the BDT output gives a signal e�ciency of
90% for identifying photons. The corresponding BDT output for this WP90 is found to be
-0.02 for EB photons and -0.26 for EE photons.

The MVA ID makes identification and isolation requirements on the physics object in
the CMS ECAL, but makes no prediction about whether the particle is a photon or an
electron. For this reason, an electron veto is needed. A conversion-safe electron veto
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H/E �i�i� R9 Iso� Isotrk

EB & R9 > 0.85 0.08 - > 0.5 - -
EB & R9  0.85 0.08 < 0.015 > 0.5 < 4.0 < 6.0
EE & R9 > 0.9 0.08 - > 0.8 - -
EE & R9  0.9 0.08 < 0.035 > 0.8 < 4.0 < 6.0

Table 4.6: Preselection for events to be used as a training sample for the photon identifi-
cation BDT.

(CSEV) is used to remove photon candidates that are actually electrons without removing
converted photons. For the signal samples described in Section 4.1, the MVA WP90 ID
is found to be 84.76% e�cient, and the CSEV is found to be 96.20% e�cient for signal
photons passing the ID.

4.3 Event selection

In this section, the sequential event selection placed on the CMS diphoton system is
described. It is important to note that the selection criteria di�er slightly between the 2016
data taking period and the rest of the Run II period. The HLT triggers that are chosen
for the analysis are discussed first. Then, a group of quality selections are described that
are labeled as the preselection. Next, the elastic selection targeting exclusively produced
photons is detailed. Lastly, the final signal selection region is derived.

4.3.1 HLT selection

For the data taken in the 2016 period, the HLT_DoublePhoton60 trigger is requested to
be fired as in Chapter 3.

Conversely, for the 2017 and 2018 data, the HLT_DoublePhoton70 trigger is requested
to be fired. The collaboration chose this trigger path to be the successor to the HLT_-

DoublePhoton60 trigger described previously. In a similar way, this trigger requires the
photon candidate to have transverse momentum greater than 70 GeV and H/E ratio
below 0.15.

The e�ciency of each of these triggers have been studied as a function of the photon
transverse momentum and trigger-safe pT selections are applied to the data. The e�ciency
of these triggers with respect to the HLT_DoublePhoton33_CaloIdL trigger can be seen in
Figure 4.4. For the 2016 data, the trigger-safe pT cut is placed at 75 GeV and, for the
2017 and 2018 data the pT cut is placed at 100 GeV. Additionally, a trigger-safe H/E cut
is required such that H/E < 0.10.

The HLT selection can be summarized by the chosen HLT trigger path and the trigger-
safe selection criteria:

• HLT_DoublePhoton60 (HLT_DoublePhoton70) for 2016 (2017-2018) data
• pT

�
> 75 (100) GeV for 2016 (2017-2018) data

• H/E < 0.1
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Figure 2: Efficiency of HLT DoublePhoton60 (2016) or HLT DoublePhoton70 (2017–2018)
trigger (measured with reference trigger the HLT DoublePhoton33 CaloIdL) as a function
of the pT of the second-leading photon in 2016 (left), 2017 (center) and 2018 (right) data.

3 Event Selection and Reconstruction189

3.1 Trigger Selection190

The signature investigated in this analysis is that of two prompt photons. Events are se-191

lected online with the HLT DoublePhoton60 or HLT DoublePhoton70 trigger for 2016 and192

2017/2018 data respectively. The HLT DoublePhoton60 (HLT DoublePhoton70) trigger re-193

quires at least two reconstructed photon candidates, each with transverse momentum pT >194

60(70) GeV. The primary cut used to select photons at the HLT is on the ratio of the hadronic195

to the electromagnetic energy of the photon candidate, which is required to be less than 0.15.196

This trigger is seeded by the logical OR of a suite of SingleEG, DoubleEG, SingleJet, and197

SingleTau L1 seeds with varying thresholds.198

The efficiency of the HLT DoublePhoton60/70 is evaluated relative to the HLT DoublePhoton33 CaloIdL199

trigger. The efficiency is primarily a function of the pT of the second-leading photon in the200

event. The results are presented in Figure 2. Though this procedure only probes the turn-on201

of the pT leg, and not the photon identification, previous studies [34] have demonstrated that202

there is no additional source of inefficiency; this study is intended primarily as a cross-check.203

In addition to the HLT DoublePhoton60/70 trigger, we use HLT ECALHT800 as a backup204

trigger. The addition of this trigger path does not add any events over the entire 2016-2018205

data set though we need to check this for the fake rate selection.206

With these selections, the trigger efficiency is consistent with 100% above a pT of 125 GeV, the207

photon pT selection used in this analysis.208

3.2 Photon Reconstruction and Identification209

Individual particles in the CMS detector are reconstructed using the particle-flow event algo-210

rithm [35]. Photon candidates are reconstructed from energy deposits in the ECAL. Individ-211

ual energy deposits are grouped into superclusters [36] that are compatible with the expected212

shower shape extending along the azimuthal (�) direction. This allows for the recovery of the213

energy deposited by bremsstrahlung and photon conversions. The clustering algorithm does214

not make any hypothesis as to whether the particle originating from the interaction point is a215

photon or an electron. Thus the same algorithm used for photon reconstruction can be applied216

to Z � e+e� events and these events are used to measure the efficiency of the photon selection217

criteria and of the photon energy scale and resolution. A more detailed description of photon218

reconstruction in the CMS detector can be found in Ref. [36].219

Figure 4.4: Study of the HLT_DoublePhoton60 (2016) and HLT_DoublePhoton70 (2017-
2018) triggers with respect to the HLT_DoublePhoton33_CaloIdL trigger. The red line is a
fit to the turn-on curve for the e�ciency.

4.3.2 Preselection

Applied on top of the HLT selection, the preselection makes selection cuts to ensure
quality of the selected events. To be sure that the electromagnetic objects selected by
the trigger are photons, we use the recommended MVA working-point-90 (WP90) photon
ID described in section 4.2. This algorithm does not distinguish between electrons and
photons, therefore we also apply an electron veto to the photon candidates. This electron
veto is said to be “conversion-safe” since it takes measures to not veto photons that have
been converted. Furthermore, the single photon pseudorapidity is constrained in the
region | �� |< 2.5, with an additional veto between ±1.4442 and ±1.566, corresponding
to the ECAL transition region between the barrel and the endcaps. The last requirement
of the preselection is that the mass of the diphoton pair be greater than the 350 GeV to
avoid large contributions from SM backgrounds as motivated in [28].

The preselection can be summarized by the following:
• MVA WP90 Photon ID
• Conversion-safe electron veto
• | �� | < 2.5
• m��

> 350 GeV

4.3.3 Elastic selection

In addition to the preselection, the elastic selection applies a singular and powerful cut
to select purely exclusive events. The elastic selection is used for selecting the exclusive
process of �� ! ��. In this special scattering process, the resulting photons are expected
to be back-to-back with respect to the azimuthal angle � providing a criterion from which
truly exclusive events can be selected.

The variable of interest to define this selection is the acoplanarity between the two
photons.

This selection results in the rejection of major inclusive backgrounds [22]. Signal
events are expected to peak at very low acoplanarities, hence the selection cut is chosen
to be a < 0.0025 as in Chapter 3. The kinematic distributions of events in this selection
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Figure 4.5: Kinematic distributions for four variables of interest in the elastic selection
region defined in the text. The top left plot shows the average energy density (“fixed-
GridRho”), the variable used for reweighting at an earlier selection stage. The top right
plot shows the single photon � distribution. The bottom left plot shows the single photon
pT. The bottom right plot shows the diphoton mass. The filled histograms represent var-
ious SM backgrounds and the yellow line histogram represents a potential AQGC signal
multiplied by a factor of 100 for illustration purposes. All errors shown are statistical
only.
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region can be seen in Figure 4.5. A summary of the events passing the elastic selection
can be seen in Table 4.7

Sample Events
Incl. �� + j 1154.36 ± 57.46
Incl. � + j 198.33 ± 29.33
Incl. W� 8.17 ± 2.39
Incl. Z� 3.09 ± 0.98
Total predicted 1363.95 ± 89.18
Observed 1380
Data/MC 1.01

Table 4.7: Summary of the predicted number of events for each Standard Model back-
ground contributing to the Elastic selection region. The errors quoted are statistical only.

4.3.4 � 2 PPS selection

The final step in the signal selection requires a cut on the � variables of the diphoton
system within CMS. The motivation for this cut requires an understanding of the forward
proton acceptance in PPS. Due to the LHC beam parameters and the location of the
forward proton detectors, proton kinematics can be only be reconstructed for protons
having a fractional momentum loss in the range of 2%-20%. This fractional momentum
loss is referred to as the variable � with respect to the forward system.
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Figure 4.6: �
±
��

distributions for diphoton events passing the elastic selection criteria.
The filled histograms represent various SM backgrounds and the yellow line histogram
represents a potential AQGC signal. All errors shown are statistical only.

In the case of a truly exclusive scattering event, the � values of the two intact protons
are directly correlated to the central photons in CMS. We can therefore derive corre-
sponding � values for the diphoton system based purely on kinematics. The positive and
negative diphoton � values corresponding to the positive and negative side protons can
be defined in this way:
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The �
±
��

distributions from the Elastic selection can be seen in Figure 4.6.

Since it is known that events having � values outside the range of 2-20% cannot be
studied by this analysis, a loose cut is placed on the �

±
��

such that 0.02 < �
±
��

< 0.20.

The kinematic distributions of events in this selection region can be seen in Figure
4.7. A summary of the events passing the � 2 PPS selection can be seen in Table 4.8.

Sample Events
Incl. �� + j 580.42 ± 41.03
Incl. � + j 110.25 ± 22.47
Incl. W� 3.72 ± 1.59
Incl. Z� 2.04 ± 0.81
Total predicted 696.43 ± 65.90
Observed 735
Data/MC 1.06

Table 4.8: Summary of the predicted number of events for each Standard Model back-
ground contributing to the � 2 PPS selection region. Good agreement is observed between
the data and simulation. The errors quoted are statistical only.

4.4 Proton reconstruction

4.4.1 Precision Proton Spectrometer

Detection of the forward protons is performed by PPS, which consists of RP detectors
on both sides of CMS equipped with various sensor technologies throughout the Run II
data-taking period. Silicon and pixel detectors were used for tracking whereas diamond
and ultra-fast silicon (UFSD) detectors were used for timing. Only PPS tracking detectors
are used in this analysis. The RP detectors are grouped into stations. The following
nomenclature is commonly used to refer to those stations:

• 2016
– 45-near (45N): +z-direction of CMS, 210 m from IP5 (closer to IP)
– 45-far (45F): +z-direction of CMS, 210 m from IP5 (farther from IP)
– 56-near (56N): -z-direction of CMS, 210 m from IP5 (closer to IP)
– 56-far (56F): -z-direction of CMS, 210 m from IP5 (farther from IP)

• 2017, 2018
– 45-near (45N): +z-direction of CMS, 210 m from IP5
– 45-far (45F): +z-direction of CMS, 220 m from IP5
– 56-near (56N): -z-direction of CMS, 210 m from IP5
– 56-far (56F): -z-direction of CMS, 220 m from IP5

The naming scheme for sectors 45 and 56 is due to the positioning of the detectors
between IP4 and IP5 or IP5 and IP6. A set of alignment parameters allows hits in the
detector to be extracted as proton track kinematics [59].
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Figure 4.7: Kinematic distributions for four variables of interest in the � 2 PPS selection
region defined in the text. From left to right and top to bottom, the variables plotted are
the average event energy density, vertex-z position, H/E for photons in the barrel, single
photon eta, single photon pT, diphoton acoplanarity, diphoton mass, diphoton �

�, and
diphoton �

+. The filled histograms represent various SM backgrounds and the yellow line
histogram represents a potential AQGC signal. Good agreement is observed between the
data and simulation. All errors shown are statistical only.
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PPS utilized a di�erent detector layout in each data-taking year of Run II. The di�er-
ences in the experimental setups can be seen in Figure 2.9.

4.4.2 Reconstruction methods

Once the PPS detectors have been aligned, the relevant proton track parameters can be
appropriately extracted. The amount of information that can be known about the forward
protons is based on the reconstruction method that is used. There are two reconstruction
methods, each with their own advantages.

Multi-RP reconstruction

J. Hollar / A. Vilela Pereira – CMS Week - December 2018

Proton reconstruction

6

Single-RP proton reconstruction:
- Neglects all but leading term in transport matrix.
- Individual results per RP (2 per arm). Simpler 
derivation and systematics, maximizes efficiency/
acceptance
- ξ reconstruction only. Does not give full proton
kinematics.
- Resolution degrades especially for larger proton
angles (θx) and larger ξ, due to neglected terms.

Multi-RP proton reconstruction:
- Global fit from measurements in both RP stations
- Reconstructs full proton kinematics at IP.
- Much better resolution/uncertainties at high ξ; 
- Lower efficiency especially in configurations with

SiStrip detectors (multiple tracks, radiation
damage).

IP

Near Far

p*
p

Figure 4.8: Schematic of one side of PPS showing the flight path of multi-RP reconstructed
protons.

Multi-RP reconstruction occurs when a forward proton travels through both stations
of PPS detectors on a given side as seen in Figure 4.8. Since the proton travels through
both detectors, two points of the flight path are known, providing more information about
the proton kinematics. The lever-arm of ⇠ 10 m between the two detectors allows for
reconstruction of the scattering angle, �, of the proton. Using the x-position and scattering
angle of the proton, the fractional momentum loss can be calculated using the proton
transport equation:

x(s) ' vxx
⇤ + Lx�

⇤
x
+ Dx� 4.2

where vx is the vertex o�set, Lx is the horizontal e�ective length, Dx is the horizontal
dispersion, �

⇤
x

is the horizontal scattering angle, and � is the fractional momentum loss
�p/p.

The advantage to using this method is that the uncertainty on the � measurement is
much smaller than in the alternate reconstruction case. However, the trade-o� is the loss
of statistics by requiring protons to travel through both the near and far detectors. This
is the recommended reconstruction method by the CMS collaboration. This analysis uses
the multi-RP method for the final limits. The resolution for both methods is discussed in
section 4.4.5.

87



Single-RP reconstruction

Conversely, the single-RP reconstruction method is able to reconstruct any proton
that traverses any of the RP stations. Since there is no lever arm to reconstruct the
scattering angle of the protons, a linearized version of the proton transport equation is
used:

x(s) ' Dx�

While the single-RP reconstruction method provides the advantage of statistics, the
resolution on � is worse due to the approximation made in the transport equation. Com-
parisons between the � distributions of single-RP protons and multi-RP protons can be
seen in Figure 4.9 for 2017 and 2018 data.

In this study, the multi-RP reconstruction is used by default and the single-RP recon-
struction is used as a cross-check.

4.4.3 Proton treatment

The recommended treatment of the proton object by the collaboration is documented
in this section.

Event-by-event proton characteristics

The specific imperfections in reconstruction pertaining to each proton based on the
PPS data taking period and the � value are considered in the analysis. There are three
characteristics studied for each proton:

• The bias in the reconstruction – calculated as the mean of the reconstructed � minus
the true � for protons from simulation.

• The resolution – calculated as the RMS of the reconstructed � minus the true � for
protons from simulation.

• The systematic uncertainties – imperfections in the alignment and optic corrections.
The values for each of the three characteristics are provided for each PPS era as a function
of the proton � .

Shifted bunch-crossings

In 2017, for the RP equipped with pixel detectors in sector-45, a shift of one bunch-
crossing was applied to 3 of the 6 sensors. This was done to mitigate the e�ects of
radiation damage, which delayed the sensor readout time larger than the time interval
between bunch-crossings. The period with this shift applied is referred to as the detector
being in “3+3” mode. In this mode, a large fraction of proton tracks reconstructed closest
to the beam are expected to be from the adjacent bunch-crossing. In practice, this means
that the e�ciencies of the detectors during this period need special treatment, and only
the proton tracks coming from the three una�ected sensors (from the correct bunch-
crossing) should be used for analysis. The run ranges where this occurred are:

• 300802 - 303337
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Figure 4.9: Comparison of single-RP and multi-RP reconstructed � values in data passing
the recommended proton fiducial cuts. The top row is data from 2017 and the bottom
row is from 2018. The left column is for protons in sector-45 and the right column is
from protons in sector-56. The di�erence between the number of reconstructed protons
in the near pot vs the far pot for the two years can be ascribed to the di�erent detector
configurations described in Section 4.4.1.
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• 305169 - 307082
Similarly, the same problem existed in 2017 in sector 56 for the following run ranges:
• 305965 - 307802

Fiducial Cuts

Fiducial cuts are applied to the proton object for both data and simulation in this
analysis. The lower limits are motivated by the study of the edge e�ects of the sensors
whereas the upper limits are motivated by the LHC collimator aperture studies. Cuts
are made on the scattering angle, �

⇤
x
, as a function of the proton � . For 2017 and 2018

protons, the cuts are also dependent on the LHC crossing angle. Additionally, lower limits
on � are taken in to account with the e�ciencies described in section 4.4.5.

4.4.4 Proton distributions

Following the proper treatment of protons in the analysis, the � distributions are
consistent with the distributions of other analyses [60,61]. The distributions of � can be
seen for both RP stations used in 2016 in Figure 4.10 and for all four RP stations used in
2017 and 2018 in Figure 4.11. The events that are reconstructed by the single-RP and
multi-RP algorithms in 2017 and 2018 can be seen in Figure 4.12. The distribution of the
number of reconstructed protons can be seen for the three years of data taking in Figure
4.13.
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Figure 4.10: � distributions for the two RP stations used in 2016. The cut o� is based on
the aperture cuts for applying e�ciencies.

4.4.5 Proton direct simulation

PPS developed a direct simulation of the propagation from IP5 to the forward detectors
based on the LHC optics configuration and the PPS experimental setup. This simulation
was not available at the time of the analysis discussed in Chapter 3. The direct simu-
lation takes simulated protons as an input and correctly propagates them through the
LHC magnetic lattice, providing a collection of reconstructed protons as would exist in
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Figure 4.11: � distributions for the four RP stations. Plots for 2017 data are shown in the
top row and plots for 2018 data are shown in the bottom row.
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Figure 4.12: Events passing the HLT trigger are separated into four categories. Events
with no protons, one proton in sector-45, one proton in sector-56, or at least one proton
in each sector. These distributions are shown for 2017 data (left) and 2018 data (right).
This analysis uses events from the fourth category.

91



Figure 4.13: Number of reconstructed protons in each data taking year. The number of
protons is much higher in 2018 because of the use of pixel detectors.
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data. The simulation can be configured to specify the year, detector configuration, beam
divergence, average beam spot, and LHC crossing-angle.

In this study, the direct simulation is applied to generated signal MC samples.
The various configurations of the proton simulation are used with the MC sample in

proportion to the parameters that appear in the Run II data. For example, the crossing-
angle is configured in the simulation proportional to the amount of data that was taken
using that LHC crossing-angle.

Using the generated and reconstructed proton information, one can study the resolu-
tion on the proton reconstruction methods. The di�erence on the � resolution between
the single-RP reconstruction method and the multi-RP reconstruction method can be seen
in Figures 4.14 and 4.15. The root mean square (RMS) is observed to be much smaller
for the multi-RP protons compared to the single-RP protons. To reiterate, the multi-RP
reconstruction is used by default in this analysis.
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Figure 4.14: Di�erence between the reconstructed and generated � value for all four
RP stations for single-RP protons. The distributions are not centered at zero, which is
accounted for in the bias term of the reconstruction uncertainty.

PPS Acceptance

The acceptance of PPS is nominally between fractional momentum losses of 2-20%,
however, there are many variables that a�ect the experimental acceptance. For example,
the acceptance can be a�ected by LHC collimators, LHC crossing-angle, location of the
RPs, LHC magnet parameters, configuration of the sensors, types of detectors, etc.
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Figure 4.15: Di�erence between the reconstructed and generated � value for all four RP
stations for multi-RP protons.

A set of aperture cuts were derived by the collaboration and are used in the direct
simulation. Separate sets of aperture cuts exist for each PPS detector and each PPS era.
The aperture cuts for pixels are given for 2017 in Table 4.9 and for 2018 in Table 4.10.
The aperture cuts for the strip detectors are taken as the maximum and minimum track
values for which the two-dimensional e�ciencies are calculated.

2017 Era 45F xmin 45F xmax 45F ymin 45F ymax 56F xmin 56F xmax *56F ymin 56F ymax

2017B 1.995 24.479 -11.098 4.298 2.422 24.620 -10.698 4.698
2017C1 1.860 24.334 -11.098 4.298 2.422 24.620 -10.698 4.698
2017C2 1.860 24.334 -11.098 4.298 2.422 24.620 -10.698 4.698
2017D 1.860 24.334 -11.098 4.298 2.422 24.620 -10.698 4.698
2017E 1.995 24.479 -10.098 4.998 2.422 24.620 -9.698 5.498
2017F1 1.995 24.479 -10.098 4.998 2.422 24.620 -9.798 5.398
2017F2 1.995 24.479 -10.098 4.998 2.422 24.620 -9.798 5.398
2017F3 1.995 24.479 -10.098 4.998 2.422 24.620 -9.798 5.398

Table 4.9: Aperture cuts applied to the proton tracks for 2017 data. All values are given
in mm.

2018 Era 45 210 xmin 45 210 xmax 45 210 ymin 45 210 ymax 45 220 xmin 45 220 xmax 45 220 ymin 45 220 ymax
2018A 2.850 17.927 -11.598 3.698 2.421 24.620 -10.898 4.398

2018B1 2.850 17.927 -11.598 3.698 2.421 24.620 -10.898 4.198
2018B2 2.564 17.640 -11.598 4.198 2.140 24.479 -11.398 3.798
2018C 2.564 17.930 -11.098 4.198 2.421 24.620 -11.398 3.698

2018D1 2.850 17.931 -11.098 4.098 2.421 24.620 -11.398 3.698
2018D2 2.850 17.931 -10.598 4.498 2.421 24.620 -11.698 3.298

2018 Era 56 210 xmin 56 210 xmax 56 210 ymin 56 210 ymax 56 220 xmin 56 220 xmax 56 220 ymin 56 220 ymax
2018A 3.275 18.498 -11.298 3.298 2.421 25.045 -10.398 5.098
2018B1 3.275 18.070 -11.198 4.098 2.564 25.045 -10.398 5.098
2018B2 3.275 17.931 -10.498 4.098 2.279 24.760 -10.598 4.498
2018C 3.275 17.931 -10.498 4.698 2.279 24.760 -10.598 4.398
2018D1 3.275 17.931 -10.498 4.698 2.279 24.760 -10.598 4.398
2018D2 3.275 17.931 -9.998 4.698 2.279 24.760 -10.598 3.898

Table 4.10: Aperture cuts applied to the proton tracks for 2018 data. All values are given
in mm.

PPS E�ciencies

E�ciencies of the PPS detector system are considered separately for strip and 3D pixel
detectors. Two-dimensional histograms are provided for each PPS era as a function of the
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proton track x and y positions in contrast with the flat e�ciencies applied in Chapter 3.

Two sources of ine�ciency are considered for the silicon strip detectors (2016 and
2017 data). When more than one proton passes through the strip detectors per bunch
crossing, the reconstruction algorithm fails. This failure is considered as a "multi-
tracking" ine�ciency and is one of the two components considered for the strip e�ciencies.
The second component is the ine�ciency due to radiation damage.

The e�ciencies for the 3D pixel detectors (2017 and 2018 data) are also comprised
of two factors: the radiation damage to the readout of the detectors and the tracking
ine�ciency.

In both cases, an upper limit is placed on the possible ine�ciency due to showers in
the detectors. This upper limit is quoted at 1.5% (1.7%) for protons in sector-45 (sector-
56).

These e�ciencies are accounted for in the direct simulation. E�ciencies from each
PPS era are applied to the simulation in proportion to the amount of data recorded from
that era.

Calculating � ⇥ A

Combining the two e�ects of acceptance and e�ciency is crucial for contextualizing
potential signal events. The �⇥A term is used for translating signal significance into cross-
sections. Using the proton direct simulation, one can study these two e�ects together as
a function of � . The combination of these two e�ects can be seen for each data taking
year in Figure 4.16. This simulation is applied directly to the signal protons to study the
PPS signal e�ciency that will be discussed in Section 4.5.4.

Figure 4.16: Both e�ciency and acceptance e�ects parameterized as function of the
proton � for all years. Di�erences in the reconstruction percentage can be attributed to
di�erences in detector location, configuration, and design.
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4.5 Results

A summary of the CMS-only event selection can be seen in Figures 4.17 and 4.18.
In addition to the CMS selection cuts, it was found that placing a lower cut on the
proton � values of 0.035 decreases the background (discussed in Section 4.5.2) while
not decreasing the signal e�ciency. An asymmetric cut is placed on the upper end of
the proton � spectrum motivated by the e�ciency plots shown in Figure 4.16. These
asymmetric cuts are placed at 0.15 for sector45 and 0.18 for sector56. A selection on
the number of protons in a given bunch crossing per arm was investigated, but it was
found that no significant improvement was gained on the signal to background ratio.
After the final selection stage, a comparison between the forward diproton and central
diphoton kinematics is performed. This is done by converting the proton � values to
diproton “missing mass” and rapidity values using Equation 4.3. The uncertainties on
these calculated values are given by Equation 4.4.

4.5.1 Forward-central matching
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p �
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The window for an event to be considered matching is within 2� of equivalence between
the forward and central mass and rapidity. The criteria for this matching within 2� of the
uncertainties can be found in Equations 4.5 and 4.6. We also check for matching within
a 3� window for comparison.

�
mpp �m��

�
/�

�
mpp �m��

�
< 2 4.5

�
ypp � y��

�
/�

�
ypp � y��

�
< 2 4.6

where �

�
mpp �m��

�
and �

�
ypp � y��

�
are the uncertainties on the diphoton and dipro-

ton mass and rapidity, respectively. These uncertainties are derived event-by-event.
Figure 4.19 shows all of the events passing the final CMS diphoton selection within

a 20� mass matching window. Figure 4.20 shows the same events within a 20� rapidity
matching window. Combining these plots into a single 2D plot is seen in Figure 4.21.
Two events are observed in the 2� window – the final signal region.

4.5.2 Background estimation

The signal region of the forward-central matching is expected to have contamination
from pileup contributions. The overlapping of pileup protons with inclusively produced
diphotons in CMS can lead to “accidental” forward central matching. Figure 1.6 shows the
overlapping of two separate and mutually exclusive processes that could be misinterpreted
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Figure 4.17: Summary of the contributions to the various selection regions described in
section 4.3. The top plot is for 2016 data, the middle plot is for 2017 data, and the bottom
plot is for 2018 data.
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Figure 4.18: Summary of the contributions to the various selection regions described in
section 4.3 for 2016, 2017, and 2018 samples combined.
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Figure 4.19: Mass matching for events passing the CMS diphoton selection with two
multi-RP reconstructed protons. Events matching at 2� appear in the green region and
events matching at 3� appear in the yellow region.
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Figure 4.20: Rapidity matching for events passing the CMS diphoton selection with two
multi-RP reconstructed protons. Events matching at 2� appear in the green region and
events matching at 3� appear in the yellow region.
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Figure 4.21: Two-dimensional mass and rapidity matching for events passing the CMS
diphoton selection with two multi-RP reconstructed protons. Events matching at 2�

appear in the green region and events matching at 3� appear in the yellow region.

as one signal event. To quantify how these events contaminate the signal region, we use
a fully data-driven approach to creating toy events. This can be contrasted with the
approach in Chapter 3 that sampled diphoton kinematics from a fitted function.

As inputs for the creation of the toy events, diphoton events in the signal region
described in section 4.3.4 are used as well as all protons from the Run 2 data taking
period passing the diphoton trigger described in section 4.3.1. Starting with the first
diphoton pair, a set of protons are added to the two photons from the same run and LHC
crossing-angle. We then check for the forward-central matching in mass and rapidity.
This procedure is done for all of the diphoton events in the � 2 PPS region to create one
toy experiment. This method will be referred to as “Data Mixing”. Since the protons are
randomly mixed with the diphotons, any matching that occurs is truly accidental and not
due to a true correlation between the forward and central systems.

To fully understand how often these background events occur, many toy experiments
are studied until the number of matching events at 2 and 3� converges. From a statistics
perspective, it is very useful to study the single-RP reconstructed protons – as these are
more abundant – to validate the background estimation procedure.

For validation, the procedure is first explained using the 2017 data. After this expla-
nation, the background estimations for all years will be shown.

Four of these toy experiments can be seen in Figure 4.25. Once confidence in the
method has been established with large statistics, we then move on to the multi-RP
reconstructed proton toy experiments. Based on the calculation for the mass and rapidity
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shown in equation 4.3, we expect that mpp > m�� and ypp < y�� .
Figure 4.22 shows the distribution of the number of toy events matching at 2 and 3�

for single-RP reconstructed protons. The distribution follows a Poisson distribution, as
expected.

Figure 4.22: Distribution of the number of events matching at 3� (left) and 2� (right) for
10,000 data-driven toy experiments. The average number of matching events is shown in
text on the plots and the red points are the values for a Poisson distribution at the given
µ value.

The mean value of matching events was tracked during the production of the toy
experiments to understand the point of convergence. The convergence of the mean value
of matching events can be seen for the single-RP case in Figure 4.23. The value converges
around 10,000 events so it was decided to create 100,000 events to be sure to avoid any
further fluctuations.

This method of estimating the background can be verified in two independent ways.
The first is another completely data driven approach, using a side band selection region
of diphoton events to create toy events. By reversing the “elastic” selection described in
section 4.3.3, while still keeping the requirements of the diphoton � values described in
section 4.3.4, one obtains a large sample of diphoton events that is completely dominated
by background. Using this side-band diphoton selection, we again mix each event ran-
domly with protons from the same run and LHC crossing-angle. Checking for forward-
central matching, and normalizing for the number of events in this side-band region,
compared with the signal region, we obtain another independent background estimation.
The distribution of events as a function of the 2-dimensional matching parameters can
be seen in Figure 4.24. This method is referred to as “Reverse Elastic Mixing”.

The second validation method also requires creating toy events. This time, the dipho-
ton sample consists of the MC events falling in the signal selection. By mixing these
MC diphoton events with random protons from data, a third method to estimate the
background is derived. This method is referred to as “MC Mixing”.

These three methods of estimating the backgrounds with the single-RP reconstructed
protons can be done for multi-RP reconstructed protons since the background events will
have a complete decorrelation between the forward and central systems. The summary
of the background yields of these estimation procedures can be found in table 4.11.
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Figure 4.23: The average number of events matching at 3� (top) and 2� (bottom) as a
function of the number of toy experiments.

single-RP multi-RP
Significance 3� 2� 3� 2�

Data Mixing 16.59 5.08 0.37 0.15
MC Mixing 15.97 4.87 0.35 0.14
Reverse Elastic Mixing 15.59 4.44 0.29 0.12

Table 4.11: Summary of the background estimation yields for 2017 single-RP and multi-
RP reconstructed protons using the three independent background estimation procedures
described in the text. Good agreement is observed between the three methods.

The multi-RP background estimation is performed in the same way as the data mixing
for the single-RP case.

Since the Reverse Elastic selection is, by definition, not the signal region, it can be
unblinded and compared with the background estimation for the same region. It is
important to note that the background estimation is an average over many toy experiments
whereas the true number of matching events in this region is e�ectively a sampling of a
distribution. The comparison of predicted and true events can be seen in Table 4.12.

Repeating this process for the 2016 and 2018 data gives the results shown in Table
4.13.

Examples of toy experiments combining all three years can be seen in Figure 4.26.
These toy experiments are analogous to the true matching seen in Figure 4.21.

The di�erence in the background estimations between the years can be attributed to
the luminosity, detector, and e�ciency di�erences. In 2018, PPS used all pixel detectors,
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multi-RP
Significance 3� 2�

Reverse Elastic Matching 55 26
Reverse Elastic Estimate 58.3 24.1

Table 4.12: Comparison of the true number of matching events in the Reverse Elas-
tic selection region with the number of events predicted by the background estimation
method detailed in the text. No rescaling to the signal region is performed. The numbers
correspond to data combined from 2017 and 2018.

2016 2017 2018
Significance 3� 2� 3� 2� 3� 2�

Data Mixing 0.067 0.030 0.398 0.163 2.29 0.910
MC Mixing 0.065 0.026 0.360 0.145 1.86 0.720
Reverse Elastic Mixing 0.057 0.023 0.292 0.122 1.99 0.802

Table 4.13: Summary of the background estimation yields for multi-RP reconstructed
protons using the three independent background estimation procedures described in the
text.

capable of reconstructing multiple protons within a given bunch crossing. This leads to
higher signal e�ciency but also higher background contamination. A cross-check was
performed to validate this di�erence. The same background estimation procedure was
performed for 2018 data using only events with exactly one proton in each arm, corre-
sponding to the 2017 scenario in which protons would be successfully reconstructed. The
reason for doing this is to check that the background estimation performs the same when
the multi-tracking e�ciency does not a�ect the proton reconstruction as in the case when
there is only one proton in each arm. It was observed that this background estimation
for 2018 was in agreement with the results for the 2017 estimation (normalized by lumi-
nosity), thus verifying that the di�erence between the amount of expected background for
2017 and 2018 is due to the di�erence in detector configurations.

Since more than one proton can be reconstructed with the 2018 configuration, a
method is needed to determine which proton to use for kinematic matching. Two methods
were explored. The first method is to use the proton with an � value closest to the
corresponding diphoton � value. This gives the highest signal e�ciency but also the
highest background e�ciency. The second method, and the one currently used in the
analysis, is to choose the proton with the highest � value. This gives a slightly higher
signal to background ratio.

Using the independent background estimations procedures, systematic uncertainties
can be derived on the background estimation for each year. Taking the data mixing
result in the 2� region for each year as the default, the relative di�erence between the
other two methods’ results gives two choices for the systematic uncertainty for each
year. The maximum of these two options is assigned as the systematic uncertainty on
the background estimation procedure. The systematic uncertainties are calculated to be
23.3%, 25.2%, and 20.9% for 2016, 2017, and 2018, respectively.
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Figure 4.24: Distribution of events for the 2017 Reverse Elastic Mixing method described
in the text using single-RP protons. Events within the green (yellow) box are matching at
3� (2�).

Figure 4.25: Examples of toy experiments and matching events (inside yellow and green
boxes) created by the data driven background estimation procedure described in the text.
These toy experiments are for the single-RP reconstructed protons in 2017 data.
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Figure 4.26: Examples of toy experiments and matching events (inside yellow and green
boxes) created by the data driven background estimation procedure described in the text.
These toy experiments are for the multi-RP reconstructed protons in all three years of
data taking.
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4.5.3 Systematic uncertainties

The following systematic uncertainties are considered in this analysis:

• For 2016, 2017, and 2018 data, the systematic uncertainties ascribed to the CMS
luminosity are 2.5%, 2.3% and 2.5%, respectively.

• A conservative 1.7% uncertainty is quoted on the particle showers in the PPS detec-
tors in 2018 only. This uncertainty was studied by the CMS proton object group.

• A 23.3%, 25.2%, and 20.9% systematic uncertainty on the background estimation
procedure for 2016, 2017, and 2018, respectively as calculated in Section 4.5.2.

• A 10% uncertainty on the proton rapidity gap survival probability as done in [61]
and calculated in [69].

• For 2016, 2017, and 2018, the systematic uncertainties assigned to the signal
e�ciency corresponding to the photon ID SF uncertainties are 3.1%, 7.0%, and
2.9%, respectively.

• Event-by-event systematic uncertainties are assigned to each proton in the match-
ing procedure.

Source Uncertainty

CMS Luminosity 1.2%
Background estimation 23.3%
Photon ID scale factors 3.1%
Rapidity Gap Survival Probability 10%

Table 4.14: Systematic uncertainties corresponding to the 2016 dataset.

Source Uncertainty

CMS Luminosity 2.3%
Background estimation 25.2%
Photon ID scale factors 7.0%
Rapidity Gap Survival Probability 10%

Table 4.15: Systematic uncertainties corresponding to the 2017 dataset.

Source Uncertainty

CMS Luminosity 2.5%
Particle Showers in PPS 1.7%
Background estimation 20.9%
Photon ID scale factors 2.9%
Rapidity Gap Survival Probability 10%

Table 4.16: Systematic uncertainties corresponding to the 2018 dataset.
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4.5.4 Limits on anomalous quartic gauge couplings

With one event observed in the signal region for an expected background of 1.103 ±
0.007 (statistical) events, limits are placed on the anomalous coupling parameters, �1 and
�2.

The modified frequentist criterion CLs [79, 80] with the profile likelihood ratio test
statistic modified for upper limits [81] and determined by pseudo-experiments is used to
evaluate the observed and expected limits at 95% confidence level (CL) on the production
cross section of AQGC LbL scattering within the fiducial region. The signal e�ciency is
evaluated over a wide range of the couplings parameters �1 and �2 using FPMC [66] and
found approximately constant for each year in the search region. The �⇥A terms for both
CMS and PPS can be seen in Table 4.17.

Year CMS � ⇥ A PPS � ⇥ A � ⇥ A

2016 80.1% 6.5% 5.2%
2017 75.7% 3.3% 2.5%
2018 77.4% 18.4% 14.2%

Table 4.17: Anomalous coupling signal e�ciency and acceptance for each year of the Run
II period. The CMS e�ciency is shown in the left column, the PPS e�ciency is shown in
the middle column, and product of the CMS and PPS e�ciencies is shown in the right
column.

In addition to these e�ciency and acceptance terms, the asymmetric � acceptance of
the detectors and hence the fiducial volume of the analysis need to be considered. The
percentage of the generated signal falling within this asymmetric range is calculated to
be 63.8% and is accounted for in the limit setting procedure.

Systematic uncertainties are included as a nuisance parameter in the likelihood with
a log-normal probability density function. The observed and expected results from the
Combine tool can then be used to derive limits on the four-photon anomalous coupling.

To translate the upper limits on the AQGC cross-section to the limit on the coupling
parameters, �1 and �2, we use the same elliptical function presented in Chapter 3 with
the constant terms calculated specifically for the fiducial volume of this analysis.

These constants can be calculated analytically using any one point in the (�, �1, �2)
plane within the fiducial volume (pT

�
> 100GeV, 0.035< � <0.15 (0.18) for sector45

(sector56)). Choosing a point where �2 = 0 gives A = � / �
2
1 . Using an FPMC sample with

�1 = 5e-13 and �2 =0, the cross-section is 29.1 fb. Thus, A = 1.164 ⇥ 1026. Using the
proportionality of 48:40:11 for A:B:C, B = 9.700 ⇥ 1025, and C = 2.668 ⇥ 1025. The full
equation is then

� = (1.164 ⇥ 1026)� 2
1 + (9.700 ⇥ 1025)�1�2 + (2.668 ⇥ 1025)� 2

2 4.7

Substituting the output of the Combine tool into the elliptical scaling equation, the
following observed (expected) limits are derived on the four photon anomalous coupling
parameters:
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| �1 | < 7.26 ⇥ 10�14 (7.09 ⇥ 10�14) GeV�4 (�2 = 0),

| �2 | < 1.48 ⇥ 10�13 (1.37 ⇥ 10�13) GeV�4 (�1 = 0)

The 2D limits on �1, �2 can be seen in Figure 4.27. A comparison of these limits to
the limits derived in Chapter 3 is shown in Figure 4.28. A shape-based limit approach is
discussed in Appendix B.1.

Figure 4.27: Observed and expected limits on AQGC coupling parameters corresponding
to the Run II dataset at 95% CL.
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Figure 4.28: Comparison of the observed limits from the 2016 analysis described in
Chapter 3, and the Run 2 analysis described in this chapter.

4.5.5 Limits on Axion-Like Particles

The same limit setting procedure is applied to the s-channel exchange of a scalar
axion-like particle. Following the approach described in [23], this �� ! a ! �� process
can be parameterized as a function of the ALP mass, ma , and its coupling to the diphoton
system, f

�1. The signal e�ciency for the ALP samples is observed to only depend on the
generated ALP mass and not the coupling strength. The e�ciency and acceptance factors
for each sample and for each year are shown in Tables 4.18, 4.19, and 4.20.

Similarly to the AQGC limits, the asymmetric � acceptance is accounted for in each
mass point separately since each ALP gives rise to a di�erent � distribution.

A scan of the cross-section in the (f �1, mALP ) phase space within the fiducial volume
is shown in Figure 4.29. This scan is used to find the limit on f

�1 for each mass point
corresponding to the limit on the cross-section given by the Combine tool.
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Mass (GeV) CMS � ⇥ A PPS � ⇥ A � ⇥ A

500 85.9% 0.02% 0.02%
750 84.7% 10.7% 9.1%
1000 85.0% 19.7% 16.7%
1250 85.1% 17.6% 15.0%
1500 84.8% 7.5% 6.4%
2000 84.8% 0.08% 0.07%

Table 4.18: ALP signal e�ciency for 2016 samples generated with f
�1 = 10�1 TeV�1 within

the fiducial volume. The CMS e�ciency is shown in the left column, the PPS e�ciency is
shown in the middle column, and product of the CMS and PPS e�ciencies is shown in the
right column. The small e�ciencies for the 500 and 2000 GeV mass points are because
of the RP acceptance.

Mass (GeV) CMS � ⇥ A PPS � ⇥ A � ⇥ A

500 81.9% 4.0% 3.3%
750 79.3% 10.9% 8.6%
1000 79.2% 9.1% 7.2%
1250 80.6% 6.8% 5.5%
1500 79.7% 4.1% 3.3%
2000 80.0% 0.06% 0.050%

Table 4.19: ALP signal e�ciency for 2017 samples generated with f
�1 = 10�1 TeV�1 within

the fiducial volume. The CMS e�ciency is shown in the left column, the PPS e�ciency is
shown in the middle column, and product of the CMS and PPS e�ciencies is shown in
the right column. The small e�ciency for the 2000 GeV mass point is because of the RP
acceptance.

Mass (GeV) CMS � ⇥ A PPS � ⇥ A � ⇥ A

500 83.9% 25.5% 21.4%
750 80.8% 46.9% 37.9%
1000 81.5% 39.3% 32.0%
1250 80.8% 31.1% 25.1%
1500 81.1% 21.4% 17.4%
2000 81.1% 1.9% 1.5%

Table 4.20: ALP signal e�ciency for 2018 samples generated with f
�1 = 10�1 TeV�1 within

the fiducial volume. The CMS e�ciency is shown in the left column, the PPS e�ciency is
shown in the middle column, and product of the CMS and PPS e�ciencies is shown in
the right column. The small e�ciency for the 2000 GeV mass point is because of the RP
acceptance.

The observed and expected limits resulting from this analysis can be seen in Figure
4.30. These are the strongest limits to date in this region of phase space. A shape-based
limit approach is also discussed in Appendix B.2.
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Figure 4.29: A scan of the cross-section as a function of the ALP mass and coupling
strength. Interpolation between FPMC points is performed with Delaunay triangles.
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Figure 4.30: Observed and expected limits on ALP production within the fiducial volume
of the search. Limits are calculated for ALP masses of 500, 750, 1000, 1250, 1500, and
2000 GeV. The sensitivity for each ALP mass is driven by the PPS acceptance and proton
reconstruction e�ciency.
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Conclusion
Chapter 5: Conclusion

Photon-photon collisions are of great importance to study because of their connection
to many BSM models. Furthermore, at high �� energies attainable at the LHC,

these interactions allow for the exploration of phase-space that has not yet been excluded
from containing new physics. Among the corresponding BSM theories are anomalous
quartic gauge couplings and axion-like particles. Many searches have been performed
using general purpose detectors to look for large deviations from the SM, but no evidence
has been found using these approaches. Instead, a strategy of precision physics has
been used to gain the strongest sensitivity to e�ects of new physics contributing to the
4� coupling. By measuring the intact protons surviving the electromagnetic interaction
and correlating their kinematics to the central system, a large background suppression
is obtained allowing for the search of rare processes that would be missed using the
standard approaches.

A search was performed targeting exclusive diphoton production with intact protons
measured by PPS using the first available dataset from the LHC with proton tagging at
standard luminosity conditions from 2016 [61]. Previously, another study was performed
using this same dataset that successfully measured the SM �� ! �

+
�
� process at a greater

than 5� level showing that the spectrometer was working as expected. The main di�erence
from the dilepton analysis is that it only required one proton to be tagged whereas this
study requires two opposite-side protons to be tagged.

Events are selected having kinematics consistent with the expected signal – high mass,
high pT, and small azimuthal angle separation. The number of background events is
estimated using toy diphoton events mixed with protons from data. Radiation damage
to the PPS silicon strip detectors was observed in the low � regions and therefore it was
decided to make a lower cut of 7% of this variable. No events were observed in the data
having a diphoton candidate passing the selection criteria and two opposite-side protons.
The first limits were placed on the 4� anomalous coupling as no limits existed prior to
this study.

This search was continued by analyzing the full Run 2 dataset available with im-
proved analysis methods including an improved photon ID, a more robust data-driven
background estimation, and a larger � spectrum. Combining data from 2016, 2017, and
2018 provides the largest dataset with proton-tagging from the LHC at this time. As the
detector configuration of PPS changed in each of these three years, the signal e�ciency
increased over time. An increased understanding of the e�ciencies and uncertainties
on the proton reconstruction allowed for probing virtually the full � spectrum within the
forward detector acceptance. The background was estimated for each year separately
using a completely data driven approach and was found to be consistent with the obser-
vation from data. The limits on the 4� anomalous coupling were increased by an order of
magnitude with respect to the previous study. The 1D limits on the coupling parameters
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are

|�1| < 7.07 ⇥ 10-14 GeV�4 (�2 = 0)

|�2| < 1.48 ⇥ 10-13 GeV�4 (�1 = 0)

Additionally, the increase in luminosity allowed for the most stringent limits to date on
axion-like particle production in the high mass range of the analysis. At the strongest
point, the limit reaches f

�1 = 2.7⇥10-2 TeV�1 at an ALP mass of 750 GeV.
This work has provided insight into the landscape of BSM physics coupling to photons

by using unique analysis techniques at the LHC. The Run 3 data-taking period is now
beginning and PPS has plans to operate during all phases with a similar experimental
setup as in 2018. With increased luminosity and the power of proton tagging, new regions
of phase space will be explored where evidence for new physics could exist.
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Inclusive background yield correction
Appendix A: Inclusive background yield correction

As discussed in Section 3.3.3, a flat 9.9% yield correction is accounted for in the
elastic signal search region for the dominant �� + j inclusive background.

Additionally, a reweighting of this background was extracted from the discrepancy
observed in the acoplanarity distribution in the inclusive control region. As shown in
Figure A.1, a log-linear templated fit is performed on the observed/expected ratio for this
kinematic variable. This shape is then used as a weighting function (per diphoton candi-
date) and applied to the main inclusive background quoted above. Figure A.2 shows the
acoplanarity distribution in the inclusive control region before and after the reweighting.
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Figure A.1: A log-linear fit to the data/MC acoplanarity distribution for the inclusive con-
trol region (without the acoplanarity selection), used as an input to the events reweighting.
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Figure A.2: Acoplanarity distribution for the inclusive control region before (left), and after
(right) the event reweighting.
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As a closure test shown in Figure A.3, the e�ect of this reweighting can be observed
in a better agreement at the preselection level described in the text.
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Figure A.3: Diphoton acoplanarity for the preselection defined in the text, before (left) and
after the per-pair reweighting is applied on the main inclusive background sample.

In Figure A.4 however, a flat deficit of 36.9% is observed for distributions of interest
in the elastic search region.
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Figure A.4: Diphoton acoplanarity (left) and invariant mass (right) in the elastic signal
search region after applying the reweighting described in the text. As observed here, a
constant deficit is observed in major diphoton kinematic variables.

This deficit is hence treated as a systematic uncertainty for the inclusive backgrounds
yield correction procedure.
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Run 2 shape based limits
Appendix B: Run 2 shape based limits

Shape-based limits can be utilized to strengthen the reach of the analysis by dis-
criminating the signal shape with respect to the background shape. However, since the
expected background is very small, it doesn’t form a true “shape” and therefore isn’t the
best treatment of the limits.

The work that has been done to investigate the shape-base approach is shown here in
this appendix. The shape-based results use the same event yield, background estimation,
signal e�ciency, and systematic uncertainties as detailed in sections 4.5.4 and 4.5.5.

B.1 AQGC shape-based limits

Since the background is expected at low � and the signal is expected at high � , a shape-
based approach is used within the Combine tool to improve the limits. To incorporate
the two � values into the one histogram required by the Combine tool, the two � values
are summed. The di�erence between the sum of the � values for signal and background
can be seen in Figure B.1. The signal shape is taken from signal protons simulated using
the PPS direct simulation, and the background shape is taken from proton � values of
events falling in the 2� matching window in the default background estimation method.
Uncertainty on the signal shape coming from the proton reconstruction is accounted for
by providing “up” and “down” histograms for the signal shape to the Combine tool. The
up and down histograms are created by shifting the proton � values up and down by
the systematic uncertainty on the reconstruction. In a similar way, the uncertainty on
the background shape is accounted for by providing these same types of histograms to
the Combine tool. The up histogram is taken as the alternative estimation method that
provides the largest di�erence between the default estimation method histogram. The
down histogram is then generated as the symmetric histogram with respect to the default
histogram.

The results from the Combine tool can then be used to derive limits on the four-photon
anomalous coupling. The shape-based observed (expected) results for 2016, 2017, 2018,
and combined are given in Equations B.1, B.2, B.3, and B.4, respectively.

�

�
pp ! p��p | �p 2 �

PPS
�
< 8.18 (8.09) fb B.1

�

�
pp ! p��p | �p 2 �

PPS
�
< 6.32 (4.59) fb B.2

�

�
pp ! p��p | �p 2 �

PPS
�
< 0.520 (0.588) fb B.3

�

�
pp ! p��p | �p 2 �

PPS
�
< 0.582 (0.521) fb B.4

Substituting the AQGC cross-sections calculated above, the following observed limits
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Figure B.1: The sum of the � values for both signal and background. These distributions
are used for a shape-based limit setting approach.

are derived for 2016, 2017, 2018, and combined in equations B.5, B.7, B.9, and B.11,
respectively.

| �1 |< 2.65 ⇥ 10�13 GeV�4 (�2 = 0) B.5

| �2 |< 5.54 ⇥ 10�13 GeV�4 (�1 = 0) B.6

| �1 |< 2.33 ⇥ 10�13 GeV�4 (�2 = 0) B.7

| �2 |< 4.87 ⇥ 10�13 GeV�4 (�1 = 0) B.8

| �1 |< 0.668 ⇥ 10�13 GeV�4 (�2 = 0) B.9

| �2 |< 1.40 ⇥ 10�13 GeV�4 (�1 = 0) B.10

| �1 |< 0.707 ⇥ 10�13 GeV�4 (�2 = 0) B.11

| �2 |< 1.48 ⇥ 10�13 GeV�4 (�1 = 0) B.12
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The expected 2D limits on �1, �2 from this full Run 2 analysis with respect to the
limits from the previous 2016-only analysis can be seen in Figure B.2. The limits from
this analysis corresponding to each year of the Run II period individually can be seen in
Figure B.3.

Figure B.2: A comparison between the limits placed by this analysis and the shape based
limits described in this Appendix.

Figure B.3: Expected shape-based limits on AQGC coupling parameters using a shape-
based approach. Contours are shown for the limits corresponding to each year of data
taking during Run II.

119



B.2 ALP shape-based limits

A shape-based approach is also implemented in the Combine tool for the ALP signal
using the missing mass of the forward proton system as the variable for discrimination.
The shapes for the various mass points as well as the background can be seen in Figure
B.4. In the same way as the AQGC shapes, up and down histograms are provided to the
Combine tool using the uncertainty on the proton reconstruction for the signal shapes
and the alternative background estimation methods for the background shape.
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Figure B.4: The missing mass of the forward proton system given by
�
s�45�56 (where

p
s

is the center of mass energy) for the ALP signals and background. The distributions are
used for a shape based limit setting method.

The resulting limits from this shape-based approach can be seen in Figure B.5. The
deviation from the expected limit at the 1250 GeVmass point comes from the one observed
event, which corresponds to a missing mass of 1202 GeV.
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Figure B.5: Observed and expected shape-based limits on ALP production within the
fiducial volume of the search. The sensitivity for each ALP mass is driven by the PPS
acceptance and proton reconstruction e�ciency.
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