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Abstract

A search is performed for pair produced supersymmetric top (stop) quarks in hadronic and

multi-leptonic final states. The search uses a sample of proton-proton collision data at
√

s = 13

TeV, corresponding to 137 fb−1, recorded by the Compact Muon Solenoid (CMS) experiment

at the Large Hadron Collider (LHC). The searches are focused on events with a high transverse

momentum system from initial-state-radiation jets recoiling against a potential supersymmetric

particle (sparticle) system with significant missing transverse momentum. Stop signals which have

small mass splittings between the stop and the lightest supersymmetric particle (LSP) on the order

of 10s of GeV are studied for stop masses ranging from 400 to 1500 GeV. This dissertation probes

the compressed mass phase space through the use of Recursive Jigsaw Reconstruction (RJR) by

assigning reconstructed objects to the initial state radiation or sparticle system following a generic

decay tree, and using this assignment to take advantage of mass sensitive variables in different rest

frames. A new Deep Neural Network based b quark tagger has been developed to find low pT b

quarks using secondary vertices. The signal regions are defined by the multiplicity of reconstructed

objects in each of the two systems, including leptons, jets, soft b-tagged secondary vertices, and

b-tagged jets. Limits are placed on the pair production of stops quarks and are interpreted within

the framework of simplified models. Exclusions at 95% Confidence Level (CL) are expected for

stop masses up to 675 GeV for neutralino masses up to 665 GeV, where the neutralino is assumed

to be the lightest supersymmetric particle.

The last part of the dissertation details a project, independent of the stop search, which looks

at calculating the location of the CMS beam spot using tracking independent methods. A method

was developed, making use of a maximum likelihood fit, which only uses the cluster occupancy

and x, y, and z positions of the read out chips located in the first layer of the barrel pixel detector,

and is accurate to within 1 mm of the true beam spot when tested on simulated Monte Carlo (MC).
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Chapter 1

The Standard Model and Supersymmetry

1.1 Introduction

In particle physics there are many theories that attempt to explain how matter in its smallest form

interacts with other matter through the fundamental forces. The Standard Model (SM) of particle

physics stands at the forefront of these theories in describing the interactions of three of the four

fundamental forces and the elementary particles. As a well tested theory, it can explain many of the

particle phenomena we see today, but it is still incomplete. Some theories that attempt to account

for the deficiencies in the SM look for physics "Beyond the Standard Model", a popular one being

Supersymmetry (SUSY), which introduces a new class of elementary particles.

For this dissertation a search is performed for one of these new particles, called the stop, which

is the supersymmetric partner to the third generation top quark. This search looks for stops which

have a small mass splitting between it and the lightest supersymmetric particle (LSP). This sce-

nario, commonly referred to as a compressed mass scenario, creates soft visible decays, where b

quarks can be expected. One of the mainstays of this search is the production of a new discrimi-

nator, using a Deep Neural Network (DNN) that trains on low-momentum objects, that is used to

identify these soft b quarks.

This dissertation starts with a summary of the Standard Model, including a brief history, and

then describes the limitations of the SM, leading into a summary of Supersymmetry and how

it supplements the SM. Following that, the current state of experimental searches in SUSY is

given. In Chapter 2 the Large Hadron Collider (LHC) and Compact Muon Solenoid (CMS) are

described in some detail, with some focus given to the Pixel Detector of the CMS experiment
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and its Phase I upgrade. Chapter 3 gives an overview of the analysis, and includes descriptions

of the event reconstruction, the use of Recursive Jigsaw Reconstruction (RJR), and the pertinent

stop signal modes. Chapter 4 goes through the production of a DNN based soft b-tagger using

low pT secondary vertices (SVs), and its use within the analysis. Chapter 5 details the event

selection, the object reconstruction, and the building of the analysis regions using object counting

and binning in mass sensitive variables produced using RJR. The results of the analysis are given

in Chapter 6, and includes the signal interpretations. A summary of the dissertation is then given

in Chapter 7. Lastly, Appendix A goes through a project independent of the analysis, that involves

the measurement of the CMS beam spot, without making use of track reconstruction.

1.2 A Brief History of the Standard Model

The current formulation of the Standard Model, to be described in more detail in Section 1.3,

began to take form with the development of a non-Abelian gauge theory by Chen Ning Yang and

Robert Mills [9], which was later used to describe the interactions of the strong force to form the

theory that is now known as Quantum Chromodynamics (QCD) [10]. In the 1960s, Glashow put

forth a partially symmetric theory of the weak and electromagnetic interactions [11], which would

be the basis for the standard model of electroweak interactions. With the addition of the Higgs

mechanism to describe the mass generation of the SM fields [12, 13, 14, 15, 16], the basis for the

current formulation of the SM was completed.

To date, most experiments that have tested the interactions of the strong, weak, and electro-

magnetic forces have had results which are shown to be in agreement with the predictions of the

SM. This is seen most clearly with the discovery of the elementary particles that are predicted by

the SM, such as the discovery of the quarks (including the top quark) [17, 18, 19, 20, 21, 22, 23],

the different flavors of neutrinos [24, 25], and most recently the Higgs boson [26, 27]. While ex-

periments have supported what the SM predicts, there are many phenomena that the SM is unable

to explain. Some problems of note that the SM cannot account for are the gravitational force, the

matter-antimatter asymmetry, the existence of dark matter and dark energy, and the gauge hierar-
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chy problem, all of which will be detailed in Section 1.4.

These problems naturally lead to the idea of theories which explore physics "Beyond the Stan-

dard Model" and that can be used to explain the basis for the unexplained phenomena. One such

theory is Supersymmetry (SUSY), an extension to the Standard Model which adds a new class of

particles and provides an elegant solution to many of the problems found within the SM.

1.3 The Standard Model

The Standard Model of particle physics is a gauge theory based on the gauge group SU(3)C ×

SU(2)L ×U(1)Y , and is used to describe the interactions of the strong, weak, and electromagnetic

forces. Each force corresponds to a gauge symmetry within the SM gauge group; SU(3)C for the

strong interaction and SU(2)L×U(1)Y for the electroweak interaction, with the sub group U(1)EM

corresponding to the electromagnetic interaction. There are four sets of quantum fields associated

with the SM, these are the gluon fields GC
µ , which transform under SU(3)C [28]; the electroweak

fields W 1
µ , W 2

µ , W 3
µ , and Bµ , which transform under SU(2)L ×U(1)Y ; the fermion fields ψ , which

represent matter particles; and lastly the Higgs field φ , a complex scalar field which is used to

generate mass under a spontaneous symmetry breaking of the SU(2)L ×U(1)Y gauge group [29].

The interactions of these fields can be described using a field theory Lagrangian, given in a very

simplified short form in Eq. (1.1), a form used to summarize the equation as far as possible without

losing too much information.

L =−1/4FµνFµν

+ iψ̄��Dψ

+ ψ̄iyi jψ jφ +h.c.

+ |Dµφ |2 −V (φ)

(1.1)

The first line of Eq. (1.1) is for the interactions of the gauge fields, corresponding to the GC
µ , W i

µ ,
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and Bµ fields, with Fµν being the field strength tensor. The second line describes the interactions of

the fermion fields with the gauge fields, with��D used as a shorthand for γωDω , the gauge covariant

derivative. The third line gives the mass terms for the fermion fields, with yi j being the Yukawa

mass coupling, which describes the interaction between the fermion fields and the Higgs field.

The last line gives the mass terms for the gauge fields, with the first term showing the interaction

between the gauge fields and the Higgs field, and the second term showing the Higgs self coupling.

Each of the SM fields correspond to physical particles. Of the force carriers there are eight

gluons which directly correspond to the gluon fields, and mediate the strong force. The W±, and

Z bosons mediate the weak force, and the photon mediates the electromagnetic force. The W±,

Z, and photon arise out of a combination of the W i
µ and Bµ fields through the Higgs mechanism.

The Higgs boson is the resulting physical particle that is left over from the scalar field after the

spontaneous symmetry breaking. The remaining particles are the fermions, consisting of the quarks

and leptons. There are a total of 6 quarks (u,d,s,c,b, t) and 6 leptons (e,µ,τ,νe,νµ ,ντ ), separated

into 3 generations each. Each quark and lepton has its own anti-particle. The quarks mainly interact

through the strong force, but also have charges which allow them to interact through the weak and

electromagnetic forces. The leptons only interact through the electromagnetic and weak forces.

As fermions, both quarks and leptons have a weak hypercharge, and for the case of the left-handed

particles, a SU(2)L charge, which allows them to interact through the electroweak forces.

1.4 Limitations of the Standard Model

Experiments have shown that up to the electroweak energy scale set at approximately 246 GeV,

the value of the vacuum expectation value, the Standard Model is an accurate theory and even

then, it still has some deficiencies. There are two main deficiencies related to the SM; the first

corresponding to the phenomena that cannot be explained by the current theory, and the second

being inconsistent scales within the model.
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1.4.1 Unexplained Phenomena

On the subject of unexplained phenomena, the Standard Model is unable to deal with gravity,

dark matter, dark energy, or the matter-antimatter asymmetry. The SM as it is does not deal with

gravity at all. At the current observable energy scales the gravitational force has an insignificant

effect on the elementary particles, with the force being 1024 times weaker than the weak force,

the next weakest of the forces in terms of effective field strength. Gravity also mainly works on

a macroscopic scale, requiring large mass and distance scales for its effects to be seen in any

significant way.

For dark matter and dark energy, the SM does not have a viable candidate that could take the

place of either of these phenomena. Dark matter requires a non-interacting, or at least a weakly-

interacting particle. The closest candidate to this would potentially be the neutrino, but as it is close

to massless, it would not be able to account for the amount of matter necessary according to recent

observations. The amount of matter that the SM can account for in the universe is approximately

5% of the mass-energy content, the remaining amount is dark matter (20%) and dark energy (75%)

[30].

Lastly, there is the matter-antimatter asymmetry. Astronomical observations show that the uni-

verse is mostly made out of matter. The main observational evidence for this is that there are almost

no byproducts of matter-antimatter annihilation events seen in the visible universe. This leads to

the conclusion that in the early universe there must have been a small imbalance between matter

and antimatter such that when most of the particles annihilated with each other, only regular matter

was left over. The problem with this as it pertains to the SM is that there are no sources that can

adequately explain the size of the imbalance necessary to create the matter in the universe. While

direct CP violation, a type of symmetry breaking that could be a source of the matter-antimatter

asymmetry, is allowed through a complex phase in the Cabibbo-Kobayashi-Maskawa (quark mix-

ing) matrix, which gives information on the flavor-changing weak interaction of the quarks [31],

the size of such a complex phase would not be enough to explain the asymmetry. Experimentally,

there have been observations of CP violation in neutral kaons [32, 33, 34], B-mesons [35, 36],
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strange B mesons [37], D mesons [38], and most recently there have been indications of CP viola-

tion in neutrinos [39]. The size of the CP violation in each of these cases, though, has so far been

unable to explain the source of the asymmetry.

1.4.2 The Problem of Scale

In addition to the unexplained phenomena that the SM does not explain, there are also some poten-

tial problems within the model itself, granted these problems may be more aesthetic than physical

depending on the interpretation and what energy scale is being considered. These problems stem

from the idea of naturalness, a property where the dimensionless ratios between the free parame-

ters or physical constants of a theory should have values within an order of magnitude. In addition,

any free parameters should not have any fine-tuning applied.

Within the Standard Model the main problem of note is the Hierarchy problem, which refers

to how the Higgs mass is multiple orders of magnitude smaller than the Planck scale. How this

theoretically affects the SM can be seen in the scalar potential of the Higgs boson and its subsequent

mass term, where experimentally this is currently not an observable effect. The Higgs potential

can be written in terms of the physical Higgs boson as given in Eq. (1.2),

V (H) = λv2H2 +λvH3 +
λ

4
H4 (1.2)

where the first term gives the physical mass, the second contains the trilinear self coupling and

the third the quadrilinear self coupling [40]. These terms can also be represented by the three tree

level diagrams of the Higgs self coupling as seen in Figure 1.1.

The quadratic term would represent a Higgs traveling through space from one point to another.

The cubic term would correspond to the interaction of a Higgs scattering off of a second Higgs. The

quartic term would then be two Higgs interacting to produce another two Higgs. For the purpose of

the hierarchy problem, the quartic coupling can be converted to a one-loop level correction to the

physical mass term as seen in Figure 1.2, where a Higgs absorbs and then emits a Higgs as it travels
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H H
(a)

H

H

H
(b)

H

H

H

H

(c)

Figure 1.1: Feynman diagrams depicting the quadratic (propagator) (a), cubic (b), and quartic (c)
couplings of the Higgs boson. These were drawn using [1].

H

H

H

H

→
H H

H H

→

H

H H

Figure 1.2: Feynman diagrams depicting the conversion of the quartic Higgs coupling to a one-
loop propagator where the lines of the two upper Higgs combine to form a loop. These were drawn
using [1].
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from one point to another. Adding this correction, called the self-energy radiative correction, we

get Eq. (1.3) for the Higgs mass.

M2
physical = M2

H +
3λ

8π
Λ

2 − 3λ

8π
M2

H log
(

Λ2 +m2
H

M2
H

)
(1.3)

The Λ parameter in Eq. (1.3) is the Ultra Violet cutoff, the point at which the Standard Model

can be considered valid. This cutoff is presumed to be on the order of the Planck scale. Such a

scale produces a quadratic divergence in the correction, by which the Higgs boson mass would

be made large to a degree where M2
physical � M2

H . With the observed mass of the Higgs being of

the order of 100 GeV there would need to be some fine-tuning applied to the relation between the

radiative corrections and the bare Higgs mass, such that the correction is canceled out. Fermions

can also contribute to the Higgs mass through their one loop contributions, similar to the Higgs

self-energy correction, which further introduces quadratic divergences.

In the SM the Higgs sector lacks a symmetry that can protect against such a large radiative cor-

rection to its mass. A solution then would need to be found beyond the Standard Model. There have

been a couple attempts to deal with the quadratic divergence which includes having the elementary

particles be composite objects, the idea of Technicolor [41, 42], where fundamental scalars are in-

stead composites of new fermions, and lastly there is the addition of a higher symmetry which can

be used to eliminate the quadratic divergence present within the Higgs mass [7]. Supersymmetry

falls under this third option and will be the focus of this dissertation.

1.5 Supersymmetry

Supersymmetry is an extension of the Standard Model that introduces a new symmetry that relates

bosons and fermions. It provides a framework for incorporating gravity, an explanation for the

large gauge hierarchy, a source for dark matter, and in some cases can account for the matter-

antimatter asymmetry through leptogenesis.

In SUSY each SM particle will have an associated "superpartner" (sparticle) which, in the sim-
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plest theories, will have the same quantum numbers with the exception of its spin, which will differ

by a half-integer. SM fermions will have a boson as a partner, and the SM bosons will similarly

have a fermion as a partner. As a symmetry, the masses of the sparticles should be equivalent to

their SM counterparts, but only if it is an exact symmetry. From experimental observations it is

not possible for SUSY to be an exact symmetry, as there have been no discoveries of fundamental

scalar particles that have the same mass as the known fundamental fermions. This means that it

is a broken symmetry, where the masses of the sparticles will be heavier than the equivalent SM

particles. As a broken symmetry there is a limit to how big the sparticle masses can get before the

SM problems that were initially solved by SUSY, come back in a new form. The main problem that

would reoccur is the hierarchy problem, as new large radiative divergences would be introduced by

the sparticles. This would require the sparticles to have masses on the order of the TeV scale, and

a spontaneous symmetry breaking that will preserve the gauge invariance and renormalizability of

the theory [43].

There are multiple SUSY theories available, and the main difference between each of them

is how they deal with the symmetry breaking. This affects how the sparticles interact, what

masses they have after the symmetry breaking, and the content of the superfields that partner to the

SM fields. The most economic theory available is the Minimal Supersymmetric Standard Model

(MSSM), which takes the minimal number of gauge groups, particle groups, Yukawa interactions,

and soft symmetry breaking terms. The MSSM will be discussed in detail in section 1.5.3, after

going through a general list of the sparticles found in SUSY (sec. 1.5.1), along with an explanation

of how the Hierarchy problem is taken care of (sec. 1.5.2).

1.5.1 The S-particle Spectrum

Supersymmetry (SUSY) relates the fermionic and bosonic degrees of freedom [7]. This relation

predicts the sparticles as partners to SM particles. A requirement of this symmetry is that the

number of degrees of freedom in the bosons and fermions must be equal between SUSY and

the SM. This means that at a minimum there must be one supersymmetric particle for every SM
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particle. For example, for every quark and anti-quark in the SM, there will be a pair of complex

scalar quarks and anti-quarks in SUSY. These two scalars are for the left and right handed chiralities

of the SM quarks. As a way to differentiate particles between SUSY and the SM, the equivalent

SUSY particles will have an s-prefix for the partners to fermions (where the s stands for scalar),

and an -ino suffix for the partners to bosons.

At a minimum any Supersymmetric theory will have three generations of scalar quarks (s-up,

s-down, s-charm, s-strange, s-top, s-bottom), and leptons (s-electron, s-muon, s-tau, s-neutrinos).

For the SM bosons there will be the fermionic winos, bino, zino, photino, and gluino; collectively

called the gauginos, and then the higgsinos. The winos consist of three states, two charged and one

neutral, related to the W bosons and the SU(2) gauge fields. The bino is then the superpartner of

the U(1)Y gauge field. In some cases there will also be the gravitino, should gravity be explicitly

incorporated. In addition to the gauginos there are also the neutralino and chargino, which are the

generalized mass eigenstates of the gauginos. If the mass eigenstates have specific couplings then

they will have a more specific name such as wino, higgsino, or wiggsino (a mixture of higgsino

and wino) for the charginos; corresponding to a W-like, Higgs-like or intermediate couplings re-

spectively, and the photino, zino, higgsino, ziggsino (a mixture of zino and higgsino), wino, and

bino equivalently for the neutralinos. Table 1.1 gives a list of the sparticles and their corresponding

symbols.

There is an up-type and down-type pair of higgsinos in SUSY, corresponding to a pair of scalar

Higgs doublets that are added on the SM side. This two doublet requirement is motivated by the

fact that certain Higgs-fermion interaction terms in the SM are not allowed in SUSY. Specifically,

the complex conjugates of the Higgs doublets cannot be used in the mass generation term in SUSY.

As it is, having one Higgs doublet would only allow for either the up- or down-type quarks to

acquire mass, since in the SM one quark type will get its mass from the complex conjugate of the

Higgs doublet, whereas by adding another Higgs doublet on top of the one already present, both

types will attain masses [7].

The sparticles will generally be produced and decay in the same manner as their SM partners,
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SM Particles SUSY Particles
Weak eigenstates generic mass eigenstates specific mass eigenstates

name symbol name symbol name symbol name symbol
quarks q scalar quarks q̃L, q̃R - q̃1, q̃2 - -
leptons ` scalar leptons ˜̀L, ˜̀R - ˜̀1, ˜̀2 - -

neutrinos ν scalar neutrinos ν̃ - - - -
gluons g gluino g̃ - - - -

W boson W±, wino W̃±
charginos χ̃

±
1,2

wino w̃±

Higgs boson
(charged) H+

u , H−
d higgsino H̃+

u , H̃−
d

higgsino
wiggsino

h̃±

ω̃1,2
photon γ photino γ̃

neutralinos χ̃0
1,2,3,4

photino γ̃

Z boson Z zino Z̃ zino z̃
Higgs boson

(neutral) H0
u,d higgsino H̃0

u,d
higgsino
ziggsino

h̃1,2

ζ̃1,2
W gauge field W 0 wino W̃ 0 wino w̃0

B gauge field B bino B̃ bino b̃

Table 1.1: The table gives a list of the Supersymmetric particles. Also shown are the symbols
used to denote each particle, along with detailing the associated SM particle. This table is made
following a similar table given in [7]. A dash denotes that the entry remains unchanged with respect
to the previous entry.

with some minor differences and special cases. These decay modes will be detailed in section

1.5.3. The last sparticle to be mentioned is the generically named Lightest Supersymmetric Particle

(LSP), which is one that is stable, has a neutral charge and lightly interacts with SM particles. The

most likely candidate for the LSP would then be a neutralino, which would correspond to a mixture

of the neutral higgsino, wino, and/or bino. Due to the features of the LSP it makes a good dark

matter candidate, falling under the category of weakly interacting massive particle (WIMP).

1.5.2 Solving the Hierarchy Problem

As mentioned in section 1.4.2, one of the problems in the Standard Model is the existence of

quadratic divergences in radiative corrections to the Higgs mass. This essentially disappears in a

supersymmetric extension to the SM through the inclusion of a new symmetry which creates super-

partners. These new particles will also introduce quadratic divergences due to radiative corrections,

but of opposite sign to the radiative corrections from the SM particles.

11



Following the description of the Hierarchy problem given in ref. [43], fermions will provide a

correction to the Higgs mass, in the same way that the Higgs introduces its own radiative correction,

as given in Eq. (1.3). For a number of heavy fermions, on the order of the top mass, a one-loop

correction, following the work done by [44], is given by Eq. (1.4).

∆M2
H = N f

λ 2
f

8π2

[
−Λ

2 +6m2
f

Λ

m f
−2m2

f

]
+O

(
1/Λ

2) (1.4)

As in Eq. (1.3), the correction from the heavy fermions introduce a quadratic divergence

in the cutoff scale parameter, Λ. Now one can consider the set of scalar fermions (sfermions)

with a trilinear coupling vλS, quadrilinear coupling λS, and mass mS. These scalars will give two

contributions to the Higgs mass, corresponding to the two one-loop diagrams of a scalar particle

contributing to the Higgs self-energy (one loop for the trilinear coupling, and a second loop for the

quadrilinear coupling). The correction to the Higgs mass then becomes Eq. (1.5).

∆M2
H =

ΛSNS

16π2

[
−Λ

2 +2m2
S log

(
Λ

mS

)]
−

Λ2
SNS

16π2 v2
[
−1+2log

(
Λ

mS

)]
+O

(
1

Λ2

)
(1.5)

A relation between the coupling parameters of the fermions and sfermions can be found such

that the quadratic divergences cancel out, in this case λ 2
f = 2m2

f /v2 =−λS and NS = 2N f . Adding

the contributions of Eqs. (1.4) and (1.5) together after making the relevant substitutions will give

Eq. (1.6).

∆M2
H =

λ 2
f N f

4π2

[(
m2

f −m2
S
)

log
(

Λ

mS

)
+3m2

f log
(

mS

m f

)]
+O

(
1

Λ2

)
(1.6)

From this equation it is seen that the quadratic divergence disappears from the Higgs mass

correction, while a logarithmic divergence of a much smaller scale remains. It was mentioned at

the beginning of sec. 1.5 that the sparticles would have to be on the order of 1 TeV, else another

radiative divergence would be introduced. The logarithmic divergence seen in Eq. (1.6) is such a

divergence. As the sparticles get larger in mass, so does this divergence, while it remains small

12



for masses on the same order as the SM fermions and even disappears completely with a perfect

mass symmetry between the sparticles and SM particles. With the divergences to the Higgs mass

removed and/or reduced, the symmetry found in SUSY protects the Higgs mass, and explains the

difference in scale between the mass and the UV-cutoff scale. Trying to maintain this protection

also sets the scale for what masses can be expected from the sparticles after the symmetry breaking.

1.5.3 Minimal Supersymmetric Standard Model

The Minimal Supersymmetric Standard Model is an extension to the Standard Model that adds

a minimal number of parameters on top of the existing SM parameters. There are four basic

assumptions pertaining to this [40, 7]; a minimal gauge group, minimal particle content, R-parity

conservation, and minimal soft symmetry breaking terms.

The gauge group of MSSM is the same as for the Standard Model, SU(3)C ×SU(2)L ×U(1)Y .

Each symmetry in this gauge group has a corresponding superfield consisting of a vector super-

multiplet. There is the Ĝ superfield of SU(3) consisting of the 8 gluons (g) and 8 gluinos (g̃), the

Ŵ superfield of SU(2) consisting of the W 0 and W± fields and the three winos (W̃ 0, W̃±), and

then the B̂ superfield of U(1) consisting of the B field and the bino (B̃). The Z, zino, photon, and

photino are not considered amongst these, as they are just linear combinations of the neutral com-

ponents of the Ŵ and B̂ superfields. The mixtures and pure states of higgsinos, winos, and binos

are collectively referred to as electroweakinos.

The particle content will almost directly mirror what is in the Standard Model. There are

three generations of quarks/squarks and leptons/sleptons, and no right handed neutrinos/sneutrinos.

The left and right handed quarks and leptons will be in chiral supermultiplets with their scalar

superpartners. There are also the chiral superfields of the Higgs, one for each of the two complex

doublets and their superpartners. All of the superfields and their particle content are given in table

1.2.

In order to ensure lepton and baryon number conservation with the added superpartners, a new

symmetry called R-parity is introduced [45], given by Eq. (1.7),
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Super-multiplet Super-field Boson field Fermion partner
gluon, gluino Ĝ g g̃

W gauge field, wino Ŵ W±, W 0 W̃±, W̃ 0

B gauge field, bino B̂ B B̃
slepton, lepton

×3
L̂ ν̃ , ẽL ν , `L
ˆ̀ ˜̀∗

R `†
R

squark, quark
×3

Q̂ ũL, d̃L uL, dL

û ũ∗R u†
R

d̂ d̃∗
R d†

R

Higgs, higgsino
Ĥu H+

u , H0
u H̃+

u , H̃0
u

Ĥd H0
d , H−

d H̃0
d , H̃−

d

Table 1.2: A list of the superfields in the MSSM, written in a format similar to a table given in
[8], with the exception of a change in nomenclature for some of the superfields, to make their
associations more explicit

Rp = (−1)2S+3B+L (1.7)

where S is the spin and L and B are the lepton and baryon numbers respectively. This equation

gives a quantum number to each of the particles, with a value of Rp = +1 for SM particles and

Rp =−1 for the SUSY partners. A consequence of this symmetry is that sparticles will always be

produced in pairs, and must decay to an absolutely stable LSP [43].

The interactions of the superfields will be described by a renormalizable supersymmetric La-

grangian, made up of a Kähler potential, a superpotential, and a gauge kinetic function [8]. Each of

these are functions of the chiral superfields, where the gauge kinetic function and Kähler potential

will have the simple forms of fab = δab(1/g2
a − iΩa/8π2) and K = φiφ̃

i∗ at tree level respectively

[46]. The superpotential is more complicated in that it includes the Yukawa couplings and super-

symmetric Higgs mass term. The superpotential for the MSSM is given in Eq. (1.8).

W = ∑
i, j=gen

−Y u
i jûRiĤuQ̂ j +Y d

i j d̂RiĤdQ̂ j +Y `
i j

ˆ̀RiĤdL̂ j +µĤuĤd (1.8)

with Yi j being the Yukawa coupling, and µ the SUSY conserving higgsino mass parameter.

This superpotential has inherent R-parity conservation, and is compatible with gauge invariance.
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Aside from the SUSY-conserving terms of the Lagrangian, there are also the soft SUSY-

breaking terms which are added by hand to explicitly break the symmetry. These terms, Eqs.

(1.10-1.12), correspond to the mass terms for the gauginos, sfermions, Higgs bosons and the tri-

linear couplings between the sfermions and Higgs bosons [43].

−Lgaugino =
1
2

[
M1B̃B̃+M2

3

∑
a=1

W̃ aW̃a +M3

8

∑
a=1

G̃aG̃a +h.c.

]
(1.9)

−Ls f ermions = ∑
i=gen

m2
Q̃i

Q̃†
i Q̃i +m2

L̃i
L̃†

i L̃i +m2
ũi
|ũRi|2 +m2

d̃i

∣∣d̃Ri
∣∣2 +m2

˜̀i

∣∣ ˜̀Ri
∣∣2 (1.10)

−LHiggs = m2
Hu

H†
u Hu +m2

Hd
H†

d Hd +Bµ (Hu ·Hd +h.c.) (1.11)

−Ltrilinear = ∑
i, j=gen

[
Au

i jY
u
i jũ

∗
RiHu · Q̃ j +Ad

i jY
d
i j d̃

∗
RiHḋ̃Q j +A`

i jY `
i j

˜̀∗
RiHd · L̃ j +h.c.

]
(1.12)

Summing together Eqs. (1.10-1.12) gives the soft SUSY-breaking scalar potential, as seen in

Eq. (1.13).

Vso f t =−Ls f ermions −LHiggs −Ltrilinear (1.13)

Combining the SUSY-breaking scalar potential with the supersymmetric Lagrangian and gaug-

ino mass terms gives the unconstrained MSSM (MSSM-124), which adds 105 unknown parame-

ters in addition to those already in the SM. There are inherent phenomenological problems with

the unconstrained MSSM, in that a generic parameter set will show no individual lepton number

conservation, will allow flavor-changing neutral currents, and will introduce new sources of CP vi-

olation beyond that allowed by experimental bounds [8]. Constraints can be added to MSSM-124
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to make a phenomenologically viable parameter space, with one example being the phenomeno-

logical MSSM (pMSSM), which makes three assumptions thereby reducing the parameter space

to 22 input parameters [43]:

• All soft SUSY-breaking parameters are real, which means no new sources of CP-violation.

• mass matrices and trilinear couplings for the sfermions are all diagonal, which implies that

there are no flavor-changing neutral currents at tree level.

• soft SUSY breaking masses and trilinear couplings of first and second generation sfermions

are the same at low energy.

Different constrained MSSM models, in addition to the pMSSM, will be based on assumptions

like these in order to reduce the parameter space and make a more easily testable and phenomeno-

logically viable model. The number of assumptions will determine the number of parameters,

where more constrained models with a larger number of assumptions will have a smaller number

of parameters that can be studied. Other examples of constrained MSSM models include anomaly

mediated SUSY-breaking (AMSB) and gauge mediated SUSY-breaking (GMSB). Both of these

types of models describe how SUSY-breaking occurs in hidden sectors and are then transmitted to

the MSSM fields through either the super-Weyl anomaly in AMSB models or SM gauge interac-

tions in GMSB models.

An important component of these constrained models will be the composition of the elec-

troweakinos, which will determine what mass differences can be expected between the SM and

SUSY particles. Additionally these will determine whether a given decay mode will be suppressed,

affecting the production cross sections. For experimental searches simplistic minimal models are

used such that the decay mode being looked at for a given sparticle will have a 100% branching

ratio and in addition, the minimal number of sparticles are considered in order to further simplify

the model.
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1.5.4 Mass Couplings and Decays

In talking about the mass couplings and decays of the sparticles, a focus is given to the stop, and

electroweakino states, as the main production modes studied correspond to pair production of the

stops which subsequently decay to charginos or neutralinos.

Each sparticle will have a mass matrix that describes the mass eigenstates and mixing of the

relevant sparticles. These also give the unknown parameters that these masses depend on. The

electroweakinos will have two separate matrices, one for the chargino and one for the neutralino.

The charginos will be described at tree level by a 2×2 complex matrix given by Eq. (1.14).

 M2
√

2MW sβ

√
2MW cβ µ

 (1.14)

This describes the possible chargino states corresponding to the mixtures of the charged winos(
W̃±) and charged higgsinos

(
H̃−, H̃+

)
, where M2 is the mass parameter of the wino, from the

gaugino term of the soft susy breaking Lagrangian, Eq. (1.9), and µ is the higgsino mass parameter

found in the superpotential, Eq. (1.8). The remaining terms sβ ≡ sinβ and cβ ≡ cosβ are related

to the ratio of the vacuum expectation values (vevs), tanβ from the Higgs doublet, while MW

is the W boson mass term. The matrix can be diagonalized using singular value decomposition,

UMV−1, with U being the rotation matrix for the negatively charged states and V the positively

charged states [43]. The diagonalized matrix gives two mass eigenstates mC̃1
and mC̃2

. These

physical states are generally denoted by χ̃
±
1 and χ̃

±
2 , which are a linear combination of wino and

higgsino states, with the ultimate composition depending on the matrix elements of U and V [8].

The masses are ordered such that M
χ̃
±
1
< M

χ̃
±
2

.

The neutralino will have a 4×4 mass matrix at tree level, due to the four possible neutral states,

given by Eq. (1.15).
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

M1 0 −MZsW cβ MZsW sβ

0 M2 MZcW cβ −MZcW sβ

−MZsW cβ MZcW cβ 0 −µ

MZsW sβ −MZcW sβ −µ 0


(1.15)

This matrix will describe the mixings of the neutral higgsinos,
(
H̃0

u , H̃
0
d

)
, and the neutral gaug-

inos, the bino and wino
(
B̃,W̃ 0). The terms not present in the chargino mass matrix correspond

to the bino mass term, M1 from Eq. (1.9), the Z boson mass, MZ , and the weak mixing angle,

sW ≡ sinθW and cW ≡ cosθW . The matrix can also be diagonalized, but in this case by a single

unitary matrix, N, such that NMÑN−1 = diag(MÑ1
,MÑ2

,MÑ3
,MÑ4

), where the diagonal terms are

the masses of the four neutralino states. Like the charginos, the neutralinos are usually denoted

by χ̃0
1 , χ̃0

2 , χ̃0
3 , and χ̃0

4 , with the masses ordered in the same way: M1 < M2 < M3 < M4. The

four neutralinos are linear combinations of the neutral higgsino, wino, and bino states, with the

composition determined by the unitary matrix N [8].

Considering only the third generation of squarks, the tree level mass matrix for the stop will

be a 2x2 squared mass matrix, seen in Eq. (1.16), which describes the mixing between the left and

right handed stops that come from the SUSY Lagrangian in Eqs. (1.8, 1.10).

m2
t +m2

Q̃ +Lt mtX∗
t

mtXq M2
ũ +m2

t +Rt

 (1.16)

,

Xq ≡ Aq −µ
∗ cotβ (1.17)

The diagonal mass terms correspond to the soft SUSY breaking mass terms, M2
Q̃ and M2

ũ , from

Eq. (1.10), the top quark mass, mt , and then the left and right handed electroweak correction

terms Lt and Rt [8]. The off diagonal terms depend on the ratio of the Higgs doublet vevs, the

higgsino mass parameter, µ , and the A parameters from the trilinear coupling terms of the soft
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SUSY breaking Lagrangian in Eq. (1.12). Using the rotation matrices of the angle, θt , the mass

matrix can be diagonalized such that it turns the left and right handed eigenstates into the mass

eigenstates, t̃1 and t̃2, corresponding to the physical stops. As with the gauginos, the masses of the

two stops is ordered as 1 < 2.

The gauginos and stops will have a similar decay pattern to their standard model counterparts,

with the exception that all of the decay chains will end with the LSP, which is generally assumed

to be the lightest neutralino, χ̃0
1 . Following the mass matrix of the χ̃

±
i ’s and χ̃0

i ’s, each given

state will be some admixture of the bino, wino, or higgsino. With these mixtures they will have

weak interaction couplings to sfermion/fermion pairs provided that they are light enough and in

addition can decay to any lighter gaugino plus electroweak gauge boson or Higgs [46]. The two

body decays of the charginos and neutralinos will then be given by Eqs. (1.18, 1.19).

χ̃
0
i → Zχ̃

0
j ,W χ̃

±
i ,h0

χ̃
0
j , ` ˜̀,νν̃ (1.18)

χ̃
±
i →W χ̃

0
j ,Zχ̃

±
1 ,h0

χ̃
±
1 , `ν̃ ,ν ˜̀ (1.19)

In the case that the two body decay modes are not kinematically feasible there are also the

three-body decays to two fermions and a neutralino or chargino given in Eq. (1.20).

χ̃
0
i → f f χ̃

0
j , χ̃

0
i → f f ′χ̃±

j , χ̃
±
i → f f ′χ̃0

j , χ̃
±
2 → f f χ̃

±
1 (1.20)

The stop will usually decay to a top plus gluino, t̃ → tg̃, with the other decays being a top plus

a neutralino, t̃ → t χ̃0
i and a b plus a chargino, t̃ → bχ̃

+
i . Depending on the composition of the

charginos and neutralinos, the decay to the LSP will be favored, especially for a bino like χ̃0
1 in the

case of right handed squarks, while the left handed quarks may prefer decaying into the heavier

charginos and neutralinos due to larger wino couplings. Due to the large Yukawa couplings, the

stops will also favor decaying into higgsino like charginos and neutralinos, which will not be the

case for other squarks. Depending on the allowed kinematic boundary, it may not be possible

for the lighter top squark to decay to a top plus gluino or LSP, narrowing the possible decays to
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charginos, t̃1 → bχ̃
+
1 ; three body decays, t̃1 → bW χ̃0

1 ; flavor suppressed decay to charm quarks,

t̃1 → cχ̃0
1 ; or four body decays, t̃1 → b f f ′χ̃0

1 [46]. For the cases where the stop decays to a gluino or

heavier chargino or neutralino then these will invariably decay to the LSP through cascade decays.

1.5.5 Experimental Searches

There are two ways in which experiments can place constraints on SUSY models. There are the

indirect constraints, which correspond to searching for or measuring physics that is not directly

related to SUSY, but still places constraints on the SUSY parameter space. Data taken for the

purpose of measuring SM electroweak observables, or studying dark matter are such examples.

There are also the direct constraints, which simply correspond to searches for sparticle production.

For this overview of experimental searches, a focus will be placed on the direct searches performed

at the various colliders especially those done at the LHC by the CMS and ATLAS experiments.

For direct SUSY searches the most important component is the model that is used to interpret

results. It is not feasible to perform searches on the full MSSM parameter space, as the number

of free parameters would be too large. Instead searches are performed using constrained or sim-

plified models that reduce the number of free parameters being explored. Constrained models, as

mentioned in section 1.5.3, assume a SUSY breaking mechanism and have additional constraints

to reduce the parameter space. Their draw is a large selection of experimental signatures that can

be observed, with the downside that they do not cover all possible kinematic signatures or mass

relations [47]. For such models though, measurements are generally made using gluinos, and first

and second generation squark production, which have already been significantly constrained by

past SUSY searches at the LHC. Alternatives to the constrained models are the pMSSM and other

simplified models. The pMSSM takes the indirect constraints made using SM experiments in or-

der to reduce the parameter set of the full MSSM down to on order 19 free parameters, which will

allow for a large selection of experimental signatures, while not being as heavily constrained as

some of the constrained SUSY models. The simplified models will only look at specific sparticle

productions and decay modes, which allows for a free variation of sparticle masses for a more
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focused study of the production in question. For the SUSY searches at the LHC, simplified models

have been the main set of models used for the interpretation of results, as they are more convenient

when looking at specific sparticle topologies, which analyses are generally built around. An im-

portant distinction for experimental searches of SUSY particles is that two separate masses must

be jointly considered: the mass of the SUSY particle created in the decay, and the mass of the

LSP. When exclusions are determined, they are determined in this 2-dimensional plane of masses,

which means that the mass splitting between these two particles is as equally important in a search

as the mass of the particles themselves. Cases where the mass splitting of the two particles is small

are called compressed mass scenarios, and are important corridors of study due to the possible low

momentum signatures of the decays.

Searches have been performed that have placed exclusion limits on various sparticles, with

such limits depending on the model used to interpret results. All of the results mentioned here

assume that R-parity is conserved. First, there are the limits placed on gluino production, which

will depend on what is assumed for the LSP and intermediate decay sparticle masses. Current

limits exclude gluinos with masses up to 2 TeV, assuming the LSP is a neutralino with a mass on

the order of 1.0 TeV [48, 49, 50, 51]. The searches assume pair production of gluinos which decay

to a quark pair and the lightest neutralino, or, for the more recent one, pair production of gluinos

which decay to a quark pair and boosted Z bosons, mediated by a massive neutralino. For the

earlier searches there are also the possibility of an intermediate decay with the quark pair decaying

to an off shell lightest chargino, second lightest neutralino, or stop, producing gauge bosons and

the LSP. Example Feynman diagrams are given in Figure 1.3

For chargino decays to neutralino LSPs, the limits will depend on the mass difference between

the chargino and neutralino. Starting with large to intermediate mass splittings, masses of up to 0.6

TeV are excluded, assuming a massless LSP where pair produced charginos decay to the LSP with

gauge bosons or sleptons as intermediaries [52]. There are also limits on the lightest chargino, and

second lightest neutralino of up to 345 GeV with mass splittings corresponding to small values of

the LSP [53, 54]. This assumed production of a chargino, neutralino pair decaying to the LSP with
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Figure 1.3: Example Feynman diagrams for gluino pair production

gauge bosons as intermediaries. For the more compressed mass scenarios the CMS experiment has

placed mass limits of up to 112, 215, and 290 GeV on the lightest chargino, with mass splittings

between the LSP of 1, 30, and 50 GeV, respectively [55, 56]. The ATLAS experiment has placed

mass limits on the chargino of up to 240 GeV for a mass splitting of 7 GeV, down to a mass

splitting of 1.5 GeV at the mass limit bounded by the LEP experiment of 92.4 GeV [57]. Feynman

diagrams for chargino or neutralino production are given in Figure 1.4.

Lastly, there are the limits placed on squark production, namely the stop. For large mass

splittings the stop mass has been excluded up to 1.2 TeV for close to massless LSPs, and up to

1 TeV for LSP masses up to 0.6 TeV for a pair of stops decaying to a pair of third generation

quarks, with the possibility of off shell chargino intermediaries decaying to a gauge boson and the

LSP [58, 48, 49]. In another search scenario, a pair of stops decay to pairs of b quarks and taus

mediated by off shell charginos or staus with the LSP in the final state. This search excludes stop

masses up to 1.1 TeV for LSP masses ranging from nearly massless up to about 0.4 TeV [59]. A

more recent search that has been accepted for publication sets limits on stop pair production in a
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Figure 1.4: Example feynman diagrams for chargino/neutralino pair production

di-lepton final state with b jets and missing transverse momentum. Exclusions are made on the

masses of the stop quark for different simplified model scenarios. For stops decaying to top quarks

and the LSP, stop masses up to 925 GeV with neutralino masses up to 450 GeV are excluded. For

models where the stop decays to a b quark, W boson and neutralino, and mediated by charginos,

stop masses up to 850 GeV with neutralino masses up to 420 GeV are excluded. Finally, for models

where the stop decays to b quarks and leptons, with the possibility of mediation by charginos and

sleptons, stop masses up to 1.4 TeV with neutralino masses up to 900 GeV are excluded [60]. For

the more compressed mass scenarios the stop mass has been excluded up to 450 GeV for a mass

splitting of 40 GeV with the LSP, for pair production of stops decaying to a pair of b quarks, gauge

bosons, and the LSP, mediated by off shell charginos [61]. A second search has excluded stop

masses between 420 and 560 GeV for a mass splitting ranging from 10 to 80 GeV between the

LSP, for pair production of stops decaying to a pair of b quarks, two pairs of fermions and the LSP,

with the possibility of being mediated by off shell charginos [62].

This analysis will focus on the pair production of stops in compressed decay scenarios. The
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possible compressed mass scenarios can fall under two main categories, with the smallest splittings

being the most difficult to study. The first category corresponds to a mass region between the W

and top corridors, where mt̃ −m
χ̃0

1
= mW (mt) in the W (top) corridor. These boundaries define the

phase space in which certain particles in a decay transition between being on-shell and off-shell.

This first category would then have the possibility of on-shell W ’s, but all of the tops in any given

decay chain would be forced off-shell. The second category corresponds to splittings below mW ,

where the W ’s would also be forced off shell. The regions bounded by these corridors, especially

below the W corridor, are not as well studied due to energy constraints on detector acceptance

of any soft decay products, in addition to the abundance of high energy decay products expected

from colliders with large center of mass energies that would overshadow softer signatures. In

current analyses this region is getting more attention, where difficulties in studying the soft decay

products are mitigated by requiring large amounts of initial state radiation, giving the LSP a boost

in momentum, and allowing for events with large values of missing transverse energy, and softer

decay products. Figure 1.5 gives a summary of stop searches from CMS which shows exclusions

for the compressed regions. For the regions below the W corridor and in between that and the top

corridor, current limits do not place exclusions beyond a stop mass of 600 GeV, with mass splittings

ranging from below 10 GeV up to 100-200 GeV. For stop masses above 500 GeV, there are then

various sections of this parameter space where certain splittings are not yet covered, allowing for

stop searches with compressed mass splittings ranging from 5 GeV, up to (and slightly above) the

top corridor. Related to this, there are CMS analyses in the publication process with results that

are expected to fill in some of the described phase space.

The main stop decay modes that are under consideration for this Dissertation are a pair of

stops decaying to a pair of third (or second) generation quarks and either a pair of gauge bosons

mediated by charginos, or two pairs of fermions which can also be mediated by charginos. The

masses being focused on have splittings of ≤ 80 GeV, which is below the W corridor. The soft

b-tagging, to be described in Chapter 4, helps with these compressed splittings due to its usefulness

in tagging b-quarks with pT less than 20 GeV. While the focus of the analysis is on these smaller
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Figure 1.5: Public limits from CMS of SUSY searches for stops with on or off shell W ’s or top
quarks. The dotted lines detail the regions bounded by the top and W corridors [2].

mass splittings, other splittings of up to 200 GeV are also considered. These regions correspond to

a section of parameter space where there are not extensive exclusions on stop mass and LSP pairs

for stop masses above 500 GeV.
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Chapter 2

The CMS Experiment and the Large Hadron Collider

2.1 The Large Hadron Collider

The Large Hadron Collider (LHC) [3] is a two ring superconducting hadron accelerator and collider

with a design center of mass energy of 14 TeV and design luminosity of 1034 cm−2s−1. It straddles

the border of France and Switzerland and is situated in the tunnel that used to house the Large

Electron-Positron Collider [63]. It is 26.7 km in diameter at a depth ranging from 45 m to 170

m below the surface and there are two rings, which hold counter-rotating beams that interact at

four points along the tunnel. At these four interactions points are situated detectors which study

the collisions of the beams: LHCb, ALICE, ATLAS, and CMS. LHCb and ALICE are detectors

dedicated to studying heavy flavor physics and ion collisions, respectively. ATLAS and CMS

are general purpose detectors used to study both proton and ion collisions. There have been two

operational run periods for proton-proton collisions at the LHC, colloquially referred to as Run I

and Run II. The first run period, Run I, was from 2009-2013 and used a center of mass energy of 7

TeV. The second run period, Run II, was from 2015-2018, and operated at a center of mass energy

of 13 TeV. In the following section the operations of the LHC will be briefly described. Following

that, an in depth view of the CMS experiment will be given, with the most detail being given to the

pixel detector, and its recent upgrade.

2.1.1 The LHC Machine

There are two rings in the LHC which are used to contain counter-rotating beams. Along the rings

there are eight arcs and straight sections as seen in Figure 2.1. Each of the straight sections serve as
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Figure 2.1: A Schematic layout of the LHC rings [3]

either an experimental or utility insertion. The sections are labeled following their octant number,

going from Point 1-8. At four of the eight points there are beam crossings where the previously

mentioned detectors are located (Points 1, 2, 5 and 8). The remaining points are used for beam

upkeep. At Points 3 and 8 are collimation systems for cleaning the beams. At Point 6 is a beam

dump insertion and Point 4 has RF cavities for accelerating the beams.

Along the rings are superconducting magnets which are used to guide the beams. There are two

main types of magnets situated in the rings, those being the twin-bore dipole and the quadrupole
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Figure 2.2: A cross section of the LHC dipole magnets [3]

magnets. They have a unique design due to space limitations, where the beams share the same cold

mass and cryostat that are used to cool down the magnets to a superconducting state. The cold mass

operates at 1.9 K, and is cooled by superfluid helium. The combination of magnet, cold mass and

cryostat in the dipole and quadrupole system creates a complicated magnet structure, such that the

beam corridors are coupled both magnetically and mechanically [3]. A cross section of the dipole

is given in Figure 2.2. There are 1232 main dipoles situated around the arcs of the LHC rings,

which are used for guiding the beams around the arcs and there are 392 main quadrupoles which

are used for focusing the beams as they move around the ring.

With a design center of mass energy at 14 TeV, and an actual center of mass energy set at 13

TeV for the Run II data taking period, there is a need to accelerate the beams up to this energy

through a fairly involved process. Each beam is made up of ’packets’ of protons which are ac-

celerated in groups (bunches) and then fed into the LHC ring up to the designated spacing of the

bunches, which was 25ns for Run II. Each bunch starts with a hydrogen tank as a source, which

feeds 40 MeV protons into the Linac2 (Linear accelerator 2). These protons are injected into the
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Figure 2.3: A schematic of the full CERN accelerator complex [4]

Proton Synchrotron Booster (PSB) and accelerated up to 1.4 GeV, then injected into the Proton

Synchrotron (PS) and accelerated to an energy of 25 GeV. The last step is an injection into the

Super Proton Synchrotron (SPS) to accelerate the bunches to 450 GeV, where they are finally in-

jected into the LHC. After the necessary number of bunches are injected into the LHC rings, the

counter-rotating beams are accelerated to the final energy of 6.5 TeV per beam, through the use

of an electric field produced by a 400 MHz (RF) superconducting cavity system. The bunches in

these beams then collide every 25 ns at the 4 interaction points, producing the interactions that are

then detected at each of the experiments. The full setup of the accelerator complex can be seen in

Figure 2.3.
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Figure 2.4: A schematic of the CMS detector, showing the location of each of the sub-detectors
[5].

2.2 The CMS Experiment

The Compact Muon Solenoid (CMS) is a multi-purpose detector located at the LHC situated at

Point 5 [5]. The primary motivation for the detector was to clear up the nature of electroweak

symmetry breaking, specifically in the study of the Higgs mechanism, and to study interactions

at the TeV scale, where new physics is presumed to occur. To meet these goals, there were four

requirements for the CMS detector: good muon identification and momentum resolution over a

wide range of energies and angles, good charged-particle momentum resolution and reconstruc-

tion efficiency, good electromagnetic energy resolution, and good missing transverse energy (��ET )

and dijet mass resolution. These requirements are met by the muon system and superconducting

solenoid, the silicon tracker system, the electromagnetic calorimeter (ECAL), and the hadronic

calorimeter (HCAL), respectively. A schematic view of the CMS detector can be seen in Figure

2.4. The following information on the CMS detector is taken extensively from [5].
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2.2.1 Superconducting Magnet

The main feature of the CMS detector, and its namesake, is the superconducting solenoid magnet.

With a diameter of 6 m and a length of 12.5 m, it is made up of 4 layers of superconducting NbTi

coils, separated into 5 modules. The entire cold mass system that the coils are a part of is situated

inside of a 10,000 ton return yoke, consisting of 5 wheels and 2 endcaps. The magnet is designed

to create a 4 T field, with an operating field of 3.8 T and a stored energy of 2.6 GJ. The tracker

system, ECAL, and HCAL are located in the bore of the magnet coil, while the muon system is

interlaced throughout the return yoke outside of the magnet. The main purpose of the magnet is

to measure the momentum of high-energy charged particles, namely that of muons, through the

bending power provided by the strength of the magnetic field.

2.2.2 Muon System

The detection of muons is of great importance to the CMS experiment, and thus the design of

the muon system was a central theme in the design of the overall detector. There are 3 functions

assigned to the muon system which are muon identification, momentum measurement, and muon

triggering (not to be confused with the event level electronic triggering system). The momentum

measurement is enabled by the strength of the magnetic field, with the muon system measuring

the curvature of the path of the muons, in addition to the separate curvature that is measured in the

inner tracking system. The triggering is enabled by the steel return yoke, which acts as a hadron

absorber, helping to prevent particles other than muons from passing through the muon system.

The muon system is made of three types of gaseous detectors, which are used to track the paths

of muons through the detector. These are designed to reconstruct the momentum over the entire

kinematic range of the LHC, and with a pseudorapidity coverage of up to |η |< 2.4 [5]. There is a

cylindrical barrel section, consisting of the drift tube (DT) chambers, and 2 endcaps consisting of

cathode strip chambers (CSCs). Lastly there are the resistive plate chambers (RPC), which have a

faster response time than the DT and CSCs and are used as a dedicated trigger system in both the

barrel and endcaps.
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The DTs are made of standard rectangular drift cells and cover a pseudorapidity up to |η |< 1.2.

The choice of drift cells in the barrel region is due to a low neutron-induced background and muon

rate, and a uniform magnetic field contained within the return yoke. The DTs are placed among

the flux return plates, and are organized into 4 stations of 12 chambers in the first 3 stations, and

8 chambers in the fourth. These measure the muon coordinates in the r−φ bending plane and in

the z direction, where the fourth station does not have chambers corresponding to measurements

in the z direction.

CSCs are used in the end-cap regions of CMS, due to high muon and background rates along

with a non-uniform magnetic field. The CSCs cover the pseudorapidity 0.9 < |η | < 2.4. There

are 4 stations on either end caps, consisting of chambers placed perpendicular to the beam line.

Each chamber will have segments of cathode strips and anode wires. The strips are placed pointing

radially outward from the beam line to provide measurements in the r−φ bending plane, and the

wires are perpendicular to the strips to provide measurements of η and beam-crossing time.

The RPC was introduced to the muon system as a complementary and dedicated trigger system.

Due to the uncertainties in background rates and proper measurements of the beam-crossing time,

the RPC was given the purpose of supplementing the measurements from the DTs and CSCs with

a more precise time resolution and correspondingly coarser position resolution. In addition they

are used to correctly make tracks from multiple hits in any given chamber. There are 6 layers

embedded in the barrel system, and 3 layers in each of the endcaps with the layers consisting of

double-gap chambers operated in avalanche mode.

2.2.3 Hadronic Calorimeter

The hadronic calorimeter has the purpose of measuring hadron jets, and indirectly, neutrinos or

exotic particles through missing transverse energy. It is also used to supplement energy measure-

ments from the ECAL. The HCAL system consists of 4 separate calorimeter systems: the barrel

(HB), outer (HO), endcap (HE), and forward (HF). These systems are made of alternating layers

of brass or steel absorbers and plastic scintillators. A cross section of HCAL can be seen in Figure
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Figure 2.5: A longitudinal view of CMS, showing the location of each sub-component of HCAL
[5].

2.5, showing the location of each of the calorimeters.

The HB is made of 36 wedges arranged azimuthally around the detector covering a range of

|η |< 1.3. It is located inside the bore of the solenoid, bordering the inner wall. The plates in each

wedge are placed parallel to the beam line, with alternating plates of brass and scintillating tiles

placed in a staggered geometry to minimize dead material, where the brass absorbers have a total

thickness of about 6 interaction lengths. The front and back plates are made of steel for structural

support. The HO is an extension of the HB, located just outside of the solenoid, and used as a tail

catcher to increase the sampling depth of the barrel calorimeter. The shape of the HO matches the

muon system due to its location, and is separated into 5 rings, with 12 sections in φ for each ring.

The central ring holds two layers of scintillating tiles separated by a layer of tail catcher iron, while

the 2 outer rings on either side hold a single layer of scintillating tiles. The solenoid coil is treated

as an initial absorber for the HO. The addition of the HO to the barrel calorimeter system increases

the total absorber width to about 12 interaction lengths at a minimum.
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The HE is mounted on the iron yoke endcap of the muon system and covers a range of 1.3 <

|η | < 3. The absorber is made of cartridge brass due to the need for a non-magnetic material

with a maximal number of interaction lengths in order to contain hadron showers in the covered

pseudorapidity. The shape of the HE is designed to minimize cracks in pseudorapidity between

the HB and HE. Absorber plates are bolted together in a staggered geometry to minimize dead

material. The ECAL endcap and preshower detector are attached to the front of the HE, with the

total length of the calorimeter system amounting to 10 interaction lengths. Trapezoidal shaped

scintillators are arranged in trays which are then placed between the gaps in the absorbers, for up

to 18 layers of alternating scintillator trays and absorbers.

The HF is located 11.2 m from the interaction point of CMS, extending the pseudorapidity

range of HCAL down to |η | = 5.2. With its close proximity to the beam line, an inner radius of

12.5 cm from the beam line, radiation hard quartz fibers were used for the active material instead

of scintillating tiles. The absorber is made of a steel structure containing grooved plates, with

the quartz fibers inserted into these grooves. The fibers have lengths ranging the full depth of the

absorber to 22 cm from the front of the detector in order to differentiate between electromagnetic

and hadron showers. Surrounding the calorimeter is a hermetic radiation shielding made of steel,

concrete and polyethylene, with a plug structure in the back of the calorimeter for additional shield-

ing. The photomultiplier tubes and front end electronics are protected by a steel-lead-polyethylene

shielding matrix.

In 2017 the HCAL was partially upgraded, where the photomultiplier tubes were replaced

with Silicon Photomultipliers in the HB and HE, and multi-anode photomultiplier tubes in the HF.

These new components with dual readout, in addition to upgraded readout electronics, enables

better discrimination from anomalous signals due to hits on the photomultiplier tube windows.

This upgrade allows for better discrimination from anomalous signals through the measurement of

the hit timing and charge asymmetry between the two readouts now produced [64].

In 2018, a couple months into the run period, there were two modules who had their power

supply fail, causing these modules to be unable to take data. This affected jet energy and missing
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transverse energy measurements in the regions −3.2 < η < −1.3 and −1.57 < φ < −0.87. Any

impact on jets and missing transverse energy in this region is studied in order to determine any

action that needs to be taken.

2.2.4 Electromagnetic Calorimeter

The electromagnetic calorimeter is a hermetic homogeneous detector made of lead tungstate crys-

tals, and consists of a barrel (EB), endcap (EE) and preshower detector (ES). The choice of lead

tungstate crystals provides a radiation hard detector that is fast with a fine granularity all in a com-

pact size. The EB is placed in the bore of the solenoid magnet in between the tracker system and

HB, while EE and ES are attached to the front of the HE system. The main purpose of ECAL is

the measurement of photon and electron energies, with the driving motivation in the design being

the detection of a di-photon event, which is one of the decay modes of the Higgs boson. A layout

of ECAL is given in Figure 2.6.

The EB is made up of 61200 crystals with a granularity 360-fold in φ and (2×85)-fold in η and

covers a pseudorapidity range up to |η |< 1.479. Signals from the crystals are read out by avalanche

photodiodes. The crystals are arranged in aluminum alveolar structures called submodules, which

are further arranged into modules that contain 400 to 500 crystals. Four modules then further make

up a supermodule of which there are 36, each containing 1700 crystals.

The EE has 7324 crystals in each endcap and covers a pseudorapidity of 1.479 < |η | < 3.0.

As opposed to the EB crystals, the signals from the EE crystals are read out using vacuum pho-

totriodes. The crystals are arranged in groups of 5x5 crystals called a supercrystal, and are held

together with a carbon-fiber alveola structure. The endcaps are separated into halves, called Dees,

each containing 138 supercrystals and 18 partial supercrystals arranged in a rectangular x-y grid.

The ES is a sampling detector covering the pseudorapidity range 1.653< |η |< 2.6. Its purpose

is the identification of neutral pions and electrons from minimum ionizing particles along with

improving position resolution for leptons. There are two layers, consisting of lead radiators which

will induce electromagnetic showers from photons and electrons, and followed by silicon strip
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Figure 2.6: The layout of ECAL, showing how the crystal modules are arranged [5].
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sensors to measure deposited energy and shower profiles. The silicon sensors are combined with

front end electronics and ceramic supports to form micromodules. A set of 7-10 micromodules are

connected to an electronics system motherboard to form a ladder, where about 500 of these ladders

are attached to the lead radiators in an x-y configuration.

2.2.5 Tracking System

The tracking system of CMS has the purpose of measuring the trajectories of charged particles

as well as the reconstruction of secondary vertices in a precise and efficient manner. The system

directly surrounds the interaction point with a length and diameter of 5.8 m and 2.5 m, respectively.

As it is located inside the bore of the solenoid magnet, it is immersed in a homogeneous magnetic

field, which is ideal for consistent track curvature of charged particles. The design luminosity of

1034cm−2s−1 necessitates a robust system with both high granularity and good time resolution so

that particles from any given interaction will have their trajectories and bunch crossing correctly

identified; coupled with this is a need for any sensors to be radiation hard due to proximity to the

interaction point. These requirements led to the choice of a silicon based detector.

The tracking system consists of 2 separate detectors: the pixel detector and the silicon strip

tracker. The silicon strip tracker is made of 10 barrel layers, extending out to a radius of 1.1 m,

and 12 disks in the endcap on either side of the barrel. The pixel detector initially consisted of 3

barrel layers with radii between 4.4 and 10.2 cm from the beam line. Each endcap had 2 disks. In

2017 a new pixel detector was installed as part of the Phase 1 upgrade to CMS, which increased the

number of barrel layers to 4, with radii ranging between 2.9 and 16.0 cm, and increased the number

of endcap disks from 2 to 3, with each disk made of an inner and outer ring. In the description

of the pixel detector, the one that was initially installed will be called the phase-0 detector, while

the one that was installed as part of the upgrade will be called the phase-1 detector. The phase-0

detector was used in the collection of data during the first half of Run II, during the years 2015

and 2016, while the phase-1 detector has been used for data taking in the later half of Run 2, in the

years 2017 and 2018.

37



Figure 2.7: A Schematic cross section of the CMS tracker, with each line corresponding to a
detector module [5].

2.2.5.1 Silicon Strip Tracker

The silicon strip tracker is made up of three subsystems, the inner, outer and endcap trackers. The

inner tracker consists of two sections: the Tracker Inner Barrel (TIB) and Tracker Inner Disks

(TID), with an inner and outer radius of 20 cm and 55 cm, respectively. The outer system is The

Tracker Outer Barrel (TOB), directly surrounding the TIB, and extending out to 116 cm in radius,

and ±118 cm in z. The last subsystem is the Tracker End Caps (TEC±), which covers a radius

from 22.5 cm to 113.5 cm and a z range of 124 cm to 282 cm. Each of these detectors are made

up of micro-strip sensors with thicknesses of either 320 or 500 µm amounting to 9.3 million strips

with 198 m2 of active silicon area. The micro-strip sensors have strip pitches with thicknesses

varying between 80 and 183 µm. A schematic of the tracking system can be found in Figure 2.7.

The TIB/TID subsystem has 3 layers in the barrel region and 3 disks on either end. The

placement of the layers and disks with respect to each other can provide up to 4 measurements of a

particle’s trajectory in r and φ . The layers are made up of 320 µm thick silicon micro-strip sensors,

with strip pitches of 80 µm for the first two layers, 120 µm for the last two layers of the TIB and
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between 100 µm and 141 µm for the TID. The modules are placed parallel to the beam axis for

the TIB and radially around the beam axis for the TID. A second set of modules are placed on the

back side of the first two layers and rings to provide a measurement of z and r, respectively.

The TOB consists of 6 layers of micro-strip sensors surrounding the TIB and TID. All 6 layers

have sensors that are 500 µm thick, while the first 4 have pitches of 183 µm and the remaining 2

have pitches of 122 µm. The first 2 layers, like the TIB and TID, have a second micro-strip module

on the backside of the layers. These layers provide an additional 6 measurements in r and φ .

The TEC is placed on either end of the barrel, with each endcap made up of 9 disks of over-

lapping rings, with the inner disks containing up to 7 rings. The 4 inner rings contain 320 µm

thick micro-strip detectors, with the remaining outer rings having 500 µm thick detectors. These

rings have strips with pitches ranging from 97 µm to 184 µm. The first, second, and fifth rings of

the disks, following the double lines seen in Figure 2.7, have a second micro-strip module on the

back-side of the ring. The disks altogether provide up to 9 measurements in φ . With the full layout

of the silicon strip tracker, there are at least 9 hits in any given trajectory up to a pseudorapidity of

|η |< 2.5, with at least 4 of those hits being a 2-dimensional measurement in r and φ

2.2.5.2 Pixel Detector

The pixel detector is the innermost detector of CMS, and thus is the closest to the interaction region.

Its proximity required a setup that was radiation hard, while providing the resolution necessary to

cope with the high interaction rate. These considerations led to the use of n+ pixels on n-substrate,

which allowed for operation in a state of partial depletion at high particle rates.

The phase-0 detector consisted of 3 barrel layers (BPix), and two end-cap disks (FPix) on either

side of the barrel. It covered the pseudorapidity range of |η | < 2.5, matching the acceptance of

the silicon tracking system. The detector had pixels that had dimensions of 100×150µm2 in order

to facilitate good track resolution in the three directions of r, φ , and z. The BPix had 48 million

pixels, while the FPix had 18 million, with an arrangement of the pixel sensors which allowed

tracks to be made up of 3 points over most of the full η range.
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The modules which make up the detector are hybrid pixel detector modules. They are a hybrid

in the sense that the pixel sensor and readout electronics are produced separately and then bump

bonded together to get the completed product. In FPix, a disk was populated with 7 sensor tiles,

using either 1 column and 2 rows (1×2) read out chip (ROC) modules or 2×5 ROC modules, with

each ROC corresponding to a pixel sensor. In BPix there were two different sensor geometries,

with 708 2×8 ROC modules and 96 1×8 ROC modules, also known as half modules.

The pixel sensors are controlled through a system consisting of three parts; there is the data

link which is used for readout of the sensors, a fast control link for sending triggers and resets,

and a slow control link using an I2C protocol to configure the modules and blades. Readout of

signals from the pixel sensors starts with the read out chips (ROCs), which are custom application

specific integrated circuits (ASICs) that cover the readout of 52×80 pixels. The ROCs are made

to amplify and buffer the signal from the sensors, perform zero suppression in the pixels, level 1

trigger verification, sending hit and configuration information, and adjusting voltage levels, offsets,

and currents.

Readout of the ROCs is controlled by the token bit manager (TBM), a chip which is located

on the pixel modules. For phase-0 BPix, the TBMs controlled 8 or 16 ROCs depending on the

layer, and in the case of FPix a single TBM controlled 21 or 24 ROCs, depending on the blade.

The TBMs have four main functions: controlling the readout of the ROCs, writing headers and

trailers to identify where hit information comes from in the modules, distributing Level 1 triggers

and the clock, and encoding and sending an analog signal to the front end drivers (FEDs). The

analog signals from the TBM are sent through an Analog Optical Hybrid (AOH) which produces

an optical signal that is sent to the FED.

The FEDs receive data from the TBMs, digitizes them, and does some light processing, includ-

ing transmitting errors, before sending them on to data acquisition (DAQ). Connected to the front

end are pixel front end controllers (pFECs), which provide the clock and trigger information used

by the FEDs and TBMs in the data readout.

In the phase-1 detector, this readout structure remains, with the main differences being in some
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Figure 2.8: A comparison of the layout between the phase-0 (bottom) and phase-1 (top) pixel
detectors. [6].

of the components used. Apart from the basic readout chain essentially remaining the same, the

major changes correspond to an increase in the number of layers, a digital read out chip with

increased buffers and data transmission bandwidth, and a change in the layout of the modules used

for FPix. This will be described in more detail in Section 2.2.5.3. A comparison of the geometrical

layout between the phase-0 and phase-1 detectors can be seen in Figure 2.8.

2.2.5.3 Phase 1 Upgrade of the Pixel Detector

The phase-1 pixel detector [65] was installed in the beginning of 2017 as part of an effort to im-

prove tracking efficiency in anticipation of the increased luminosity that would occur in the follow-

ing data taking period. The original detector was designed to operate at a maximum instantaneous

luminosity of 1× 1034cm−2s−1. In the second half of Run 2, when the phase-1 detector was put

into use, the instantaneous luminosity reached above 2× 1034cm−2s−1, which the phase-0 detec-

tor would not have been able to handle efficiently. At such a luminosity, it was foreseen that the

phase-0 detector would experience high tracking inefficiencies due to buffer overflow in the ROCs.

In order to prevent the degradation of performance of the CMS detector, the phase 1 upgrade was
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installed.

In making new ROCs for the detector, new modules also had to be made, as the readout elec-

tronics are bonded to the pixel sensors. Instead of using different types of modules between BPix

and FPix, the full 2× 8 modules are used throughout the phase-1 detector. These modules intro-

duce new ROCs which have an increased buffer size from 32 to 80 for the buffer depths of the hits,

and from 12 to 24 for the time-stamp buffers. To increase the bandwidth of data readout, the ROCs

moved from an analog to a digital signal, changing from 40 MHz to 160 Mbit/s. Each module is

separated into two banks of ROCs, corresponding to the two columns. The data from these two

banks are merged in the TBM using a 4-to-5 bit encoder, increasing the transmission rate to 400

Mbit/s.

The layer 1 modules contain a different version of ROC than the other layers in BPix and FPix,

due to the higher hit rates. Layer 1 of BPix contains ROCs which are able to read out clusters of

2× 2 pixels instead of the normal single pixel readout. These ROCs are also adjusted so that a

reset signal is no longer required to continue after a readout, along with allowing seven columns

of signal readout instead of the three in a normal ROC. The ROCs in the other layers and disks are

just digital upgrades of the ROCs that were in the phase-0 detector, with 26 double columns of 80

pixels, each column having their own data and time stamp buffer [66]. Layers 1 and 2 also contain

a special version of TBM which allows two data streams to be transmitted, with layer 1 modules

using two of these special TBMs.

Apart from the new ROCs, other new changes included the replacement of the AOHs with

pixel optical hybrids (POH), which are used to send the digital signals received from the ROCs

and TBMs optically to the FEDs. The DAQ also received an upgrade, where the original VME

electronics crates were replaced with µTCA crates, which required a redesign of these back-end

boards, including the FEDs and FECs.

The last major change was the increase in the number of layers and forward disks by one for

both parts. This increase has resulted in almost doubling the number of channels in the detector,

and provides up to 4 hits for track reconstruction in the acceptance range of the pixel detector of
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|η | < 2.5. With up to 4 available hits, a larger number of tracks can be reconstructed, and better

momentum resolution of the tracks can be obtained. This allows for a better vertex resolution, as

more tracks can be reconstructed at higher η and lower momentum. In addition, with a layer closer

to the beam line, the impact parameter resolution of the tracks is also improved, as the path of a

track does not need to be extrapolated as far of a distance to the vertex, due to it having a closer

point of reference.

As part of the phase-1 upgrade, the University of Kansas was involved in the testing of pixel

modules that were to be used in FPix. High rate studies using an x-ray box were performed on

completed modules as part of their grading process, where each module would be given a grade

of A, B, or C. In the high rate studies the x-rays were used to simulate hits in a detector, where

single-hit efficiencies were measured, among other things. In addition, fluorescent materials were

used in the x-ray box to measure the energy-response of the ROCs [6]. Modules with grades of

A and B were used in the detector, with preference given to A modules, especially in the layers

closer to the interaction points. Modules with a grade of C were discarded, with the production

yield from working sensor to fully functioning module being about 80% [66].

The phase-1 detector was fully installed during the extended year-end technical stop at the end

of 2016 and the beginning of 2017. It took data for the 2017 and 2018 data taking periods of

Run 2, where for the second half of the running, it was made to run degraded due to the failure of

components related to power distribution. In this case running degraded would mean that some of

the modules were taken offline due to power-cycling failures. In the Run 2 data this introduces a

decrease in the tracking resolution for the areas where these ’dead’ modules exist, since the number

of hits for any given track would be decreased from 4, to 3 or less.
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Chapter 3

Compressed SUSY Search

In this dissertation a search is performed for pair produced stop quarks decaying to third or sec-

ond generation quarks. The search uses
√

s = 13 TeV pp collision data collected by the CMS

experiment during 2016-2018 for a total integrated luminosity of 137 fb−1. It is geared towards

compressed decay scenarios, where the mass difference between the stop and the LSP is small, on

the order of the W mass or less. The stop search, is a part of a more generic analysis, the makeup of

which targets generic SUSY signatures in compressed decay scenarios, by taking advantage of the

high transverse momentum produced by initial state radiation (ISR) recoiling against a sparticle

system. These generic signatures are massive LSPs, with R-parity conservation, which means the

sparticles will always be pair produced, and decay to the LSP. Some of the design decisions for

the stop search are based on what to expect from the other signal models in the generic search,

but these regions that were designed more specifically for the stop search are those that concern

secondary vertex tagging, an important part of this dissertation. What makes the generic search

possible is the use of Recursive Jigsaw Reconstruction [67] to iteratively rebuild the kinematics in

the event in order to approximate the different reference frames of a generic decay. In the following

sections a description is given about the kinematic reconstruction of the events, including how Re-

cursive Jigsaw Reconstruction is used. After that, is an overview of the analysis and a description

of the signal models used. The following chapters then describe the SV tagging used (Chapter 4),

a description of the event selection and regions (Chapter 5), and then the analysis results (Chapter

6).

44



Figure 3.1: A graphic showing the decay tree used by the analysis. Starting from the top, each
circle corresponds to the center of mass (CM), the sparticle system (S), the ISR system (ISR), the
sparticle pairs (Pa, Pb), and then the Invisible (Ia, Ib) and Visible (Va, Vb) systems. The Visible
systems are further broken down into the lepton (La, Lb) and jet/SV (Ja, Jb) systems.

3.1 Kinematic Reconstruction

An important part of this analysis is how to interpret the kinematic information for each event. In

the events under consideration there are two distinct systems, what is visible and what is invisible.

The difficulty in interpreting the event is figuring out how the visible portion should be arranged

based on possible configurations of the invisible portion, which includes the missing energy de-

termination. This interpretation first requires the assumption of a decay tree, given in Figure 3.1,

in which the visible objects (leptons, jets, SVs), are based, and from which kinematic observables

can be calculated. The next step is then determining a process to assign the visible objects in

the event, while accounting for the kinematic and combinatoric unknowns in the invisible portion.

This is done in the analysis through the use of Recursive Jigsaw Reconstruction [68, 67], which

can approximate the rest frames of the decay tree to measure mass sensitive variables.
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Figure 3.2: A graphic showing the center of mass frame of the decay tree in Figure 3.1. The center
of mass is the rest frame of the proton-proton collision.

3.1.1 Recursive Jigsaw Reconstruction

The purpose of Recursive Jigsaw Reconstruction is to analyze an event according to a decay tree,

and produce reference frames recursively starting from the final state. The end result of this is

a kinematic basis for the event, from which one can transform the observable momenta in the

final state between any of the reference frames of the decay tree. The available observables then

consist of angles, energies, and masses in any of these reference frames, from which mass sensitive

variables can be produced. The reference frames of particular note are the center of mass frame,

see Figure 3.2, the lab frame, see Figure 3.3, and the sparticle frame, see Figure 3.4.

Starting from the decay tree in Figure 3.1, there is a collision from the center of mass which

produces a sparticle (S) and ISR system. The ISR system gives a kick to the S system, depicted

in Figure 3.5, and the S system produces a pair of sparticles, Pa, and Pb. These sparticles each

decay to an invisible (I) and visible (V) system, to which the missing transverse momentum, (�pT ),

is assigned to the invisible systems, and the reconstructed objects are assigned to the visible sys-

tem. The visble system is further divided into the jet (J) system, which includes both jets and SVs,

and the leptons (L). The ISR system has no other divisions, so it is a single system, and does not

contain a further divided J system (So J only refers to the jets or SVs in the S system). All objects

in the event are assigned following a set of Jigsaw rules, which are a collection of kinematic min-
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Figure 3.3: A graphic showing the laboratory frame of the decay tree in Figure 3.1.

Figure 3.4: A graphic showing the sparticle frame of the decay tree in Figure 3.1.
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Figure 3.5: A graphic showing a sparticle system after being boosted by ISR recoil. S represents
the sparticle system, V the visible system, and I the Invisible system.

imizations which determine how each system is treated with respect to the objects that contribute

to it. The jigsaw rules used by the analysis are as follows:

• The Leptons are always assigned to the S system

• The Jets and SVs are assigned to either the S or ISR systems, such that the masses of the

S and ISR systems, mS and mISR, respectively, are minimized, which also corresponds to

maximizing the momentum of the sparticle system, pS, in the CM frame.

• The kinematics of Ia and Ib are approximated using the knowledge of �pT coupled with the

minimization of the sum of the masses squared of the Pa and Pb systems, m2
Pa
+m2

Pb

• In the S system, the Jets, SVs, (J) and Leptons (L) of the V system are subdivided into the Pa

and Pb systems, such that the sum of the masses squared of the Pa and Pb systems, m2
Pa
+m2

Pb
,

is minimized.

As these four rules are dependent upon each other, they are all simultaneously minimized

following Equation 3.1. The equation describes which quantities need to be simultaneously min-

imized, or maximized, and which parameters feed into those minimizations/maximizations. For

example, the min term requires the minimum of (m2
Pa
+m2

Pb
), and uses the parameters located be-

low the term, so the J, L, and I systems for the a and b hemispheres. The argmax term then, in
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conjunction with the categorization produced by the min term, maximizes pCM
S over the splitting

of jets and SVs between the ISR and J systems. Running these jigsaw rules gave the object catego-

rization on an event by event basis, which then allowed for the production of many mass sensitive

variables used by the analysis.



ISR,J

Ja,Jb

La,Lb

Ia, Ib


= argmax

ISR,J
pCM

S ( min

Ja,Jb

La,Lb

Ia, Ib



[
m2

Pa
+m2

Pb

]
) (3.1)

3.1.2 Sensitive Variables

Analyzing the events through Recursive Jigsaw Reconstruction gives a set of kinematic observables

for each of the reference frames in the decay tree; these are angles, energies and masses. Variables

can then be calculated that are sensitive to the mass splitting of the pair produced sparticles and

LSP.

The first, and most important of these variables is RISR with its definition given in Equation 3.2.

This variable takes a simplified view of the event, where there are the visible (V), invisible (I), and

ISR systems. In the CM frame, the ratio of the missing momentum, projected along the ISR kick

direction and the magnitude of the ISR momentum approximates the ratio of the LSP and sparticle

masses, without specific knowledge of what those masses are. This means that it is sensitive to

the mass splitting, where the more compressed cases will fall at higher values of RISR. Take, for

example, Figure 3.6, which shows a 2D plot with RISR on the x-axis for a stop signal with stop and

LSP masses of 500 and 490 GeV, respectively for a 1 lepton ≥ 1 SV final state. It can be seen that

a majority of this signal falls around an RISR value of 0.98, which is roughly close to the ratio of

the two masses. Due to its sensitivity to this ratio, it is one of the two variables used in the 2D

binning for each final state.
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RISR =

∣∣ #�pCM
I · p̂CM

ISR

∣∣
#�pCM

ISR
∼ �pT

pISR
T

(3.2)

The second most important variable is M⊥, defined in Equation 3.3. This variable is derived in

the sparticle rest frame, which ignores the momentum components parallel to the boost between

the CM and S frames, becoming an ISR boost invariant mass. This variable is then sensitive to the

magnitude of the mass splittings between the sparticles and LSP, as seen in Figure 3.6. Similar to

RISR, it is sensitive to the LSP masses, but this time in the magnitude of the mass splitting, rather

than the ratio of the masses. One caveat to this sensitivity is that it is not absolute, in that the final

state chosen plays a large role in how close the distribution matches with the magnitude of the

splitting. For example, in Figure 3.6, the M⊥ distribution is localized around a value of 5 GeV,

where the magnitude of the mass splitting for a stop mass of 500 GeV and an LSP of 490 GeV is

approximately (M2
t̃ −M

χ̃0
1
)/Mt̃ ∼ 20 GeV. This is due to how, for this 1 lepton ≥ 1 SV final state,

there is an imbalance on the two sides of the event, with one side only having soft b-tagged SVs,

forcing M⊥ to a lower value. These imbalances will generally shift M⊥ values slightly below the

magnitude of the mass splitting, while still being sensitive. Due to its sensitivity, M⊥ is then the

second mass sensitive variable that is used in the 2D binning for each final state. Together the M⊥

and RISR variables are sensitive to both the ratio and the difference of the sparticle and LSP masses,

while also being largely uncorrelated, making it ideal for 2D binning, as depending on where the

divisions are, each final state can be sensitive to multiple different sparticle masses and splittings.

M⊥ =

√
M2

Pa
+M2

Pb

2
(3.3)

The remaining sensitive variables that are used in the analysis are listed here:

• pISR
T : The transverse momentum of the ISR system, necessary for producing a large enough

ISR kick such that the missing transverse energy becomes large enough to support a massive

LSP.

• pCM
T : The difference between �pT and ��HT , the missing transverse momentum of jets. When
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Figure 3.6: Some 2D distributions of M⊥ versus RISR for a pair produced stop signal (left) with
500 and 490 GeV masses for the stop and LSP, respectively and the total background (right),
not including QCD multijets. This is for a 1LG − 0Jg1SV

0b −XP300
0b region. These plots show how

the signal is very localized when binned in these two variables, while this is not the case for the
background.

used in conjunction with ∆φCM,I it can isolate poorly reconstructed events in data through an

induced correlation.

• ∆φCM,I: In the CM frame, the difference in φ between the I system and the direction of the

boost between the CM and lab frames. This produces a correlation between �pT and the pCM
T

boost.

• ∆φ�ET ,V : The difference in φ between �pT and the V system.

• γT : Equal to 2M⊥/MS, and is sensitive to an event imbalance, where a kinematically bal-

anced event is expected for pair produced sparticle decay. It is used for categorization in

higher multiplicity final states.

3.2 Analysis overview

The analysis searches for generic SUSY signatures making use of ISR recoil to boost the sparticle

system. These generic signatures are massive LSPs, with R-parity conservation, which means

the sparticles will always be pair produced, and decay to the LSP. The analysis is run on the
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NanoAOD data format, which stores all of the necessary reconstructed objects in a flat data tree

for ease of use. It looks at multi-lepton final states corresponding to 0, 1, 2, and 3 leptons, where

events are kinematically reconstructed with RJR following the decay tree in Figure 3.1, using

lepton, jet, SV, and �pT objects. The full set of regions in the analysis was determined by their

reconstructed object multiplicity, categorizing by lepton flavor and charge for the leptonic side,

and by jet, b-jet, and secondary vertex multiplicities for the hadronic side. Each event could only

be categorized into one region, and then the number of events was counted for each region. The

object categorization for the hadronic side involved enumerating the jets, b-jets and SVs over the S

system, and enumerating the b-jets over the ISR system. The categorizations involving SVs were

further subdivided into central and forward η . Apart from the categorizations based on objects,

there were also categorizations based on two mass sensitive kinematic observables, pISR
T , and γT ,

which were described in Section 3.1.2. A full region would then be a specific combination of

the previously mentioned categorizations, with an example being 1Lµ

G − 0Jg1SV c
0b −XP300

0b , which

translates to a selection of 1 golden muon, of any charge, 0 jets, 0 b-jets, and ≥ 1 central SV

in the S system, and then 0 b-jets in the ISR system, with pISR
T > 300 GeV, and no further γT

categorization. The nomenclature for the region names is given in Table 5.8 of Section 5.4. Lastly,

there was then a binning of these final states in M⊥ and RISR, which are used consistently between

the different final states. The 2D bins in M⊥ and RISR for all the regions were flattened into a 1D

histogram where each bin corresponded to an RISR −M⊥ bin, and each histogram corresponds to a

region with a set of categorizations applied.

Once the region histograms were defined, before the actual fitting, the systematics needed

to be determined. The main systematics to be considered are those related to the background

normalization and object reconstruction. For the background, normalization scale factors were

implemented. For the leptons, data to MC efficiencies and scale factors were measured, and in

addition a data driven lepton fake estimate was produced. For the jets there were uncertainties

related to jet energy scale and resolution measurements, which were also propagated to �pT . For

the b-jets, b-efficiencies in MC samples were measured and used to apply centrally produced data
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to MC scale factors. For SVs, scale factors were measured and constrained by data within the

analysis fit. There were also systematics related to MC simulation and data collection, such as MC

scale factors and uncertainties applied due to the trigger turn on, all to be described in Section 6.2.

When both the regions and systematics were determined, the region histograms were used

as input into the Higgs Combine analysis package, which is a command line interface for doing

analyses using the statistical frameworks, RooFit and RooStats [69], inside of the ROOT analysis

framework [70], in order to perform the limit setting to produce the expected and observed limits

for the various stop mass grids. In the fit, all of the regions are connected by the systematic scale

factors. The major backgrounds have floating normalizations and are constrained by the data, while

the rare processes have scale factors constrained by simulation. As already mentioned, the b-tag

scale factors have floating shape variations and are constrained by data, while the SVs scale factors

are derived from data in the fit. The lepton fakes have scale factors and shapes that are determined

from the data. Lastly there are the kinematic normalizations constrained by data, and the ISR scale

factors that are derived from the data. The fits were then performed and limits were derived using

a modified frequentist approach, CLS criterion, and an asymptotic method [71], for the mass grids

of five simplified models of stop pair production.

3.3 Signal Models

There are 5 signal models under consideration within this dissertation, which is only a part of the

overall analysis. These are all stop pair produced signals with masses ranging from 500 to 1000

GeV and mass splittings ranging from 10 GeV up to the top corridor.

The signals use the simplified model spectra (SMS) [72, 73, 74, 75] which assume a 100%

branching ratio to a particular final state, always includes the LSP as χ̃0
1 , and may contain χ̃

±
1 as

an intermediary in the decay. For the models where there is an intermediary, its mass is assumed

to be m
χ̃
±
1
= 0.5(mt̃ +m

χ̃0
1
). The stop signal model decays are then:

• T2tt: t̃ ¯̃t → t χ̃0
1 t̄ χ̃0

1
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• T2bW: t̃ ¯̃t → bχ̃
+
1
(
W+χ̃0

1
)

b̄χ̃
−
1
(
W−χ̃0

1
)

• T2-4bd: t̃ ¯̃t → b f f̄ χ̃0
1 b̄ f f̄ χ̃0

1

• T2cc: t̃ ¯̃t → cχ̃0
1 c̄χ̃0

1

The Feynman diagrams for these signals are given in Figure 3.7. With the exception of the T2cc

signal, all of these stop signals will have the same final state bb̄+W+W−+ χ̃0
1 χ̃0

1 , as the top quark

will decay to bW . The major differences between each of these are the mass points that should be

targeted. For T2tt, a search would be ideal for mass splittings at or beyond the top corridor, as that

is the only way to get on-shell tops in the decays. Next, is then T2bW which is geared towards

signals with mass splittings between the top and W corridors, and finally, T2-4bd which is geared

towards signals below the W corridor, due to the direct production of b quarks and fermions ( f ),

rather than a W boson. T2cc, as it has a final state that is on the lower end of possible energies due

to the lower mass of the c quark, compared to the b quark, is geared towards mass splittings even

smaller than that of T2-4bd.
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Figure 3.7: The Feynman diagrams of the studied SMS stop samples.
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Chapter 4

Soft b tagging

In a compressed SUSY search, it is important to be able to reconstruct low pT objects as decay

candidates due to the low amount of energy available. When looking at a pair of stops decaying, an

important set of decay chains ends with b-quarks in the final state, for both hadronic and leptonic

versions of the decay. In a compressed scenario, it is expected that these b quarks will be soft,

for which current b tagging methods are unable to explore for the smallest mass splittings, with

current jet b tagging at CMS only in use for jets with a pT > 20 GeV [76].

The ideal pT range for soft decay products is less than 20 GeV, which precludes the use of

current jet b tagging methods. This can be seen in Figure 4.1, which gives the pT spectrum of

generator b’s, which shows that for SUSY signals with a mass splitting less than 80 GeV, corre-

sponding to T2-4bd and T2bW production, a majority of the b quarks are found with pT < 20 GeV.

This can be compared to tt̄ + jets production, which is highly likely to have b quarks in the final

state, and where a majority of the b quarks are found above this pT range, as they are not limited

by any mass splitting, and have much more energy to work with.

With a pT range of less than 20 GeV, it is necessary to determine the reconstructed object that

can be best used in this regime. For hadronic activity, the possible choices are tracks, secondary

vertices, and jets (along with their associated activity in the HCAL). For b quarks, single tracks

by themselves would not give enough information on how far away a particle decayed from the

primary vertex, which is necessary for a b quark, due to its relatively long and definite lifetime.

Secondary Vertices (SVs) on the other hand, have at least two tracks with which a decay vertex,

displaced from the primary interaction, can be more reasonably determined and their transverse

momentum can have a range down to at least 0.5 GeV. Jets will generally have at least one sec-
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Figure 4.1: An overlay plot of the pT spectrum, normalized to unity, of generator b quarks for
different simulated samples: tt̄ + jets, W + jets, SMS-T2bW mt̃ = 500;m
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0-20 GeV pT range. These plots show how the compressed SUSY signals have a majority of their
generator b quarks at a pT less than 20 GeV.

ondary vertex, so it is possible to determine a decay length and they are commonly used in b

tagging. The jet momentum, though, only goes down to 10 GeV, a point at which it is still too high

for a lot of the desired b activity, as seen in Figure 4.1. The obvious choice is then to use secondary

vertices (SVs) as a base for tagging low pT objects as b quarks. Section 4.1, then, describes the

variables that were considered in the production of such a tagger.

4.1 Secondary Vertex (SV) variables

For the creation of the soft b-tagger there were 10 different SV variables that were considered.

These variables were sourced from the slimmedSecondaryVertices collection in the MiniAOD

data format, which is also the same collection used by the NanoAOD data format to produce

its own SV collection, but drops a lot of information for the sake of reducing event size. The

observables that are stored in the base vertex collection are position, error, χ2, number of degrees

of freedom, and reconstructed tracks. The rest of the variables such as four-momentum, are then

calculated from the base collection. The variables used, which are all present in, or calculable from

the MiniAOD dataset format are:
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• pT : The transverse momentum of the sum of the tracks associated with the SV.

• η : The pseudo-rapidity of the sum of the tracks associated with the SV.

• M: The mass of the sum of the tracks associated with the SV.

• Ntrk: The number of tracks associated with the SV that have a minimum track weight of 0.5

• Ndo f : The sum of the track weights for the tracks associated to the SV

• dxy: The transverse (2D) distance between the SV and the primary vertex (PV), also referred

to as the 2D impact parameter, 2D decay length or 2D flight distance.

• SIPxy: The 2D impact parameter divided by its uncertainty.

• d3D: The 3D distance between the SV and PV, also referred to as the 3D impact parameter,

decay length or flight distance.

• SIP3D: The 3D impact parameter divided by its uncertainty.

• cosθSV,PV : The cosine of the angle between the SV momentum and the vector pointing

from the primary vertex to the secondary vertex, where the angle is referred to as the flight

direction.

The SVs were studied using the two different data formats previously mentioned. The format

used to produce the training sample made use of the MiniAOD data format, while the one used

by the analysis is the NanoAOD format. These two formats have slightly different SV content,

where the NanoAOD does not have Ntrk or any other track information stored, but it has all of the

other listed variables stored, and has an additional selection requirement of SIP3D > 3. The SIP3D

cut is important, as it greatly changes the SV content between MiniAOD and NanoAOD, causing a

substantial difference in the performance of the soft b-tagger. For the Ntrk variable, it is replaced by

Ndo f where relevant, as Ndo f is closely related to Ntrk, due to it being the sum of the track weights.
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4.2 Previous soft b-tagging with square cuts

To get a baseline of where to start, a study was performed on what has been done for soft b tagging

in other SUSY analyses [77]. This previous b tagging went with simplicity as its design, and

applied flat cuts on a set of SV observables in order to tag SVs. This tagging, which will be

dubbed as the ’square cut’ method, had a selection on the SVs of Ntrk > 2, dxy < 2, SIP3D > 4,

and cosθSV,PV > 0.98. When comparing results with the new soft b-tagger, the number of tracks

cut is changed to Ndo f > 1.8 in order to match the variables present in NanoAOD. The square cuts

method also required a jet disambiguation in which all SVs matched to jets with pT > 15 GeV

failed the selection. For this dissertation, the definition was changed so that only SVs matched

to jets which are considered by b tagging, i.e. jets with pT > 20 GeV, fail the selection. The

baseline performance of the square cuts method is given in Figures 4.2 and 4.3. The plots show

the performance for different selections of SVs, one set with and one without a SIP3D > 3 cut.

Improving this performance is the main goal in producing the new soft b-tagger.
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Figure 4.2: Performance over pT of b, c and light flavor SVs (TOP) and b, matched, and unmatched
flavor SVs (BOTTOM) using the square cut selection. The left plots show the flavor efficiency of
selected SVs, with the SVs in the denominator only passing a pT cut, and corresponding to how
SVs are stored in MiniAOD. The right plots show the same performance, except the SVs in the
denominator have an additional cut on the decay length significance (SIP3D) > 3, which matches
the SVs as they are stored in the NanoAOD format.
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Figure 4.3: Performance over η of b, c and light flavor SVs (TOP) and b, matched, and unmatched
flavor SVs (BOTTOM) using the square cut selection. The left plots show the flavor efficiency of
selected SVs, with the SVs in the denominator only passing a pT cut, and corresponding to how
SVs are stored in MiniAOD. The right plots show the same performance, except the SVs in the
denominator have an additional cut on the decay length significance (SIP3D) > 3, which matches
the SVs as they are stored in the NanoAOD format.
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4.3 Making a soft b tagger

Following what is done for jet b tagging, it was decided to use the secondary vertices as inputs into

a deep neural network (DNN) to produce a discriminator that best makes use of the available SV

observables.

In producing a new tagger, this dissertation starts with what was used by the square cuts, only

considering the 4 SV variables and only using fully isolated SVs. This base was built upon and

adjusted, changing the type of SV that is used, and adding or changing variables used as input into

the training algorithm until one arrives at the final product that is used in the analysis. Before going

through all of these changes, one important distinction between the initial SVs used in training, and

the final SVs used in training, is the difference in how the SVs are treated between two of the data

formats used by CMS. As previously described, the NanoAOD format, stores slightly different

SVs than the MiniAOD format. The difference in these two formats can best be seen in Figures

4.2 and 4.3, which gives the square cut performance for SVs following the difference in the SIP3D

requirement between the MiniAOD and NanoAOD data formats. From these figures, the difference

between the two sets of SVs is substantial. This difference is addressed in the last set of trainings

to be described in Section 4.5.

4.4 SV preparation

Before doing any training, it was necessary to prepare the SVs that were to be input into the DNN.

In order to ensure access to all of the necessary SV variables, and to streamline the calculation of

some variables, it was decided to use the MiniAOD data format with the slimmedSecondaryVertices

object. This was ideal due to the readily available plugins for calculating variables found in

CMSSW, which are only usable with EDM objects.
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MC Samples
TTJets_DiLept_TuneCP5_13TeV-madgraphMLM-pythia8

TTJets_SingleLeptFromT_TuneCP5_13TeV-madgraphMLM-pythia8
TTJets_SingleLeptFromTbar_TuneCP5_13TeV-madgraphMLM-pythia8

TTToSemiLeptonic_TuneCP5_13TeV-powheg-pythia8
TTToHadronic_TuneCP5_13TeV-powheg-pythia8

WJetsToLNu_HT-70To100_TuneCP5_13TeV-madgraphMLM-pythia8
WJetsToLNu_HT-100To200_TuneCP5_13TeV-madgraphMLM-pythia8
WJetsToLNu_HT-200To400_TuneCP5_13TeV-madgraphMLM-pythia8
WJetsToLNu_HT-400To600_TuneCP5_13TeV-madgraphMLM-pythia8
WJetsToLNu_HT-600To800_TuneCP5_13TeV-madgraphMLM-pythia8

WJetsToLNu_HT-800To1200_TuneCP5_13TeV-madgraphMLM-pythia8
WJetsToLNu_HT-1200To2500_TuneCP5_13TeV-madgraphMLM-pythia8
WJetsToLNu_HT-2500ToInf_TuneCP5_13TeV-madgraphMLM-pythia8

WJetsToQQ_HT400to600_qc19_3j_TuneCP5_13TeV-madgraphMLM-pythia8
WJetsToQQ_HT600to800_qc19_3j_TuneCP5_13TeV-madgraphMLM-pythia8
WJetsToQQ_HT-800ToInf_qc19_3j_TuneCP5_13TeV-madgraphMLM-pythia8

Table 4.1: A list of the MC samples used in the training and testing of the SVs. These are produced
simulating 2017 run conditions using the global tag 94X_mc2017_realistic_v14

4.4.1 Samples and selection

The simulated samples that were used in the training are tt̄ + jets with leptonic, semi-leptonic and

hadronic decay modes, and ĤT binned W + jets in leptonic and hadronic decay modes. These

samples, given in Table 4.1, were centrally produced for use by CMS analyses, using the global

tag 94X_mc2017_realistic_v14, and stored in the MiniAOD data format. As denoted in the

global tag, these samples are simulated using a realistic CMS detector with Run II 2017 conditions

and 2017 pile-up. It was decided to use 2017 MC as it is the intermediate set of samples between

2016 and 2018 data, and should be best representative of overall conditions between the three data

taking periods. It also includes the phase I pixel detector, which is especially important since SVs

are track based objects. The tt̄ + jets samples were chosen so as to guarantee events that have b

quark content, making it more likely for low pT SVs to be matched to a b. The W + jets samples

were added in to make the events that the SVs are sourced from more diverse, while also not

introducing too much light flavor activity, as would be the case with QCD multijets samples.

For the event selection, the only requirement was the presence of at least one good primary
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vertex that was classified as not fake, with the number of degrees of freedom > 4, |z| < 24, and

ρ < 2. The SVs selection initially just had a requirement on their transverse momentum of pT < 20

GeV, But this was later changed to include the cut, SIP3D > 3, so as to match SVs used in the

NanoAOD format.

4.4.2 Flavor assignment

The most important part of the SV selection and preparation, was the assigning of particle flavor,

as SVs do not have a centrally assigned flavor like leptons and jets generally do. For the case

of the SVs, the flavor needs to be assigned using a generator particle collection, in this case the

collection used was prunedGenParticles. Following how flavor is assigned to jets, SVs were

assigned flavor in a similar manner. The overall method involves ∆R matching the SVs to generator

particles, and incrementing a counter depending on whether the gen particle is a bottom, charm,

gluon, strange, up/down, other or no match. After looping through all of the generator particles, a

set of if-else statements are used sequentially to determine the SV flavor, which forces each SV to

have a single assigned flavor, making sure that the SVs will be assigned to exclusive categories in

the training. Starting with the heavy flavors, if the SV has at least one b quark then it is assigned as

having b flavor, if it fails this then there is a check on the number of c quarks, then the number of

gluons, then the number of s quarks, then the number of u or d quarks, then the number of matched

particles not having any of these flavors, and lastly whether the SV is unmatched to any generator

particle.

As part of the flavor assignment, it was necessary to determine the magnitude of the ∆R match-

ing, in order to say that a generator particle comes from an SV. There were three different magni-

tudes looked at, ∆R = 0.01, 0.05, and 0.1. In looking at these values, a balance needed to be found

between having enough SVs categorized as heavy flavor, while also increasing the likelihood that

a given SV truly comes from the matched generator particle. In general, while looking at both

tt̄ + jets and W + jets samples, it was found that a ∆R = 0.01 is too tight of a matching criteria,

where a majority of the SVs were getting categorized as unmatched, as can be seen in Figure 4.4.
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Figure 4.4: Stacked plots in log scale of the pT of SVs matched to generator particles within a
∆R = 0.01. The flavors shown are b (red), b from a gluon (magenta), c (light blue), light (dark
blue), matched but other flavor (green), and unmatched to a generator particle (other, yellow).
tt̄ + jets simulation is on the left, and W + jets simulation is on the right

On the other hand, ∆R = 0.1 was too loose, where, while the heavy flavor content was increased,

there is much less of a guarantee that the SVs came from a given matched generator particle, as the

most desirable case is where the generator particle’s direction is in line with the direction of the

SV as close as possible. In the end, the rough midpoint between the two of ∆R = 0.05 was chosen

as a good balance. This ends up being tight enough such that the directional axis of the generator

particles and SVs are more in line with each other, but not so tight that SVs that would otherwise

be matched to a heavy flavor, instead go unmatched. Figures 4.5 and 4.6 give the flavors of SVs

over pT for the other two cases of ∆R = 0.05 and 0.1, respectively.
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Figure 4.5: Stacked plots in log scale of the pT of SVs matched to generator particles within a
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Figure 4.6: Stacked plots in log scale of the pT of SVs matched to generator particles within a
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4.5 Training

The training of the SVs was done using the DeepJet framework [78, 79], which is a software

package that is used for the training of the jet taggers used by the CMS experiment. This framework

was adjusted slightly so that it could run solely on SVs, instead of jets. Multiple trainings were

performed using the SVs as input, with each one adjusting inputs to compare how different changes

affect the overall performance. These changes include sample size, sample content, number of

classifiers, and number and type of variables. Most of the trainings to be shown used a common set

of data, on the order of 70,000,000 secondary vertices (SV), with a mixture of SVs from leptonic,

semi-leptonic and hadronic tt̄ + jets and W + jets Monte Carlo simulation. These samples were

chosen due to their b content, with more of the light content coming from the W + jets simulation.

QCD multijets was not chosen as a sample due to the abundant amount of light content over b

content already present in the two chosen samples. The testing set contained a mixture of SVs,

similar to the training sample, but on the order of 10,000,000 SVs. The training algorithm is

duplicated from what was used for the DeepCSV tagger [76, 80], a jet b tagger used by the CMS

experiment, due to its relative simplicity.

The algorithm consisted of 7 layers, with 5 dense hidden layers of 100 nodes each. The dense

layers used a rectifier activation function with a dropout rate of 0.1, and the output layer used a soft

max activation function. The data was trained over 50 epochs, with a batch size of 5000. It was

decided to use similar machine learning parameters as those used in the DeepCSV training, so as

to focus on just the SV inputs that were going into the training, keeping everything else constant.

As the DeepCSV tagger has gone through its own iterations, the hyperparameters of the algorithm

may have some differences now compared to when the soft b-tagger was produced, but they were

the same at the time of the training of the soft b-tagging discriminator.

Before running on the SVs specifically, some tests were done with adjusting some training

parameters using the original DeepCSV training algorithm including low pT jets. This included

changing the number of nodes per layer, the weights applied to specific flavors of jets, and adjusting

the batch size. Beyond increasing the run time with respect to changing the batch size, the results
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were inferior or comparable to when keeping all the parameters the same, and large differences

were not seen when adjusting these parameters.

For the classification scheme, SVs are matched to generator particles within a ∆R cone size of

0.05. Based on this matching there are four classifiers used:

• isB: SVs matched to a b quark.

• isC: SVs matched to a c quark.

• isMatched: SVs matched to anything else

• isUnMatched: SVs that are unmatched to generator particles

The last two classifiers, isMatched and isUnmatched, combined, correspond to the light flavor

category that will be shown in later figures. Some plots look at the b, matched and unmatched

flavors, corresponding to the early trainings, while the final trainings combine the matched and

unmatched flavors together into one, and add the c flavor efficiency in addition to b and light.

For all of these classifiers, there is also a jet disambiguation where SVs are removed if they are

matched to a jet within a ∆R cone size of 0.4, whereas any SVs that are included in jets are taken

care of by the jet b tagging that is performed. Depending on the training, the jets that were removed

changed to more closely match the jet disambiguation used in the analysis, where the jets that are

not included in jet b tagging (pT < 20 GeV) are kept to improve signal acceptance at higher SV

pT . Figure 4.7 gives an example of how including all SVs matched to jets affects the performance

of the training, using an arbitrary discriminator value of 0.2 and 0.15. By including all of the SVs,

the efficiency of the SVs of interest, those that are isolated from the jets used in b tagging, take a

severe hit due to the greater number of SVs in jets over isolated SVs.

Presented here is a list of the different trainings that were performed, and how they were setup.

The label ’NANO’ in these trainings corresponds to the use of SV variables that can be found in

the NanoAOD data format, with the number designating how many variables were used as input.

For all of these trainings the pT and η were used to calculate weights in bins of 1 GeV in pT and
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Figure 4.7: TOP: Discriminator distributions from the and NANO-WITHJETS training. MIDDLE:
Efficiencies over pT where the denominator is SVs with the flavor b (red), matched (blue), and un-
matched (purple), and the numerator is SVs that pass a probability of being b of 0.125. BOTTOM:
Efficiencies over pT where the denominator is SVs with the flavor b (red), matched (blue), and un-
matched (purple), and the numerator is SVs that pass a probability of being b of 0.2. On the left are
distributions where SVs matched to jets are not included in any training (NANO8), and the right
are distributions where SVs matched to jets are included in the training (NANO8-WITHJETS).
The distributions themselves only show the SVs that are not matched to jets, as these are the SVs
of interest. 69



0.5 in η such that the classifiers used in the training are kinematically flattened. In addition, all of

the SV variables had a mean normalization and zero padding applied where necessary.

• 4-VAR: The first training performed, using the 4 variables dxy, SIP3D, cos(θSV,PV ), and Ntrk

that were used in the square cuts.

• NANO4: An adjustment of 4-VAR, where the number of tracks is switched with the number

of degrees of freedom, as track multiplicity is not stored in the NanoAOD format.

• NANO6: An extension of NANO4, where the SV pT and η are added as inputs in addition

to being used for weight calculations, for a total of 6 input variables.

• NANO7: An extension of NANO6, where the SV mass is added as an additional input, for

a total of 7 input variables.

• NANO8: An extension of NANO7, with d3D added as an additional input, for a total of 8

input variables.

• NANO8-WITHJETS: An adjustment of NANO8, where SVs matched to jets are included

in the training.

• 9-VAR: An adjustment of NANO8, with Ndo f changed back to Ntrk, and with SIPxy added

as an additional input, for a total of 9 input variables.

• NANO8plus: An extension of NANO8, adding in the cut SIP3D > 3, to match the SVs as

they are stored in NanoAOD.

• NANO8plus-JetIso20: A further extension to NANO8plus, where the jet disambiguation

is adjusted such that only SVs matched to jets with pT > 20 GeV are removed. This is the

closest match to the SVs used in the analysis, and allows for jets that are not included in

b-jet taggers.
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4.5.1 Training results

The results of each of the trainings will be given in the form of a plot of the discriminator split

into relevant flavors, and then efficiency plots in pT and η corresponding to a flat discriminator

cut of 0.3, which will be a constant cut for each training to show how they change with succes-

sive trainings. The efficiencies for multiple different discriminator cuts were looked at, but the

value of 0.3 was chosen to compare performances due to it being the value of the cut on the final

discriminator that is being used in the analysis. The performance between trainings is compared

with side-by-side plots of the efficiencies, along with a ROC curve. The flavor efficiencies that are

shown are exclusive of each other, with the denominator being SVs matched to that specific flavor,

and the numerator corresponding to those same SVs, which also pass the given discriminator cut.

4.5.1.1 4-VAR Training

The first training was the 4-VAR training. The intent with starting here was to build upon what

has been in use by other SUSY analyses, namely the square cuts. The 4-VAR training was setup

to match the variables used in the square cuts, dxy, SIP3D, cos(θSV,PV ), and Ntrk. The selection of

the SVs as inputs was also made to match the square cuts selection up to the point right before the

square cuts are actually applied, where only the SVs with a pT < 20 GeV that were not ∆R matched

to any jets within a cone size of 0.4 were kept. Figure 4.8 gives the 4-VAR discriminator, separated

out into b, matched, and unmatched flavors. Figure 4.9 gives the efficiency plots for those same

flavors. Comparing the performance of 4-VAR to the square cuts in Figure 4.10, it can be seen that

just by putting the same set of variables in to a simple DNN, the b efficiency is improved, while

the light misidentification is maintained at a similar level to the square cuts. This should not be

surprising, as the DNN is better able to take advantage of correlations between the variables, that

a set of flat cuts would otherwise be unable to account for.
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Figure 4.8: Discriminator created using the 4-VAR training, normalized to 100. With this training,
one can see the b SVs are partially separated from the matched and unmatched SVs, giving some
discrimination between the flavors.
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Figure 4.9: Performance efficiencies of the 4-VAR training in pT (LEFT) and η (RIGHT). The
flavors shown are b (red), matched (dark blue), and unmatched (magenta).
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Figure 4.10: Comparison of performance efficiencies over pT (TOP) and η (BOTTOM) of b,
matched and unmatched SVs using the square cuts (LEFT) and 4-VAR training (RIGHT). For the
pT plots, one can see an overall improvement in the b efficiency, especially at higher pT , ranging
from a 5-20% increase in efficiency. The light efficiency is roughly unchanged, with the matched
efficiency up to 5% higher for the 4-VAR training. The η plots also show an overall improvment in
the b efficiency, especially in the central region, with up to a 20% increase in central η and 5-10%
at a more forward η . The matched and unmatched efficiencies also saw an increase, but only to
the level of 5-10% in the central region, and comparable efficiencies in the forward regions.
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4.5.1.2 NANO4 Training

The next training, NANO4, changed the inputs so that it only used variables that were stored in

the NanoAOD format. This meant changing the number of tracks to the number of degrees of

freedom, due to their close correlation. The SV selection, otherwise, was the same as the 4-VAR

training, with the full jet disambiguation applied. Comparing NANO4 to 4-VAR, there is only a

small difference in performance, best seen in Figure 4.14, which shows that the NANO4 training

does slightly better at low b efficiency values between 0.2 and 0.4. With a discriminator cut of

0.3 applied, shown by the efficiencies seen in Figure 4.13, the cut takes small advantage from the

increase in performance, mainly seen in the wings of the η distribution, increasing the b efficiency

by upwards of 2%
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Figure 4.11: Discriminator created using the NANO4 training, normalized to 100.
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Figure 4.12: Performance efficiencies of the NANO4 training in pT (LEFT) and η (RIGHT). The
flavors shown are b (red), matched (dark blue), and unmatched (magenta).
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Figure 4.13: Comparison of performance efficiencies over pT (TOP) and η (BOTTOM) of b,
matched and unmatched SVs using the 4-VAR (LEFT) and NANO4 trainings (RIGHT). These
trainings show small difference in performance between the two. NANO4 trainings show a slightly
better performance related to the b-efficiency, while maintaining a similar light efficiency.
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Figure 4.14: ROC curve comparing the b efficiency to light misidentification probability for the
4-VAR and NANO4 trainings. The curve shows a mild improvement in NANO4 over 4-VAR
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4.5.1.3 NANO6 Training

The NANO6 training adds the pT and η of the SV as inputs into the training, on top of their

use to calculate weights. This particular training shows one of the more significant improvements

in performance, as seen in Figures 4.17 and 4.18. Looking at the efficiencies in Figure 4.17,

improvements can can be seen in the b efficiency at low and high pT , and at the more forward

η . For pT > 10 GeV and pT < 5 GeV, the b efficiency has increased by upwards of 10%, with a

similar increase for |η |> 1.
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Figure 4.15: Discriminator created using the NANO6 training, normalized to 100.
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Figure 4.16: Performance efficiencies of the NANO6 training in pT (LEFT) and η (RIGHT). The
flavors shown are b (red), matched (dark blue), and unmatched (magenta).
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Figure 4.17: Comparison of performance efficiencies over pT (TOP) and η (BOTTOM) of b,
matched and unmatched SVs using the NANO4 (LEFT) and NANO6 trainings (RIGHT).
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Figure 4.18: ROC curve comparing the b efficiency to light misidentification probability for the
NANO4 and NANO6 trainings.
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4.5.1.4 NANO7 Training

The NANO7 training added the SV mass as an additional input. Compared to the NANO6 train-

ing, there is overall, a small increase in performance, as can be seen in Figure 4.21. While the

shapes of the efficiencies do not change significantly, a more pronounced feature can be seen in

the discriminator plot in Figure 4.19, at values of ProbB < 0.1. This feature, which also appears

at a smaller scale in the previous discriminator versions, is found to be due to the SVs matched to

strange quarks, where the mass of the SVs has a small mass peak, corresponding to the mass of

a Kaon. There is an overall improvement in the performance over the NANO6 training, as seen

in the roc curve in Figure 4.22. This performance increase, while small, can be seen over the full

distribution of b efficiency.
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Figure 4.19: Discriminator created using the NANO7 training, normalized to 100.
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Figure 4.20: Performance efficiencies of the NANO6 training in pT (LEFT) and η (RIGHT). The
flavors shown are b (red), matched (dark blue), and unmatched (magenta).
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Figure 4.21: Comparison of performance efficiencies over pT (TOP) and η (BOTTOM) of b,
matched and unmatched SVs using the NANO6 (LEFT) and NANO7 trainings (RIGHT).
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Figure 4.22: ROC curve comparing the b efficiency to light misidentification probability for the
NANO6 and NANO7 trainings
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4.5.1.5 NANO8 Training

The NANO8 training adds the 3D flight distance in addition to the 3D flight distance significance,

which has been included in the trainings since the beginning. This version improves the overall

performance, but by a slightly lesser amount over moving from NANO6 to NANO7. In Figure

4.25, one can see an increase in the b efficiencies over the whole pT range, and in addition, the b

efficiency over η has flattened.

Looking at the overall increase in performance between the NANO4 and NANO8 training,

Figure 4.27 shows significant improvement in the ROC curve, with up to a 30% reduction in

misidentification probability at a b efficiency of 0.4.

Originally this training was to be the final version of the discriminator, but comparisons of

efficiencies showed vastly different shapes, depending on whether the efficiency was made using

the data samples that were used as inputs into the training, or using the samples that were used

directly by the SUSY analysis. After determining the cause of this difference in efficiency, two ex-

tra trainings were done, adjusting the SV content that was used as input into the machine learning

algorithm. The first of these trainings, NANO8plus, was to account for the difference in the sam-

ples, and the second, NANO8plus-JetIso20, was to match the SV selection of the machine learning

inputs to the selection of SVs used in the analysis.
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Figure 4.23: Discriminator created using the NANO8 training, normalized to 100.
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Figure 4.24: Performance efficiencies of the NANO8 training in pT (LEFT) and η (RIGHT). The
flavors shown are b (red), matched (dark blue), and unmatched (magenta).

87



T
SV p

0 2 4 6 8 10 12 14 16 18 20

S
V

 e
ff

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

b matched unmatched

CMS Work in progress

T
SV p

0 2 4 6 8 10 12 14 16 18 20

S
V

 e
ff

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

b matched unmatched

CMS Work in progress

ηSV 
3− 2− 1− 0 1 2 3

S
V

 e
ff

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

b matched unmatched

CMS Work in progress

ηSV 
3− 2− 1− 0 1 2 3

S
V

 e
ff

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

b matched unmatched

CMS Work in progress

Figure 4.25: Comparison of performance efficiencies over pT (TOP) and η (BOTTOM) of b,
matched and unmatched SVs using the NANO7 (LEFT) and NANO8 trainings (RIGHT).

88



0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
b efficiency

3−10

2−10

1−10

1

m
is

id
. p

ro
ba

bi
lit

y

CMS Simulation Preliminary

=13 TeV, Phase 1s

Nano7

Nano8

Figure 4.26: ROC curve comparing the b efficiency to light misidentification probability for the
NANO7 and NANO8 trainings
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Figure 4.27: ROC curve comparing the b efficiency to light misidentification probability for the
NANO4 and NANO8 trainings
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4.5.1.6 NANO8-WITHJETS Training

The purpose of the NANO8-WITHJETS training, was to look at the effect of adding in SVs that

are matched to any jet as inputs into the training. The performance plots in Figures 4.28, and

4.29 show how this training performs, using the same testing dataset as the NANO8 version. This

means that while the SVs used as input in the training included all SVs, even those matched to jets,

the SVs used for testing had the jet disambiguation present. The aforementioned figures show a

very poor efficiency at properly tagging isolated SVs. This effect is due to the much larger number

of SVs present in jets, than isolated. The features found in the larger population of data, such as

SVs matched to jets, are able to dominate in the training, causing isolated SVs to perform much

worse, as their features do not necessarily match the features of SVs in higher energy jets. This

training highlights the importance of adjusting inputs to match the population of what the tagger is

going to be used for. The results of this particular training was a contributing factor in the decision

of which SVs to include in the NANO8plus, and NANO8plus-JetIso20 trainings.
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Figure 4.28: Discriminator created using the NANO8-WITHJETS training, normalized to 100.
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Figure 4.29: Performance efficiencies of the NANO8-WITHJETS training in pT (LEFT) and η

(RIGHT). The flavors shown are b (red), matched (dark blue), and unmatched (magenta).
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Figure 4.30: Comparison of performance efficiencies over pT (TOP) and η (BOTTOM) of
b, matched and unmatched SVs using the NANO8 (LEFT) and NANO8-WITHJETS trainings
(RIGHT).
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4.5.1.7 9-VAR Training

The 9-VAR training was made to use all of the variables present in the NANO8 training, but chang-

ing the ndof back to number of tracks and adding, in addition, the 2D decay length significance.

The main purpose was to see if the results seen in the NANO4 versus the 4-VAR trainings is main-

tained when compared to the NANO8 version. The 2D decay length significance was added to see

if it would, in addition, affect the performance.

Looking at the ROC curve in Figure 4.34, one can see that there is no improvement going from

NANO8 to 9-VAR. In fact, the NANO8 training performs slightly better than the 9-VAR training,

even though it has an additional variable compared to the NANO8 training. The difference in

performance between the NANO8 and 9-VAR trainings is comparable to the difference in the

NANO4 and 4-VAR trainings seen in Figure 4.14. From this it can be inferred that the 2D decay

length significance will not add any significant increase in performance, and thus is not included

in the NANO8 training, and there is not any loss in performance from remaining with Ndo f over

number of tracks.

94



prob isB
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

S
V

s

0

1

2

3

4

5

6

7

8

9
b SVs matched SVs unmatched SVs

CMS Work in progress

Figure 4.31: Discriminator created using the 9-VAR training, normalized to 100.
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Figure 4.32: Performance efficiencies of the 9-VAR training in pT (LEFT) and η (RIGHT). The
flavors shown are b (red), matched (dark blue), and unmatched (magenta).
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Figure 4.33: Comparison of performance efficiencies over pT (TOP) and η (BOTTOM) of b,
matched and unmatched SVs using the NANO8 (LEFT) and 9-VAR trainings (RIGHT).
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Figure 4.34: ROC curve comparing the b efficiency to light misidentification probability for the
NANO8 and 9-VAR trainings
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4.5.1.8 NANO8plus Training

The NANO8plus training involved adjusting the SVs used as input into the training and testing,

over adding additional variables. Since the analysis is using the nanoAOD format to process the

data and MC, it is desirable to have the inputs going into the training to match the selection that is

present in nanoAOD. It was found that the SVs stored in nanoAOD have an additional cut than the

SVs used in the previous trainings up to NANO8 did not have, SIP3D > 3. The NANO8plus train-

ing adds this additional cut to the SVs used as input in order to determine whether the performance

is significantly affected. As seen in Figure 4.37, this difference in SV population greatly changes

the overall efficiency over both pT and η .

An interesting factor in this is that the performance of the NANO8 and NANO8plus trainings

are nearly identical when both trainings are tested on the same dataset, as seen in the ROC curve

in Figure 4.38. This shows that, while the existence of the removed SVs do not affect results when

they are included as inputs into the trainings, the opposite is true when including the SVs in the

testing. One can then assume that the SVs with SIP3D <= 3 do not have very much discriminating

power, and since there are so many of them, they bias the efficiency results, showing a good ratio

of b efficiency to light flavor rejection, compared to the true population of SVs that are of interest

to the analysis.

With these results, it became more important to make sure that the SV selection in the training

and testing, matches the SV selection that is in the analysis, in order to make sure the performance

being looked at is the performance that should be expected in the analysis. Going towards this, the

final discriminator, from the NANO8plus-JetIso20 training, was made to use SVs that match the

jet isolation put on SVs in the analysis.
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Figure 4.35: Discriminator created using the NANO8plus training, normalized to 100.
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Figure 4.36: Performance efficiencies of the NANO8plus training in pT (LEFT) and η (RIGHT).
The flavors shown are b (red), matched (dark blue), and unmatched (magenta).
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Figure 4.37: Comparison of performance efficiencies over pT (TOP) and η (BOTTOM) of b,
matched and unmatched SVs using the NANO8 (LEFT) and NANO8plus trainings (RIGHT).
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Figure 4.38: ROC curve comparing the b efficiency to light misidentification probability for the
NANO8 and NANO8plus trainings. These two trainings are tested on the same dataset, which
corresponds to SVs that have a SIP3D > 3.
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4.5.1.9 NANO8plus-JetIso20 Training

The NANO8plus-JetIso20 training was used to produce the final sv discriminator used in the anal-

ysis. It is a further adjustment of the NANO8 training where the SVs used as inputs into the

training were made to match the SVs that were used in the analysis. This adjustment corresponds

to loosening the jet isolation that was applied to the SVs used in the training. Initially the SVs

matched to any jet were removed from the collection, but for the analysis there is a looser isolation

criteria, where only SVs matched to jets that have a pT > 20 GeV are removed from the collection.

This isolation corresponds to the divide where jets can be b-tagged, as b tagging criteria for jets

requires the jet to have a pT > 20 GeV. By including jets with a lower pT , potential b jets that

would otherwise be removed will remain through the SVs that are inside of these jets.

Looking at the performance of this training, there is an improvement in b efficiency at both low

and high pT , seen in Figure 4.41. For the increase in b efficiency at low pT there is an equivalent

increase in light flavor efficiency, which does not occur at high pT . In the η distribution, there

is a larger fraction of light flavor SVs in the high η regions, with a fairly flat b flavor efficiency,

improved over the previous training. There is not a lot of concern with the increased light flavor

efficiency in the high η region, as in the analysis, the SVs are further separated into a low and

high η selection, where for the signal regions, only SVs with an |η |< 1.5 are considered, with the

SVs that fail this selection being kept for a control region. With larger fractions of light flavor in

the high η region, this region can be used to better constrain other regions with higher light flavor

components, with the low η regions being used to better isolate the b flavor SVs. For the overall

performance, which can be seen in Figure 4.42, there is a small difference seen at low and high

b efficiency values. For the lower values, the NANO8plus-JetIso20 training has a slightly lower

misidentification probability for an equivalent b efficiency, while at the highest b efficiencies the

opposite is true. Overall this is a fairly small effect, mostly seen at high η , and low/high pT , as

was described previously.
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Figure 4.39: Discriminator created using the NANO8plus-JetIso20 training, normalized to 100.
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Figure 4.40: Performance efficiencies of the NANO8plus-JetIso20 training in pT (LEFT) and η

(RIGHT). The flavors shown are b (red), matched (dark blue), and unmatched (magenta).
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Figure 4.41: Comparison of performance efficiencies over pT (TOP) and η (BOTTOM) of b,
matched and unmatched SVs using the NANO8plus (LEFT) and NANO8plus-JetIso20 trainings
(RIGHT).

104



Figure 4.42: ROC curve comparing the b efficiency to light misidentification probability for
the NANO8 and NANO8plus-JetIso20 trainings, using the same testing samples which has the
SIP3D > 3 cut on the SVs
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4.5.2 Training Summary

There were a total of 10 different trainings performed before deciding on a final discriminator.

Each discriminator showed improvement over the previous one, with the exception of the NANO8-

WITHJETS training, which was only used to confirm that including SVs in jets was a bad idea.

The trainings from 4-VAR up to 9-VAR are included in a ROC curve in Figure 4.43, where it can

be seen that the largest increase in performance occurs when the pT and η are added as inputs to

the training. Subsequent trainings still improve the results, albeit by smaller amounts. The best

discriminators came from the NANO8 collection of discriminators, even better than the 9-VAR

which technically provided more information. Of the NANO8 discriminators, there is not a large

difference in their performance, but the final discriminator was chosen to be the NANO8plus-

JetIso20, as it best matched the SV population that is used in the analysis, as was intended. The

SV variables used as inputs in this training were pT , η , M, Ndo f , dxy, d3D, SIP3D, and cos(θSV,PV ).

Additionally the pT and η were used to produce weights that would kinematically flatten the output

classifiers, in order to remove normalization bias between the different flavors. The final ROC plot

of this discriminator is found in Figure 4.45, and its performance over pT can be seen in Figure

4.44 with a discriminator cut of > 0.3. The cut of > 0.3 was chosen, as this was the best balance

found between rejecting light flavor SVs, and retaining events corresponding to the compressed

SUSY signals. Applying a tighter cut would remove too many events from the SUSY signals,

while applying a looser cut lets in too many events with predominantly light flavor objects, mainly

seen in W+jets.

The final selection for SVs then requires that the candidate have a pT between 2 and 20 GeV,

and a discriminator cut of > 0.3. Additionally, the SV could not be matched to any jet with a pT

above 20 GeV. There are also η bins that are put into use for the SVs, where it has been found

that the b flavor SVs will generally congregate near central η , while the light flavor SVs are more

prevalent in the forward η regions.

Following the comparison of performance between the final discriminator and the square cuts

in Figure 4.46, the final discriminator was able to improve the b-efficiency by up to 50% at low pT
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Figure 4.43: ROC curve comparing the b efficiency to light misidentification probability for the
trainings up to NANO8, and including 9-VAR. This shows that the largest gain in performance
comes from the NANO6 training, which adds the pT and η as inputs. The NANO8 and 9-VAR are
almost indistinguishable, except at low efficiency values where NANO8 does slightly better.
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Figure 4.44: Distributions of the b, c, and light flavor efficiencies over pT for the final discrimi-
nator. The samples used to create these efficiencies are the full background for the analysis, not
including QCD multijets.
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Figure 4.45: A ROC curve comparing the b efficiency to light/c misidentification probability for the
final discriminator, labeled Nano8plus-JetIso20. The chosen working point for the discriminator is
0.3. The samples used to create the curve correspond to those listed in Table 4.1.
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Figure 4.46: Distributions of the b, c, and light flavor efficiencies over pT for the discriminator on
the left and the square cuts on the right. The samples used to create these efficiencies are the full
background for the analysis, not including QCD multijets.

over that of the square cuts. Over the pT range of the secondary vertices, from 2 to 20 GeV, the light

flavor misidentification rate was maintained below 40%. This was compared to the square cuts,

which had a light misidentification rate above 40% for the pT range from 8 to 20 GeV, while having

a comparable b-efficiency to the final discriminator. At a pT of about 5 GeV, the misidentification

rate between the two taggers intersect, where the square cuts then has a lower misidentification

rate, but the trade off is that its b-efficiency takes a proportional dive, falling by about 50% moving

from 5 to 2 GeV, while the final discriminator’s b-efficiency is better maintained, only falling by

about 15% as it moves from 5 to 2 GeV.

As has been mentioned, all flavors drop off sharply at low pT for the square cuts, and this is

due to the removal of 2 track SVs. Looking at Figure 4.48, one can see that a large population of

SVs exists in the region corresponding to 2 track SVs (Ndo f < 1.8), in both the b and light flavor

SVs. An added bonus is that the 2 track SVs between the two flavors are kinematically separated

in both η and pT , where the b flavor SVs are mostly central, which is opposite for the light flavor

ones. In addition, the b flavor SVs are mostly found between 3 and 5 GeV, while the light flavor

SVs are just above 2 GeV. When the ≥ 2 tracks cut is added in addition to the discriminator cut,

and then compared to the same square cut efficiency plot, we get Figure 4.47, which reflects what

is seen in Figure 4.48. Comparing these distributions shows that the 2 track SVs are very important
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Figure 4.47: Distributions of the b, c, and light flavor efficiencies over pT for the discriminator on
the left and the square cuts on the right. The numerator for the discriminator plot has an additional
requirement of Ndo f > 1.8 in order to only look at 3 or greater track vertices. The samples used to
create these efficiencies are the full background for the analysis, not including QCD multijets.

for the efficiency gains at low pT , but it is not the only reason for the increased performance, since

the final discriminator still has better performance when considering just the 3 or greater track SVs

over the whole population of SVs. Apart from allowing in 2 track SVs, the training is also able to

greatly suppress the light misidentification rate over that of the square cuts, while maintaining a

similar b efficiency.
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Figure 4.48: 2D histograms of Ndo f versus pT (top) and Ndo f versus η (bottom) for b flavor SVs
(left) and light flavor SVs (right). These distributions show how there is a large population of SVs
below Ndo f < 1.8, in both the b and light flavors, while still having discrimination between the
two.
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4.6 Data/MC Comparisons

After producing a discriminator it is important to look at the data to MC agreement for the discrim-

inator, and the variables used to create it. We look at the agreement in two different regions, due to

their differing flavor fractions and backgrounds. The first region is a low-�pT di-lepton control re-

gion that is dominated by tt̄ and has a large fraction of b flavor SVs, and the second is an inclusive

single lepton region that is dominated by W+jets and has a much higher fraction of light flavor SVs.

For the low-�pT di-lepton control region the selection requires two golden leptons as an opposite

sign eµ pair, �pT between 50 and 175 GeV, and at least one SV passing the selection as described

previously. The single lepton selection requires one golden lepton of any flavor, �ET > 175 GeV,

and at least one SV. The MuonEG dataset was used for the low-�pT di-lepton region, which is why

we can go lower in �pT . In addition because of this lower �pT cut, the selection is complementary to

the analysis regions, and contains a higher number of events than the analysis region, allowing for

better data to MC comparisons. The single lepton region uses the MET dataset, which necessitates

the higher MET cut due to trigger requirements. Figure 4.49 gives the discriminator in the low-�pT

di-lepton region, with one plot having the discriminator cut applied to show the good agreement in

data to MC where the cut is applied and Figure 4.50 gives the discriminator in the single lepton re-

gion. The data to MC agreement in the low-�pT di-lepton regions as seen in Figures 4.51 and 4.52,

show good agreement. The single lepton region distributions, as seen in Figures 4.53 and 4.54,

while not to the same degree as the low-�pT di-lepton region, also show good agreement between

the data and MC.
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Figure 4.49: Distributions of the discriminator in the low-�pT di-lepton region, before the discrim-
inator cut on the left, and after the discriminator cut on the right. These distributions show that
there is a good data to MC agreement after the discriminator cut. The bottom figure is an enlarged
view of the legend.
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Figure 4.50: A distribution of the discriminator in the single lepton region after applying the dis-
criminator cut. This distribution shows a good agreement after the discriminator cut.

.
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Figure 4.51: Stacked histograms of the pT (top left), η (top right), mass (bottom left), and Ndo f
(bottom right) of the SVs in the low-�pT di-lepton region after the discriminator cut. These his-
tograms are separated into the analysis backgrounds, where each background is further separated
into their flavor components. The bottom figure is an enlarged view of the legend.
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Figure 4.52: Stacked histograms of dxy (top left), cosθSV,PV (top right), d3D (bottom left), and dsig
3D

(bottom right) of the SVs in the low-�pT di-lepton region after the discriminator cut. These his-
tograms are separated into the analysis backgrounds, where each background is further separated
into their flavor components. The bottom figure is an enlarged view of the legend.
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Figure 4.53: Stacked histograms of the pT (top left), η (top right), mass (bottom left), and Ndo f
(bottom right) of the SVs in the single lepton region after the discriminator cut. These histograms
are separated into the analysis backgrounds, where the W+jets has a large fraction of light flavor
SVs
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Figure 4.54: Stacked histograms of dxy (top left), cosθSV,PV (top right), d3D (bottom left), and dsig
3D

(bottom right) of the SVs in the single lepton region after the discriminator cut. These histograms
are separated into the analysis backgrounds, where the W+jets has a large fraction of light flavor
SVs
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4.6.1 Data to MC efficiency measurements

In order to use the discriminator to tag SVs in the analysis, it is important to make sure that the MC

used to model the SVs is well described in data, and to make proper corrections if that is not the

case. Normally this requires comparing the data and MC in a heavy flavor region that also requires

a tagged object, in order to determine an efficiency that can be used to scale the MC in this region

to match the data in that same region, producing a heavy flavor scale factor. A similar approach

would be done for a light flavor scale factor, commonly called the mistag scale factor. For this SV

tagger, even in a region that is almost guaranteed to have b flavor objects, there is still a significant

amount of light flavor SVs, especially at low pT . Other regions beside this heavy flavor enriched

one, will have different fractions of light and heavy flavor SVs, which cannot be described by a

single scale factor.

As a solution to this, the analysis will implement a region specific scale factor measurement

that will be determined by the analysis, during the limit setting fit. The method to calculate such

a scale factor follows Equation 4.1, where Nregion is the number of events in the region without

explicitly selecting SVs, and Nregion+SV is that same region, but including an SV requirement. The

purpose of the double ratio is to remove data to MC differences that are not explicitly due to an SV

selection.

SF(SV ) = (NData
region+SV/NMC

region+SV )/(N
Data
region/NMC

region) (4.1)

Essentially what this equation does is scale the MC in a region with an SV selection by the data

to MC factor from the inclusive version of this region. By doing so, any data to MC disagreement

caused by the selection in the inclusive region is removed, and any remaining disagreement in the

SV region can be attributed to the selection of the SV object. The scale factor from Equation 4.1

would then be the factor used to correct the MC for the SV selection. Every region would have its

own version of this scale factor, as flavor fractions change depending on which background process

is dominant.
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This method can be used in the analysis due to how regions are treated. Since it is a generic

SUSY search, for every cut in the analysis that goes into building a signal region, instead of throw-

ing out the events that do not pass the selection, the events are kept in order to either build a

separate signal region, or a control region that can be used to constrain the background. With this,

for every region with an SV requirement, the information for the inclusive version of that region is

also being used either as a separate signal or control region, and can also be used to calculate a SV

scale factor per region.

With the large number of regions in the analysis, the SF measurement is best done during the

limit setting, where the scale factor is treated as a nuisance parameter, and is measured using the

data driven background. Furthermore, in some of the regions, the SVs are separated into central

(|η | < 1.5) and forward (|η | > 1.5) SV regions, which better separates both SUSY signal and b

flavor SVs, both of which favor the central η regions. For the case of the SV flavor, this can be

seen in Figure 4.55, which shows that the light flavor SVs are pushed more to the forward regions,

creating a larger b flavor fraction in the central regions. For the scale factors, this gives a better

idea of the correction needed for higher light and b flavor fractions by focusing on the central

or forward regions. For the analysis proper, these η regions increase the signal sensitivity in the

central regions.

Following Equation 4.1, example SV scale factors are calculated using the two lepton regions

described in Section 4.6. These scale factors are given in Table 4.2. The numbers detail the

importance of calculating separate SFs for each region. Between the two lepton regions, there are

different values for SFs, where we want to underline the fact that these two lepton regions have

different background contributions and SV flavor fractions. The same thing is seen for the central

and forward η regions, especially in the single lepton region, with the central region giving a SF

above 1, and the forward region giving a SF below 1.
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Lepton region η inclusive central forward
low-�pT di-lepton 0.879±0.011 0.892±0.015 0.858±0.016

single lepton 0.929±0.017 1.04±0.03 0.83±0.03

Table 4.2: Example SFs calculated using the low-�pT di-lepton and single lepton regions given in
Section 4.6. Values are calculated following Equation 4.1, in an inclusive, central, and forward η

region. Errors are statistical only.
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Figure 4.55: Stacked histograms of the η distributions of the low-�pT di-lepton (left) and single
lepton (right) regions, in linear form. The single lepton plot only shows the MC background,
without the data, separated into flavor components. These distributions highlight how the light
flavor SVs concentrate in the forward η regions, creating a larger b flavor fraction in the central η

regions.
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Chapter 5

Event Selection and Reconstruction

The overall analysis makes use of Recursive Jigsaw Reconstruction to approximate the reference

frames of a decay tree in order to take advantage of mass sensitive observables that can be pro-

duced. In making the search regions, the analysis relies on counting the multiplicities of recon-

structed objects, depending on where they were assigned in the decay tree, along with extra regions

defined by the mass sensitive variables. There are about 292 regions defined, which are further

binned in the mass sensitive variables described in Chapter 3. The overall selection is geared to-

wards increased sensitivities for compressed signals with small mass splittings, which, for the stop

quark scenarios are ∆m
(
t̃1, χ̃0

1
)
< mt , where mt is the mass of the top quark. For categories which

make use of the SV tagger, the targeted splittings are more specifically 10 < ∆m
(
t̃1, χ̃0

1
)
< 80 GeV.

5.1 Samples

The datasets used in the analysis are made up of data and MC simulation samples produced for the

2016, 2017, and 2018 data taking periods. Each year has its own set of samples, using detector

conditions specific for that data taking period. In addition, the specific years for the MC samples

also simulate the version of the detector used in those years, which is especially important between

the years 2016 and 2017, as there were two different pixel detectors in use between 2016 and then

2017 and onward.

The data samples in this analysis made use of the NanoAOD data format [81], which is

processed from MiniAOD. The NanoAOD format is a simplified version of what is stored in

MiniAOD, only keeping the event and trigger information necessary for most analyses to be able to
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use them without any further processing. The format also drops a significant amount of the event

content, greatly reducing the size of the dataset, and stores all the information into a flat data tree,

making it much simpler to work with than the edmNtuple format used by MiniAOD. In addition,

many of the various object corrections and IDs, such as energy scale and resolution, and lepton

IDs and isolation, are applied and stored as part of the NanoAOD production process, making it

easier for analyses to have the most up to date corrections, since they are handled centrally with

NanoAOD. The campaign version used was NanoAODv7, which specifies the corrections applied

to the objects, and the CMS software version used to produce it.

5.1.1 Data

The analysis makes use of pp collision data at
√

s = 13 TeV, with an integrated luminosity of 137

fb−1. The events are selected from a variety of Primary Datasets (PDs), which are skimmed events

that fire a specific set of object triggers during the data taking. These data sets are:

• SingleMuon: single muon channel

• SingleElectron: single electron channel (PD changes to EGamma in 2018 data taking period)

• DoubleMuon: double muon channel

• DoubleMuonLowMass: double muon channel with lower energy threshold

• DoubleEG: double electron channel

• MuonEG: muon, electron channel

• MET: missing transverse momentum channel

• JetHT: jets and hadronic activity channel

The versions of the dataset used by all of the PDs is given in Table 5.1, for all three years. For

2016 data, the samples from Run2016B-H are used. For 2017 data, the samples from Run2017B-F
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Year Dataset

2016

/<PD>/Run2016B-02Apr2020_ver1-v1/NANOAOD
/<PD>/Run2016B-02Apr2020_ver2-v1/NANOAOD

/<PD>/Run2016C-02Apr2020-v1/NANOAOD
/<PD>/Run2016D-02Apr2020-v1/NANOAOD
/<PD>/Run2016E-02Apr2020-v1/NANOAOD
/<PD>/Run2016F-02Apr2020-v1/NANOAOD
/<PD>/Run2016G-02Apr2020-v1/NANOAOD
/<PD>/Run2016H-02Apr2020-v1/NANOAOD

2017

/<PD>/Run2017B-02Apr2020-v1/NANOAOD
/<PD>/Run2017C-02Apr2020-v1/NANOAOD
/<PD>/Run2017D-02Apr2020-v1/NANOAOD
/<PD>/Run2017E-02Apr2020-v1/NANOAOD
/<PD>/Run2017F-02Apr2020-v1/NANOAOD

2018

/<PD>/Run2018A-02Apr2020-v1/NANOAOD
/<PD>/Run2018B-02Apr2020-v1/NANOAOD
/<PD>/Run2018C-02Apr2020-v1/NANOAOD
/<PD>/Run2018D-02Apr2020-v1/NANOAOD

Table 5.1: Datasets used when processing the various PDs. All of the PDs use the same processing
campaign, so where those names would go is instead replaced with <PD>.

are used. Lastly for 2018 data the samples from Run2018A-B are used. Good events, where the

status of all the subdetectors are flagged as ’GOOD’ are given in what is called the golden JSON

file, and for each of the data taking periods are:

• 2016: Cert_271036-284044_13TeV_23Sep2016ReReco_Collisions16_JSON.txt

• 2017: Cert_294927-306462_13TeV_EOY2017ReReco_Collisions17_JSON.txt

• 2018: Cert_314472-325175_13TeV_17SeptEarlyReReco2018ABC_PromptEraD_Collisions18_JSON.txt

The integrated luminosity for each of the three years, when referring to the golden JSONs, came

out to 35.922 fb−1 (±2.5%) for 2016, 41.529 fb−1 (±2.3%) for 2017 and 59.74 fb−1 (±2.5%) for

2018. All of the simulated samples were normalized according to these integrated luminosities,

along with the theoretical cross section for each process.
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5.1.2 Simulation

5.1.2.1 Background

Due to the number of final states used in this analysis, a large number of background processes

needed to be considered. The most important of these are the backgrounds that are related to lep-

tonic final states, but the hadronic backgrounds are necessary as well. The background processes

simulated were split into 7 groupings of similar processes, given in Tables 5.2, 5.3, 5.4. There

were:

• ZDY: Made of the Z + jets and Drell-Yan backgrounds. Both sets of samples are generated

at leading order (LO) using the MG5_aMC@NLO v2.2.2 generator (madgraph) [82].

• W + jet: Only the W + jets background, as it is one of the dominant backgrounds for this

analysis, alongside tt̄ + jets. Also generated at LO using Madgraph.

• tt̄ + jets: The second of the two most dominant backgrounds, generated at LO using Mad-

graph, the final states are separated into di-lepton, single lepton, and then ĤT -binned for

inclusive decays.

• Single t: This covers the three separate single top processes corresponding to s-channel, t-

channel, and tW decays. The s-, t-channel and leptonic tW processes are simulated using

Madgraph, while the inclusive tW samples are simulated using the POWHEG v1 generator

[83].

• VV: Includes the di-boson processes, and single top quark production in association with

bosons. The WW, WZ, VH and some of the ZZ processes are generated using Madgraph,

while the remainder are generated using POWHEG v1/2.

• VVV+: Includes tri-boson processes, top pair production in association with bosons, and

other rare processes. All of these are generated using Madgraph, with the exception of

tt̄ +H, which is generated using POWHEG v1.
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• QCD: Only includes the QCD multijets background. Due to its poor simulation this back-

ground is fully data-driven in the fit. The simulated samples were used in the tuning of the

regions. These samples were generated using Madgraph.

All of the 2017 and 2018 samples used the NNPDF 3.1 parton distribution function (PDF)

set [84], while the 2016 samples used the NNPDF 3.0 PDF set [85]. The parton showering and

hadronization was handled by PYTHIA v8.205 [86], using the underlying event tunes CP5 for the

2017 and 2018 backgrounds, CP2 for the 2017 and 2018 signals, and CUETP8M1 for the 2016

signals and backgrounds. The CMS detector is simulated for all samples using the GEANT4 package

[87].
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process Sample 2016 sigma * k-factor * ε

ZDY (LO) DYJetsToLL_M-5to50_HT-100to200_TuneCUETP8M1_13TeV-madgraphMLM-pythia8 224.2
DYJetsToLL_M-5to50_HT-200to400_TuneCUETP8M1_13TeV-madgraphMLM-pythia8 37.2
DYJetsToLL_M-5to50_HT-400to600_TuneCUETP8M1_13TeV-madgraphMLM-pythia8 3.581
DYJetsToLL_M-5to50_HT-600toInf_TuneCUETP8M1_13TeV-madgraphMLM-pythia8 1.1241

(NLO) DYJetsToLL_M-50_HT-70to100_TuneCUETP8M1_13TeV-madgraphMLM-pythia8 301.2
DYJetsToLL_M-50_HT-100to200_TuneCUETP8M1_13TeV-madgraphMLM-pythia8 147.40 * 1.23
DYJetsToLL_M-50_HT-200to400_TuneCUETP8M1_13TeV-madgraphMLM-pythia8 40.99 * 1.23
DYJetsToLL_M-50_HT-400to600_TuneCUETP8M1_13TeV-madgraphMLM-pythia8 5.678 * 1.23
DYJetsToLL_M-50_HT-600to800_TuneCUETP8M1_13TeV-madgraphMLM-pythia8 1.367 * 1.23
DYJetsToLL_M-50_HT-800to1200_TuneCUETP8M1_13TeV-madgraphMLM-pythia8 0.6304 * 1.23
DYJetsToLL_M-50_HT-1200to2500_TuneCUETP8M1_13TeV-madgraphMLM-pythia8 0.1514 * 1.23 * 0.833
DYJetsToLL_M-50_HT-2500toInf_TuneCUETP8M1_13TeV-madgraphMLM-pythia8 0.003565 * 1.23 * 1.015

(NLO) ZJetsToNuNu_HT-100To200_13TeV-madgraph 280.35 * 1.23 * 0.994
ZJetsToNuNu_HT-200To400_13TeV-madgraph 77.67 * 1.23 * 0.981
ZJetsToNuNu_HT-400To600_13TeV-madgraph 10.73 * 1.23 * 0.977
ZJetsToNuNu_HT-600To800_13TeV-madgraph 2.559 * 1.23 * 0.975
ZJetsToNuNu_HT-800To1200_13TeV-madgraph 1.1796 * 1.23 * 0.916
ZJetsToNuNu_HT-1200To2500_13TeV-madgraph 0.28833 * 1.23 * 0.880
ZJetsToNuNu_HT-2500ToInf_13TeV-madgraph 0.006945 * 1.23 * 1.276

W + jets (NLO) WJetsToLNu_HT-70To100_TuneCUETP8M1_13TeV-madgraphMLM-pythia8 1353.0 * 1.21
WJetsToLNu_HT-100To200_TuneCUETP8M1_13TeV-madgraphMLM-pythia8 1345 * 1.21 * 0.993
WJetsToLNu_HT-200To400_TuneCUETP8M1_13TeV-madgraphMLM-pythia8 359.7 * 1.21 * 1.002
WJetsToLNu_HT-400To600_TuneCUETP8M1_13TeV-madgraphMLM-pythia8 48.91 * 1.21 * 1.009
WJetsToLNu_HT-600To800_TuneCUETP8M1_13TeV-madgraphMLM-pythia8 12.05 * 1.21 * 1.120
WJetsToLNu_HT-800To1200_TuneCUETP8M1_13TeV-madgraphMLM-pythia8 5.501 * 1.21 * 1.202
WJetsToLNu_HT-1200To2500_TuneCUETP8M1_13TeV-madgraphMLM-pythia8 1.329 * 1.21 * 1.332
WJetsToLNu_HT-2500ToInf_TuneCUETP8M1_13TeV-madgraphMLM-pythia8 0.03216 * 1.21 * 4.200

tt̄ + jets (NLO) TTJets_DiLept_TuneCUETP8M1_13TeV-madgraphMLM-pythia8 56.86
TTJets_SingleLeptFromT_TuneCUETP8M1_13TeV-madgraphMLM-pythia8 114.0
TTJets_SingleLeptFromTbar_TuneCUETP8M1_13TeV-madgraphMLM-pythia8 114.0
TTJets_HT-600to800_TuneCUETP8M1_13TeV-madgraphMLM-pythia8 1.65
TTJets_HT-800to1200_TuneCUETP8M1_13TeV-madgraphMLM-pythia8 0.6736
TTJets_HT-1200to2500_TuneCUETP8M1_13TeV-madgraphMLM-pythia8 0.1194
TTJets_HT-2500toInf_TuneCUETP8M1_13TeV-madgraphMLM-pythia8 0.001445

single t (NLO) ST_s-channel_4f_InclusiveDecays_13TeV-amcatnlo-pythia8 10.12
ST_t-channel_antitop_4f_inclusiveDecays_13TeV-powhegV2-madspin-pythia8_TuneCUETP8M1 71.74
ST_t-channel_top_4f_inclusiveDecays_13TeV-powhegV2-madspin-pythia8_TuneCUETP8M1 119.7
ST_tW_antitop_5f_inclusiveDecays_13TeV-powheg-pythia8_TuneCUETP8M1 35.85
ST_tW_top_5f_inclusiveDecays_13TeV-powheg-pythia8_TuneCUETP8M1 35.85
ST_tWll_5f_LO_13TeV-MadGraph-pythia8 0.01104
ST_tWnunu_5f_LO_13TeV-MadGraph-pythia8 0.02122

VV (NLO) GluGluHToZZTo4L_M125_13TeV_powheg2_JHUgenV6_pythia8 29.99
VHToNonbb_M125_13TeV_amcatnloFXFX_madspin_pythia8 0.952
WWTo2L2Nu_13TeV-powheg 12.178
WWTo4Q_13TeV-powheg 51.723
WWToLNuQQ_13TeV-powheg 49.997
WZTo1L1Nu2Q_13TeV_amcatnloFXFX_madspin_pythia8 10.71
WZTo1L3Nu_13TeV_amcatnloFXFX_madspin_pythia8 3.033
WZTo3LNu_TuneCUETP8M1_13TeV-amcatnloFXFX-pythia8 4.42965
WZTo3LNu_TuneCUETP8M1_13TeV-powheg-pythia8 4.42965
ZZTo2L2Nu_13TeV_powheg_pythia8_ext1 0.564
ZZTo2L2Q_13TeV_powheg_pythia8 3.22
ZZTo2Q2Nu_13TeV_amcatnloFXFX_madspin_pythia8 4.04
ZZTo4Q_13TeV_amcatnloFXFX_madspin_pythia8 6.912
tZq_ll_4f_13TeV-amcatnlo-pythia8 0.0758

VVV+ (NLO) TTWJetsToLNu_TuneCUETP8M1_13TeV-amcatnloFXFX-madspin-pythia8 0.2043
TTWJetsToQQ_TuneCUETP8M1_13TeV-amcatnloFXFX-madspin-pythia8 0.4062
TTZToLLNuNu_M-10_TuneCUETP8M1_13TeV-amcatnlo-pythia8 0.2529
TTZToQQ_TuneCUETP8M1_13TeV-amcatnlo-pythia8 0.5297
TTGJets_TuneCUETP8M1_13TeV-amcatnloFXFX-madspin-pythia8 3.697
WWG_TuneCUETP8M1_13TeV-amcatnlo-pythia8 0.2147
WWZ_TuneCUETP8M1_13TeV-amcatnlo-pythia8 0.1651
WZG_TuneCUETP8M1_13TeV-amcatnlo-pythia8 0.04123

QCD multijets (LO) QCD_HT100to200_TuneCUETP8M1_13TeV-madgraphMLM-pythia8 28060000.0
QCD_HT200to300_TuneCUETP8M1_13TeV-madgraphMLM-pythia8 1710000.0
QCD_HT300to500_TuneCUETP8M1_13TeV-madgraphMLM-pythia8 347500.0
QCD_HT500to700_TuneCUETP8M1_13TeV-madgraphMLM-pythia8 32060.0
QCD_HT700to1000_TuneCUETP8M1_13TeV-madgraphMLM-pythia8 6829.0
QCD_HT1000to1500_TuneCUETP8M1_13TeV-madgraphMLM-pythia8 1207.0
QCD_HT1500to2000_TuneCUETP8M1_13TeV-madgraphMLM-pythia8 120.0
QCD_HT2000toInf_TuneCUETP8M1_13TeV-madgraphMLM-pythia8 25.25

Table 5.2: 2016 Background MC samples simulated using the 102X_mcRun2_asymptotic_v8
global tag, which is used to describe the 2016 detector conditions. Cross sections are given for each
sample, where the process column notes the accuracy to which the cross sections are calculated,
which is a mix of LO and NLO. Some of the cross sections have multiplicative factors, and for
those cases, the first number is the LO cross section, the second number is the NLO k-factor, and
the third number, ε , is a scale factor that is used to combine the ĤT binned samples.
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process Sample 2017 sigma * k-factor * ε

ZDY (LO) DYJetsToLL_M-4to50_HT-100to200_TuneCP5_13TeV-madgraphMLM-pythia8 204
DYJetsToLL_M-4to50_HT-200to400_TuneCP5_13TeV-madgraphMLM-pythia8 54.39
DYJetsToLL_M-4to50_HT-400to600_TuneCP5_13TeV-madgraphMLM-pythia8 5.697
DYJetsToLL_M-4to50_HT-600toInf_TuneCP5_PSWeights_13TeV-madgraphMLM-pythia8 1.85

(NLO) DYJetsToLL_M-50_HT-70to100_TuneCP5_13TeV-madgraphMLM-pythia8 169.9 * 1.23
DYJetsToLL_M-50_HT-100to200_TuneCP5_13TeV-madgraphMLM-pythia8 161.1 * 1.23
DYJetsToLL_M-50_HT-200to400_TuneCP5_13TeV-madgraphMLM-pythia8 48.66 * 1.23 * 0.999
DYJetsToLL_M-50_HT-400to600_TuneCP5_13TeV-madgraphMLM-pythia8 6.968 * 1.23 * 0.990
DYJetsToLL_M-50_HT-600to800_TuneCP5_13TeV-madgraphMLM-pythia8 1.743 * 1.23 * 0.975
DYJetsToLL_M-50_HT-800to1200_TuneCP5_13TeV-madgraphMLM-pythia8 0.6304 * 1.23
DYJetsToLL_M-50_HT-1200to2500_TuneCP5_13TeV-madgraphMLM-pythia8 0.1933 * 1.23 * 0.833
DYJetsToLL_M-50_HT-2500toInf_TuneCP5_13TeV-madgraphMLM-pythia8 0.003468 * 1.23 * 1.015

(NLO) ZJetsToNuNu_HT-100To200_13TeV-madgraph 280.35 * 1.23 * 0.994
ZJetsToNuNu_HT-200To400_13TeV-madgraph 77.67 * 1.23 * 0.981
ZJetsToNuNu_HT-400To600_13TeV-madgraph 10.73 * 1.23 * 0.977
ZJetsToNuNu_HT-600To800_13TeV-madgraph 2.559 * 1.23 * 0.975
ZJetsToNuNu_HT-800To1200_13TeV-madgraph 1.1796 * 1.23 * 0.916
ZJetsToNuNu_HT-1200To2500_13TeV-madgraph 0.28833 * 1.23 * 0.880
ZJetsToNuNu_HT-2500ToInf_13TeV-madgraph 0.006945 * 1.23 * 1.276

W + jets (NLO) WJetsToLNu_HT-70To100_TuneCP5_13TeV-madgraphMLM-pythia8 1353.0 * 1.21
WJetsToLNu_HT-100To200_TuneCP5_13TeV-madgraphMLM-pythia8 1395.0 * 1.21 * 0.993
WJetsToLNu_HT-200To400_TuneCP5_13TeV-madgraphMLM-pythia8 407.9 * 1.21 * 1.002
WJetsToLNu_HT-400To600_TuneCP5_13TeV-madgraphMLM-pythia8 57.48 * 1.21 * 1.009
WJetsToLNu_HT-600To800_TuneCP5_13TeV-madgraphMLM-pythia8 12.87 * 1.21 * 1.120
WJetsToLNu_HT-800To1200_TuneCP5_13TeV-madgraphMLM-pythia8 5.366 * 1.21 * 1.202
WJetsToLNu_HT-1200To2500_TuneCP5_13TeV-madgraphMLM-pythia8 1.074 * 1.21 * 1.332
WJetsToLNu_HT-2500ToInf_TuneCP5_13TeV-madgraphMLM-pythia8 0.008001 * 1.21 * 4.200

tt̄ + jets (NLO) TTJets_DiLept_TuneCP5_13TeV-madgraphMLM-pythia8 54.23
TTJets_SingleLeptFromT_TuneCP5_13TeV-madgraphMLM-pythia8 109.6
TTJets_SingleLeptFromTbar_TuneCP5_13TeV-madgraphMLM-pythia8 114.0
TTJets_HT-600to800_TuneCP5_13TeV-madgraphMLM-pythia8 1.65
TTJets_HT-800to1200_TuneCP5_13TeV-madgraphMLM-pythia8 0.6736
TTJets_HT-1200to2500_TuneCP5_13TeV-madgraphMLM-pythia8 0.1194
TTJets_HT-2500toInf_TuneCP5_13TeV-madgraphMLM-pythia8 0.001445

single t (NLO) ST_s-channel_4f_leptonDecays_TuneCP5_13TeV-madgraph-pythia8 3.36
ST_s-channel_4f_hadronicDecays_TuneCP5_13TeV-amcatnlo-pythia8 11.24
ST_t-channel_top_4f_InclusiveDecays_TuneCP5_13TeV-powhegV2-mapin-pythia8 119.7
ST_t-channel_antitop_4f_InclusiveDecays_TuneCP5_13TeV-powhegVmadspin-pythia8 71.74
ST_tW_top_5f_NoFullyHadronicDecays_TuneCP5_13TeV-powheg-pythi 35.85
ST_tW_antitop_5f_NoFullyHadronicDecays_TuneCP5_13TeV-powheg-p 35.85
ST_tWll_5f_LO_TuneCP5_PSweights_13TeV-madgraph-pythia8 0.01104

VV (NLO) WWTo2L2Nu_NNPDF31_TuneCP5_13TeV-powheg-pythia8 12.178
WWToLNuQQ_NNPDF31_TuneCP5_13TeV-powheg-pythia8 49.997
ZZTo2L2Nu_TuneCP5_13TeV_powheg_pythia8 0.564
ZZTo2L2Q_13TeV_amcatnloFXFX_madspin_pythia8 3.22
ZZTo2Q2Nu_TuneCP5_13TeV_amcatnloFXFX_madspin_pythia8 4.04
ZZTo4L_TuneCP5_13TeV_powheg_pythia8 1.212
WZTo1L1Nu2Q_13TeV_amcatnloFXFX_madspin_pythia8 10.71
WZTo1L3Nu_13TeV_amcatnloFXFX_madspin_pythia8 3.033
WZTo2L2Q_13TeV_amcatnloFXFX_madspin_pythia8 5.606
WZTo3LNu_TuneCP5_13TeV-amcatnloFXFX-pythia8 4.42965
tZq_ll_4f_ckm_NLO_TuneCP5_13TeV-madgraph-pythia8 0.07358
VHToNonbb_M125_13TeV_amcatnloFXFX_madspin_pythia8 0.952
VHToGG_M125_13TeV_amcatnloFXFX_madspin_pythia8 2.162
GluGluHToZZTo4L_M125_13TeV_powheg2_JHUGenV7011_pythia8 29.99

VVV+ (NLO) ttHTobb_M125_TuneCP5_13TeV-powheg-pythia8 0.5269
ttHToNonbb_M125_TuneCP5_13TeV-powheg-pythia8 0.5638
TTWJetsToLNu_TuneCP5_PSweights_13TFXFX-madspin-pythia8 0.2043
TTWJetsToQQ_TuneCP5_13TeV-amcatnloFXFX-madspin-pythia8 0.4062
TTZToLLNuNu_M-10_TuneCP5_13TeV-amcatnlo-pythia8 0.2529
TTZToQQ_TuneCP5_13TeV-amcatnlo-pythia8 0.5297
TTGJets_TuneCP5_13TeV-amcatnloFXFX-madspin-pythia8 3.697
WWW_4F_TuneCP5_13TeV-amcatnlo-pythia8 0.2086
WWG_TuneCP5_13TeV-amcatnlo-pythia8 0.2147
WZG_TuneCP5_13TeV-amcatnlo-pythia8 0.04123
WWZ_TuneCP5_13TeV-amcatnlo-pythia8 0.1651
WZZ_TuneCP5_13TeV-amcatnlo-pythia8 0.05565
ZZZ_TuneCP5_13TeV-amcatnlo-pythia8 0.01398
TTTT_TuneCP5_PSweights_13TeV-amcatnlo-pythia8 0.009103

QCD multijets (LO) QCD_HT100to200_TuneCP5_13TeV-madgraphMLM-pythia8 28060000.0
QCD_HT200to300_TuneCP5_13TeV-madgraphMLM-pythia8 1710000.0
QCD_HT300to500_TuneCP5_13TeV-madgraphMLM-pythia8 347500.0
QCD_HT500to700_TuneCP5_13TeV-madgraphMLM-pythia8 32060.0
QCD_HT700to1000_TuneCP5_13TeV-madgraphMLM-pythia8 6829.0
QCD_HT1000to1500_TuneCP5_13TeV-madgraphMLM-pythia8 1088.0
QCD_HT1500to2000_TuneCP5_13TeV-madgraphMLM-pythia8 120.0
QCD_HT2000toInf_TuneCP5_13TeV-madgraphMLM-pythia8 25.25

Table 5.3: 2017 Background MC samples simulated using the 102X_mc2017_realistic_v8
global tag, which is used to describe the 2017 detector conditions. Cross sections are given for
each sample, where the process column notes the accuracy to which the cross sections are calcu-
lated, which is a mix of LO and NLO. Some of the cross sections have multiplicative factors, and
for those cases, the first number is the LO cross section, the second number is the NLO k-factor,
and the third number, ε , is a scale factor that is used to combine the ĤT binned samples.
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process Sample 2018 sigma * k-factor * ε

ZDY (LO) DYJetsToLL_M-4to50_HT-70to100_TuneCP5_PSweights_13TeV-madgraphMLM-pythia8 145.5
DYJetsToLL_M-4to50_HT-100to200_TuneCP5_PSweights_13TeV-madgraphMLM-pythia8 204
DYJetsToLL_M-4to50_HT-200to400_TuneCP5_PSweights_13TeV-madgraphMLM-pythia8 54.39
DYJetsToLL_M-4to50_HT-400to600_TuneCP5_PSweights_13TeV-madgraphMLM-pythia8 5.697

(NLO) DYJetsToLL_M-50_HT-70to100_TuneCP5_PSweights_13TeV-madgraphMLM-pythia8 169.9 * 1.23
DYJetsToLL_M-50_HT-100to200_TuneCP5_PSweights_13TeV-madgraphMLM-pythia8 161.1 * 1.23
DYJetsToLL_M-50_HT-200to400_TuneCP5_PSweights_13TeV-madgraphMLM-pythia8 48.66 * 1.23 * 0.999
DYJetsToLL_M-50_HT-400to600_TuneCP5_PSweights_13TeV-madgraphMLM-pythia8 6.968 * 1.23 * 0.990
DYJetsToLL_M-50_HT-600to800_TuneCP5_PSweights_13TeV-madgraphMLM-pythia8 1.743 * 1.23 * 0.975
DYJetsToLL_M-50_HT-800to1200_TuneCP5_PSweights_13TeV-madgraphMLM-pythia8 0.6304 * 1.23
DYJetsToLL_M-50_HT-1200to2500_TuneCP5_PSweights_13TeV-madgraphMLM-pythia8 0.1933 * 1.23 * 0.833
DYJetsToLL_M-50_HT-2500toInf_TuneCP5_PSweights_13TeV-madgraphMLM-pythia8 0.003468 * 1.23 * 1.015

(NLO) ZJetsToNuNu_HT-100To200_13TeV-madgraph 280.35 * 1.23 * 0.994
ZJetsToNuNu_HT-200To400_13TeV-madgraph 77.67 * 1.23 * 0.981
ZJetsToNuNu_HT-400To600_13TeV-madgraph 10.73 * 1.23 * 0.977
ZJetsToNuNu_HT-600To800_13TeV-madgraph 2.559 * 1.23 * 0.975
ZJetsToNuNu_HT-800To1200_13TeV-madgraph 1.1796 * 1.23 * 0.916
ZJetsToNuNu_HT-1200To2500_13TeV-madgraph 0.28833 * 1.23 * 0.880
ZJetsToNuNu_HT-2500ToInf_13TeV-madgraph 0.006945 * 1.23 * 1.276

W + jets (NLO) WJetsToLNu_HT-70To100_TuneCP5_13TeV-madgraphMLM-pythia8 1353.0 * 1.21
WJetsToLNu_HT-100To200_TuneCP5_13TeV-madgraphMLM-pythia8 1395.0 * 1.21 * 0.993
WJetsToLNu_HT-200To400_TuneCP5_13TeV-madgraphMLM-pythia8 407.9 * 1.21 * 1.002
WJetsToLNu_HT-400To600_TuneCP5_13TeV-madgraphMLM-pythia8 57.48 * 1.21 * 1.009
WJetsToLNu_HT-600To800_TuneCP5_13TeV-madgraphMLM-pythia8 12.87 * 1.21 * 1.120
WJetsToLNu_HT-800To1200_TuneCP5_13TeV-madgraphMLM-pythia8 5.366 * 1.21 * 1.202
WJetsToLNu_HT-1200To2500_TuneCP5_13TeV-madgraphMLM-pythia8 1.074 * 1.21 * 1.332
WJetsToLNu_HT-2500ToInf_TuneCP5_13TeV-madgraphMLM-pythia8 0.008001 * 1.21 * 4.200

tt̄ + jets (NLO) TTJets_DiLept_TuneCP5_13TeV-madgraphMLM-pythia8 54.23
TTJets_SingleLeptFromT_TuneCP5_13TeV-madgraphMLM-pythia8 109.6
TTJets_SingleLeptFromTbar_TuneCP5_13TeV-madgraphMLM-pythia8 114.0
TTJets_HT-600to800_TuneCP5_13TeV-madgraphMLM-pythia8 1.65
TTJets_HT-800to1200_TuneCP5_13TeV-madgraphMLM-pythia8 0.6736
TTJets_HT-1200to2500_TuneCP5_13TeV-madgraphMLM-pythia8 0.1194
TTJets_HT-2500toInf_TuneCP5_13TeV-madgraphMLM-pythia8 0.001445

single t (NLO) ST_s-channel_4f_leptonDecays_TuneCP5_13TeV-madgraph-pythia8 3.36
ST_s-channel_4f_hadronicDecays_TuneCP5_13TeV-madgraph-pythia8 11.24
ST_t-channel_top_4f_InclusiveDecays_TuneCP5_13TeV-powheg-madspin-pythia8 119.7
ST_t-channel_antitop_4f_InclusiveDecays_TuneCP5_13TeV-powheg-madspin-pythia8 71.74
ST_tW_top_5f_inclusiveDecays_TuneCP5_13TeV-powheg-pythia8 35.85
ST_tW_antitop_5f_inclusiveDecays_TuneCP5_13TeV-powheg-pythia8 35.85
ST_tWll_5f_LO_TuneCP5_PSweights_13TeV-madgraph-pythia8 0.01104
ST_tWnunu_5f_LO_TuneCP5_PSweights_13TeV-madgraph-pythia8 0.02122

VV (NLO) WWTo2L2Nu_NNPDF31_TuneCP5_13TeV-powheg-pythia8 12.178
WWToLNuQQ_NNPDF31_TuneCP5_13TeV-powheg-pythia8 49.997
ZZTo2L2Nu_TuneCP5_13TeV_powheg_pythia8 0.564
ZZTo2L2Q_13TeV_amcatnloFXFX_madspin_pythia8 3.22
ZZTo2Q2Nu_TuneCP5_13TeV_amcatnloFXFX_madspin_pythia8 4.040
ZZTo4L_TuneCP5_13TeV_powheg_pythia8 1.212
WZTo1L3Nu_13TeV_amcatnloFXFX_madspin_pythia8 3.033
WZTo2L2Q_13TeV_amcatnloFXFX_madspin_pythia8 5.606
WZTo3LNu_TuneCP5_13TeV-amcatnloFXFX-pythia8 4.42965
tZq_ll_4f_ckm_NLO_TuneCP5_13TeV-madgraph-pythia8 0.07358
VHToNonbb_M125_13TeV_amcatnloFXFX_madspin_pythia8 0.952
VHToGG_M125_13TeV_amcatnloFXFX_madspin_pythia8 2.162
GluGluHToZZTo4L_M125_13TeV_powheg2_JHUGenV7011_pythia8 29.99

VVV+ (NLO) ttHTobb_M125_TuneCP5_13TeV-powheg-pythia8 0.5269
ttHToNonbb_M125_TuneCP5_13TeV-powheg-pythia8 0.5638
TTWJetsToLNu_TuneCP5_13TeV-amcatnloFXFX-madspin-pythia8 0.2043
TTWJetsToQQ_TuneCP5_13TeV-amcatnloFXFX-madspin-pythia8 0.4062
TTZToLLNuNu_M-10_TuneCP5_13TeV-amcatnlo-pythia8 0.2529
TTZToQQ_TuneCP5_13TeV-amcatnlo-pythia8 0.5297
TTGJets_TuneCP5_13TeV-amcatnloFXFX-madspin-pythia8 3.697
WWW_4F_TuneCP5_13TeV-amcatnlo-pythia8 0.2086
WWG_TuneCP5_13TeV-amcatnlo-pythia8 0.2147
WZG_TuneCP5_13TeV-amcatnlo-pythia8 0.04123
WWZ_TuneCP5_13TeV-amcatnlo-pythia8 0.1651
WZZ_TuneCP5_13TeV-amcatnlo-pythia8 0.05565
ZZZ_TuneCP5_13TeV-amcatnlo-pythia8 0.01398
TTTT_TuneCP5_13TeV-amcatnlo-pythia8 0.009103

QCD multijets (LO) QCD_HT100to200_TuneCP5_13TeV-madgraphMLM-pythia8 28060000.0
QCD_HT200to300_TuneCP5_13TeV-madgraphMLM-pythia8 1710000.0
QCD_HT300to500_TuneCP5_13TeV-madgraphMLM-pythia8 347500.0
QCD_HT500to700_TuneCP5_13TeV-madgraphMLM-pythia8 32060.0
QCD_HT700to1000_TuneCP5_13TeV-madgraphMLM-pythia8 6829.0
QCD_HT1000to1500_TuneCP5_13TeV-madgraphMLM-pythia8 1088.0
QCD_HT1500to2000_TuneCP5_13TeV-madgraphMLM-pythia8 120.0
QCD_HT2000toInf_TuneCP5_13TeV-madgraphMLM-pythia8 25.25

Table 5.4: 2018 Background MC samples simulated using the
102X_upgrade2018_realistic_v21 global tag, which is used to describe the 2018 detec-
tor conditions. Cross sections are given for each sample, where the process column notes the
accuracy to which the cross sections are calculated, which is a mix of LO and NLO. Some of the
cross sections have multiplicative factors, and for those cases, the first number is the LO cross
section, the second number is the NLO k-factor, and the third number, ε , is a scale factor that is
used to combine the ĤT binned samples.
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5.1.2.2 Signal

The signals used are as described in Section 3.3, with the samples used given in Table 5.5. There are

two types of SUSY samples produced by CMS: Fast Simulation (FastSim), which is a special type

of simulation used to quickly process a large number of masses, and Full Simulation (FullSim),

which is the full simulation process over a select few signal masses. The FullSim process takes a

significantly longer amount of time to process events, so it quickly becomes intractable when trying

to run over a grid of masses. Due to this, most of the samples used are FastSim, but corrections

are applied in order to account for detector modeling issues in the simulation. FullSim samples

were only used for the T2-4bd signal, corresponding to two different mass points, with a stop mass

of 500 GeV and LSPs of 420 and 490 GeV, and only for 2017 data. The signals are all generated

using Madgraph with PYTHIA for parton showering and hadronization.

The signal cross sections are calculated assuming that the stop will decay to the lightest neu-

tralino with a 100% branching ratio, ignoring the composition of the neutralino. The cross sections

are only dependent on the stop mass, and are kept constant between models with pair production

of the stop or sbottom. Cross sections are given in Figure 5.1, as a function of stop masses ranging

from 100 to 2000 GeV. A distribution of the mass points that were present in the signals is given

in Figure 5.2, for the T2tt, T2bW, and T2cc signal models. For the models that had more than one

sample, the samples are labeled in different colors.
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Signal Model Dataset
2016
T2tt SMS-T2tt_dM-10to80_genHT-160_genMET-80_TuneCUETP8M1_13TeV-madgraphMLM-pythia8

SMS-T2tt_dM-10to80_genHT-160_genMET-80_mWMin-0p1_TuneCUETP8M1_13TeV-madgraphMLM-pythia8
SMS-T2tt_mStop-400to1200_TuneCUETP8M1_13TeV-madgraphMLM-pythia8

T2-4bd SMS-T2-4bd_genMET-80_mStop-500_mLSP-490_TuneCUETP8M1_13TeV-madgraphMLM-pythia8
SMS-T2-4bd_genMET-80_mStop-500_mLSP-420_TuneCUETP8M1_13TeV-madgraphMLM-pythia8

T2cc SMS-T2cc_genHT-160_genMET-80_TuneCUETP8M1_13TeV-madgraphMLM-pythia8

2017
T2tt SMS-T2tt_dM-10to80_genHT-160_genMET-80_TuneCP2_13TeV-madgraphMLM-pythia8

SMS-T2tt_dM-10to80_genHT-160_genMET-80_mWMin-0p1_TuneCP2_13TeV-madgraphMLM-pythia8
SMS-T2tt_mStop-400to1200_TuneCP2_13TeV-madgraphMLM-pythia8

T2bW SMS-T2bW_TuneCP2_13TeV-madgraphMLM-pythia8
SMS-T2bW_X05_dM-10to80_genHT-160_genMET-80_mWMin-0p1_TuneCP2_13TeV-madgraphMLM-pythia8

T2-4bd SMS-T2-4bd_genMET-80_mStop-500_mLSP-490_TuneCP2_13TeV-madgraphMLM-pythia8
SMS-T2-4bd_genMET-80_mStop-500_mLSP-420_TuneCP2_13TeV-madgraphMLM-pythia8

T2cc SMS-T2cc_genHT-160_genMET-80_TuneCP2_13TeV-madgraphMLM-pythia8

2018
T2tt SMS-T2tt_dM-10to80_genHT-160_genMET-80_TuneCP2_13TeV-madgraphMLM-pythia8

SMS-T2tt_mStop-400to1200_TuneCP2_13TeV-madgraphMLM-pythia8
T2bW SMS-T2bW_TuneCP2_13TeV-madgraphMLM-pythia8

SMS-T2bW_X05_dM-10to80_genHT-160_genMET-80_mWMin-0p1_TuneCP2_13TeV-madgraphMLM-pythia8
T2-4bd SMS-T2-4bd_genMET-80_mStop-500_mLSP-490_TuneCP2_13TeV-madgraphMLM-pythia8

SMS-T2-4bd_genMET-80_mStop-500_mLSP-420_TuneCP2_13TeV-madgraphMLM-pythia8
T2cc SMS-T2cc_genHT-160_genMET-80_TuneCP2_13TeV-madgraphMLM-pythia8

Table 5.5: 2016, 2017, and 2018 Signal samples for stop masses between 400 and 1500 GeV for
T2tt, T2bW, T2-4bd and T2cc SMS models. Some samples for certain years do not have available
NanoAOD samples, so for those cases (marked by a strike through) the 2017 MC samples are used
as a benchmark, and scaled to the sum of the integrated luminosity expected for the relevant years
added together, in order to determine potential expected limits.

Figure 5.1: Stop cross sections as a function of stop mass, calculated to NLO accuracy. These
cross sections are kept constant between signal models which assume the pair production of stops
or sbottoms.
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(a) T2tt (b) T2bW

(c) T2cc

Figure 5.2: The mass points present in the T2tt, T2bW, and T2cc stop signals. They are given with
the stop mass on the x-axis, and the LSP mass on the y-axis.
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5.2 Event Reconstruction

Events are reconstructed using the standard reconstruction algorithms of CMS, which are based on

a particle-flow (PF) algorithm [88]. They work by going through and combining the information

from all of the subdetectors in CMS in order to identify PF candidates, corresponding to charged

and neutral hadrons, photons, and leptons. These PF candidates are then used to reconstruct the

objects that are used to define the many final states in the analysis, including the missing transverse

momentum.

5.2.1 Triggers

During the data taking, events are categorized based on the firing of triggers, which are flags that

specify the contents seen in events and are used as real-time event selection when recording data.

There are two trigger systems used at CMS, the Level-1 (L1) trigger, and the High Level Trigger

(HLT). The L1 triggers are hardware based triggers used during data taking (online) and imple-

mented in custom-designed Field Programmable Gate Arrays (FPGAs). The HLTs are offline,

software based triggers which use streamlined reconstruction software to process events [89].

Events are initially selected in the analysis using a suite of triggers which require large missing

transverse momentum (�pT ), where �pT is the negative vector sum of the pT of all PF candidates.

The triggers in general require events with �pT > 120 GeV, and are listed in Table 5.6.

The efficiencies of the triggers were measured as a function of �pT , in data, following Equation

5.1 and compared to the efficiency of the same triggers simulated in MC, shown in Figure 5.3.

This figure also shows how the trigger is only 100% efficient at �pT around 300 GeV. The analysis

corrects for the differences in turn on behavior between data and MC by deriving a data to MC

scale factor from fits of the turn ons using a Gaussian CDF. This allows the analysis to recover

efficiency down to �pT > 150 GeV.

Efficiency =
Events Passing Trigger & Selection

Events Passing Selection
(5.1)
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Year Trigger

2016
HLT_PFMET120_PFMHT120_IDTight

HLT_PFMETNoMu120_PFMHTNoMu120_IDTight

2017

HLT_PFMET120_PFMHT120_IDTight
HLT_PFMETNoMu120_PFMHTNoMu120_IDTight

HLT_PFMET120_PFMHT120_IDTight_PFHT60
HLT_PFMETNoMu120_PFMHTNoMu120IDTight_PFHT60

2018

HLT_PFMET120_PFMHT120_IDTight
HLT_PFMETNoMu120_PFMHTNoMu120_IDTight

HLT_PFMET120_PFMHT120_IDTight_PFHT60
HLT_PFMETNoMu120_PFMHTNoMu120IDTight_PFHT60

Table 5.6: List of MET triggers used in the analysis. Some triggers are used for all three years,
while others are specific to 2017 and 2018.

Figure 5.3: Plot of the trigger turn on, for the Single Muon primary dataset, and total MC back-
ground. Overlayed are fits which try to model the turn on, in order to later recover efficiency below
the plateau.
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5.2.2 Leptons

PF candidates which are leptons are initially selected based on some loose criteria, detailed in Table

5.7, with the selection separated between electrons and muons. Selected leptons are then divided

into mutually exclusive tiers called gold, silver, and bronze. The highest tier, gold, refers to signal

leptons (prompt), silver refers to those that are likely to be from heavy flavor decays, and bronze

refers to everything else that passed the initial selection. There are 3 requirements that leptons must

pass (or fail) in order to be assigned to the different tiers. The first is the ID requirement, which

for muons is to pass the medium working point centrally produced by the Muon object group at

CMS [58], with a pT > 3.5 GeV and |η | < 2.4. For electrons the ID requirement is to pass the

tight (loose) MVA ID [76] for pT > 10 (5 < pT < 10) GeV and |η |< 2.4. The next requirement is

that the lepton must be prompt, which means the 3D impact parameter significance is < 2. The last

requirement is that the lepton is isolated, which requires that the absolute mini- and PF- isolation,

are both < 4 GeV, (MiniIsoabs and PFIsoabs < 4 GeV). The two isolation requirements are based on

two different algorithms, where for mini-isolation [90, 91], isolation is computed using the scalar

sum of the pT of the PF candidates within a varying cone size based on the lepton pT , and for PF-

isolation [92], isolation is computed using the scalar sum of the pT of the charged hadrons from

the PV, and the scalar sum of the ET of the neutral hadrons and photons, mitigated by the charged

hadron contribution from pileup (referred to as a ∆β correction), all within a cone size (∆R) of 0.4.

The gold tier required that the leptons pass the ID, were prompt, and were isolated. The silver tier

required that the leptons pass the ID, were not prompt, but were still isolated. The bronze tier was

then the remaining leptons that were not classified as gold or silver.
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Cut Electron Muon
pT > 5 GeV > 3 GeV
|η | < 2.4 < 2.4

IVF IP3D/σIP3D < 8 < 8
|dxy| < 0.05 cm < 0.05 cm
|dz| < 0.1 cm < 0.1 cm

PFIsoabs < 20+(300/pT ) GeV < 20+(300/pT ) GeV
MVA Id Very Loose None

Table 5.7: The base lepton selection, split between muons and electrons. PFIsoabs is a basic iso-
lation criteria, and MVA Id is a lepton Id centrally produced by the CMS electron physics object
group, for selecting electrons.

5.2.3 Jets and secondary vertices

Jets were reconstructed from PF candidates using the infrared and collinear safe anti-kT algorithm

[93], and a cone size of ∆R = 0.4. Charged hadron contributions not from the leading primary

vertex were removed to mitigate pileup effects. Current jet energy corrections were applied, and

the jets in MC were smeared following the recommended jet energy resolution scale factor. The

tight jet ID [94] was applied, which rejects fake jets arising from detector and electronics noise.

Jets were required to have a pT > 20 GeV and |η |< 5. Jets that passed the medium working point

of the DeepJet tagger [95] were labeled as b-jets. An additional selection required that jets not be

matched to a lepton within a cone size of ∆R = 0.2.

Secondary vertices were reconstructed using the Inclusive secondary Vertex Finder (IVF) [96].

These SVs were required to have a pT between 2 and 20 GeV, and a soft b-tagging discriminator

cut of > 0.3, as discussed in the previous chapter. Additionally, the SV could not be matched to

any jet with a pT above 20 GeV within a cone size of ∆R = 0.4, or any lepton within a cone size

of ∆R = 0.2.

5.2.4 MET

The missing transverse energy (�pT ) is the negative vector sum of the transverse momentum of

all PF candidates in the event. Type-1 corrections [97] are applied to �pT , in which the jet energy
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corrections applied to the jets are propagated to�pT . The�pT is also corrected in 2017 data to account

for EE noise present during the data taking period. Additionally MET filters [98]. were applied as

recommended in order to remove false �pT , including the primary vertex filter, the 2016 CSC beam

halo filter, the HBHE noise filter, the HBHEiso noise filter, the ECAL dead cell trigger primitive

filter, and the bad PF muon filter.

5.3 Event selection

After passing the trigger selection, events were required to have a primary vertex (PV), which

passes the selection:

• χ2 > 0, is real

• Ndo f > 5, vertex number of degrees of freedom

• |z|<= 24 cm, beam spot position along the z direction

• ρ < 4 cm, the displacement from the beam spot position along the transverse direction

Of the PVs that pass this selection, the one with the largest value of the summed p2
T of the

reconstructed objects was taken as the PV of the event. Every event was also required to have

either the sum of the number of leptons, jets and SVs to be ≥ 2, or to have at least 1 jet in the

event. In the following section, further selections were applied in order to clean events before

moving to defining the regions

5.3.1 Preselection

First, event cuts are applied, including:

• �pT > 150 GeV, based on the trigger turn on

• pISR
T > 250 GeV, to provide a moderate ISR kick to resolve compressed signal masses
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Figure 5.4: A distribution of ∆φCM,I versus pCM
T for the 2017 MET PD for RISR > 0.9 divided by

the total background from 2017 samples for RISR > 0.9. Overlayed in red is the 2D cut applied to
these two variables, where the central area is kept. The yellow areas are where the poorly modeled
events occur.

• RISR > 0.5, to focus on signals with a significant mass ratio

• |∆φ�ET ,V |< π/2, to ensure the Visible and Invisible systems are pointing in the same direction

• 2D cut in ∆φCM,I and pCM
T , following Figure 5.4, to remove poorly modeled events

5.4 Event Categorization

The analysis regions were then defined according to a combination of the multiplicity of recon-

structed objects in the S and ISR systems, and the kinematics of the remaining mass sensitive

variables described in Section 3.1.2. The full list of categories is summarized in Table 5.8, with

their naming convention for the full region names. The M⊥ and RISR binning is summarized in

Table 5.9 for the different S system categories.

The first set of categorizations was the multiplicity counting of reconstructed objects in the S

system. The categorizations were divided into number of leptons (NL), jets (NJ), b-jets (NJNb),

and SVs (NJNSV ). Depending on the region, the leptons were always split into flavor (NLe, NLµ )
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and sometimes split into charge (NLe±, NLµ±), and the SVs were split into central (|η |< 1.5) and

forward (|η | ≥ 1.5) η regions (NJNSV c, NJNSV f ). These categorizations were used to build the

different final states, allowing a range of signals and final states to be studied.

The next set of categorizations was related to the ISR system, where depending on the object

multiplicities, events were separated into different pISR
T categories, instead of just a lower pISR

T

cut, as the major backgrounds sit at lower values of pISR
T . For higher multiplicities of objects,

the category boundaries are adjusted upwards, resulting in 200, 250, 300, 350, 400, 450, and 500

GeV lower bound cuts for the pISR
T categories, depending on the number of jets and leptons. An

additional set of ISR categories was based on the existence of a b jet in the ISR system. This

categorization was used to produce tt̄ + jets enriched regions. It was found that for events with a

b jet in the ISR system, for both 1 and 2 lepton categories, a much larger fraction of b jets were

found in the ISR system than not, which is shown in Figure 5.5. It was also seen that the main

backgrounds became more suppressed compared to signal when requiring SVs and b jets in the S

system.

There was then a categorization involving whether the regions should be split into two γT cat-

egories. For the regions where the two categories are used, the boundaries correspond to γT < 0.5

and γT > 0.5. Figure 5.6 shows γT for a 500, 490 GeV T2bW stop signal and the total background,

not including QCD multijets. In this variable, the events above 0.5 have more balanced events,

which is more indicative of a sparticle decay. In the figure, it can be seen that the signal peaks just

above γT = 0.5, while the total background is peaking around 0.4, showing that the majority of the

background events are more unbalanced than the signal.

Last, is the 2D binning in M⊥ and RISR, which for the final region is unrolled into a 1D his-

togram of all of the bins. The purpose of this binning is to isolate the compressed signals, where the

more compressed ones will generally congregate at high RISR and low M⊥, with the backgrounds

generally being more dispersed over the 2D plane. There are multiple sets of binning, generally

corresponding to the number of objects in any given region. For example, regions with 1 lepton

and 1 jet would have the same binning as regions with 0 leptons and 2 jets. This was due to the
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Figure 5.5: Fractional distributions of the number of S (top) and ISR (bottom) SVs and b jets for 1
and 2 golden lepton selections. These plots show how the SVs and b jets are distributed between
the S and ISR systems for the two main backgrounds (tt̄ + jets and W + jets), and the two T2-4bd
samples with a stop mass of 500 GeV and LSP masses of 490 (dark purple) and 420 (light purple).
The distributions are scaled by the count of the 0 bins for each set of object counting. This means
that the 1 and ≥ 2 count bins are fractional values with respect to the 0 count bins.
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regions with the same number of objects having similar kinematic scales. The 2D binning for M⊥

and RISR is given in Table 5.9.

5.4.1 Region Definitions

The regions in the analysis were put together to cover a wide range of final states with varying

mass splittings in the signals. This large number of final states allowed for a generic search for

signals which follow similar decay trees, with the generic one used by this analysis given in Figure

3.1.

Every region in the analysis is a combination of the categorizations listed in Table 5.8, which

culminates in a 1D histogram that contains the M⊥ and RISR bins. The region definitions were

chosen based on signal to background studies for a set of mass splittings, while also trying to define

distinctive final states that match different processes, whether signal or background. For example,

a 1L− 0J categorization would be dominantly W + jets, and would have larger event counts for

the more compressed signals. A region with this categorization would then provide some signal

bins for more compressed signals and then W + jets control bins for the less compressed.

The base set of regions are those that have 0, 1, 2, or 3 leptons and up to 5 or more jets, up

to 2 b-jets, and up to 2 or more SVs. The full list of regions is given in Tables 5.10, 5.11, 5.12,

and 5.13 for the 0, 1, 2, and 3 gold lepton final states, respectively. The regions with silver and

bronze leptons are similar to the gold versions, with the exception that all of the categorizations

were condensed, meaning that the leptons were only flavor separated, the SVs did not have an η

separation, there was no γT categorization, and the ISR, and pISR
T categorizations were set to be

inclusive.

An important part of the region definitions was defining which M⊥-RISR bins were control and

which were signal. The problem, as it pertains to this analysis, was that what will be a control bin

for one signal, could very well be a signal bin for another. In order to look at the SV tagging in real

data, with regards to the fit, a set of control bins were defined which pertain only to the overall SV

regions and their inclusive counterpart. With the small portion of phase space that the SV regions
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Figure 5.6: Distribution of γT for a T2bW stop signal with masses 500, 490 (top) and the total
background, not including QCD (bottom). This is for a 1LG − 0Jg1SV c

0b − XP300
0b region. Larger

values of γT represent a more balanced event in the S system, where smaller values represent an
imbalance.
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Region Objects Category Designations Category

leptons

0L
NLG; NLS; NLB

L`; L`±

2L``OS; 2L``SS

2L``|

2L`|`

3L``|`OSSF ; 3L``|`nOSSF

3L```OSSF ; 3L```nOSSF

no leptons
N gold; N silver; N bronze

no charge sep.; with charge ±
2 `, OS; SS

2 ` in Pa
2 ` split between Pa and Pb

3 `, OSSF in Pa; No OSSF in Pa
3 `, OSSF inclusive; No OSSF

S jets
NJ

gNJ
N ∈ {0,1,2,3,4} jets
≥ N ∈ {1,3,4,5} jets

S b-jets
J

JNb
JgNb

≥ 0 b-jets (inclusive)
N ∈ {0,1,2} b-jets
≥ N ∈ 1,2 b-jets

S SVs

J
JNSV c

JNSV f

JgNSV c

JgNSV f

≥ 0 SVs (inclusive)
N ∈ {0,1} central η SVs
N ∈ {0,1} forward η SVs
≥ N ∈ {1,2} central η SVs
≥ N ∈ {1,2} forward η SVs

pISR
T

XP250

XP350

XP400

XP500

XP550

XP350
250

XP500
350

XP550
400

> 250 GeV
> 350 GeV
> 400 GeV
> 500 GeV
> 550 GeV

250 < pISR
T ≤ 350

350 < pISR
T ≤ 500

400 < pISR
T ≤ 540

ISR b-jet counting
X

X0b
X1b

≥ 0 b-jets (inclusive)
= 0 b-jets
≥ 1 b-jets

γT

X
X γ↓

X γ↑

inclusive
γT < 0.5
γT > 0.5

Table 5.8: Table detailing the different categorizations present in the analysis regions. The category
designations are the labels that will be used in the region naming scheme, for the leptons ` can be
replaced with either e or µ . Additionally if charge is added to the designation, then that means the
region is charge separated in the fit. The variables Pa and Pb refer to the two hemispheres of the
sparticle system, as seen in the decay tree in Figure 3.1. The X in the table refers to extra event
kinematic and ISR selections as described in Section 5.4. Each line in the table corresponds to a
separate category, and a combination of one category from each object row constitutes a region.
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S System Category Bin Boundaries

0L−0J
{RISR bin} 3 {M⊥ bin edges}

{0.95,0.985} 3 {0,40}
{0.985,1.00} 3 {0,5,10,40}

1L−0J
{0.9,0.96} 3 {0,40}

{0.96,0.98} 3 {0,10,40}
{0.98,1.00} 3 {0,5,10,40}

0L−2J
1L−1J

{0.65,0.75} 3 {0,50,120}
{0.75,0.85} 3 {0,40,120}
{0.85,0.9} 3 {0,30,120}
{0.9,0.95} 3 {0,20,120}
{0.95,1.00} 3 {0,120}

0L−3J
1L−2J

{0.55,0.65} 3 {0,110,200}
{0.65,0.75} 3 {0,90,200}
{0.75,0.85} 3 {0,70,200}
{0.85,0.9} 3 {0,50,200}
{0.9,1.00} 3 {0,200}

0L−4J
1L−3J

{0.55,0.65} 3 {0,150,300}
{0.65,0.75} 3 {0,100,300}
{0.75,0.85} 3 {0,80,300}
{0.85,1.0} 3 {0,300}

0L−g5J
1L−g4J

{0.5,0.6} 3 {0,210,400}
{0.6,0.7} 3 {0,180,400}
{0.7,0.8} 3 {0,150,400}
{0.8,1.00} 3 {0,400}

2L−0J

{0.7,0.8} 3 {0,40,120}
{0.8,0.9} 3 {0,30,120}
{0.9,0.95} 3 {0,20,120}
{0.95,1.00} 3 {0,15,120}

2L−1J

{0.55,0.7} 3 {0,80,200}
{0.7,0.8} 3 {0,60,200}
{0.8,0.9} 3 {0,40,200}
{0.9,1.00} 3 {0,30200}

2L−2J

{0.5,0.65} 3 {0,100,300}
{0.6,0.7} 3 {0,120,300}
{0.7,0.8} 3 {0,100,300}
{0.8,0.9} 3 {0,80,300}
{0.9,1.00} 3 {0,300}

2L−g3J
{0.5,0.65} 3 {0,130,400}
{0.65,0.8} 3 {0,100,400}

{0.8,1.0} 3 {0,400}

3L−0J

{0.6,0.7} 3 {0,250}
{0.7,0.8} 3 {0,250}
{0.8,0.9} 3 {0,250}
{0.9,1.00} 3 {0,250}

3L−g1J
{0.55,0.7} 3 {0,250}
{0.7,0.85} 3 {0,250}
{0.85,1.0} 3 {0,250}

Table 5.9: Table detailing the different RISR versus M⊥ binning present in the analysis regions.
The bins are determined by the S system category, corresponding to number of leptons and jets
(NL−NJ). The boundaries describe how they were binned, giving the RISR bin, and then the bin
edges in M⊥ which belong to that RISR bin.
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0L Regions
0L−0J1SV c −XP350

0L−0J1SV f −XP350

0L−1J0SV
0b −X

P550
400

b

0L−1J0SV
1b −X

P550
400

b
0L−1Jg1SV c −XP400

0L−1Jg1SV f −XP400

0L−2J0b −X
γP500

350
b

0L−2J1b −X
γP500

350
b

0L−2J2b −X γP500
350

0L−3J0b −X
γP500

350
b

0L−3J1b −X
γP500

350
b

0L−3J2b −X γP500
350

0L−4J0b −X
γP450

300
b

0L−4J1b −X
γP450

300
b

0L−4J2b −X γP500
350

0L−g5J0b −X
γP500

350
b

0L−g5J1b −X
γP500

350
b

0L−g5Jg2b −X γP500
350

Table 5.10: List of the 0 lepton regions (0L), counting the number of hadronic objects in the S
system (i.e. 1J), with the event system specific categorization (X ...). The presence of a γ denotes
that this categorization is applied and it counts as 2 regions, one for X γ↑ and one for X γ↓. When
pISR

T categories are applied, the presence of two numbers, an upper and lower bound, assumes two

regions: XPhigh
low and XPhigh . Lastly, Xb means the ISR b-jet categorization is applied. The RISR-M⊥

binning used for any given region can be found in Table 5.9, following the S system, NL−NJ,
categorization.
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1L Regions
e µ

1Le±
G −0J0SV

0b −X
P500

350
b

1Le±
G −0Jg1SV c/ f −XP350

1Le±
G −0Jg1SV c/ f −XP350

1Le±
G −1J0SV

0b −X γP350
b

1Le±
G −1J0SV

1b −X γP350
b

1Le±
G −1Jg1SV c/ f −XP350

1Le
G −2J0b −X

γP500
350

b

1Le
G −2J1b −X

γP500
350

b
1Le

G −2J2b −X γP500
350

1Lµ±
G −0J0SV

0b −X
P500

350
b

1Lµ±
G −0Jg1SV c/ f −XP350

1Lµ±
G −0Jg1SV c/ f −XP350

1Lµ±
G −1J0SV

0b −X γP350
b

1Lµ±
G −1J0SV

1b −X γP350
b

1Lµ±
G −1Jg1SV c/ f −XP350

1Lµ

G −2J0b −X
γP500

350
b

1Lµ

G −2J1b −X
γP500

350
b

1Lµ

G −2J2b −X γP500
350

1Le
G −3J0b −X

γP500
350

b

1Le
G −3J1b −X

γP500
350

b
1Le

G −3Jg2b −X γP500
350

1Le
G −g4J0b −X

γP500
350

b
1Le

G −g4Jg1b −X γP500
350

1Lµ

G −3J0b −X
γP500

350
b

1Lµ

G −3J1b −X
γP500

350
b

1Lµ

G −3Jg2b −X γP500
350

1Lµ

G −g4J0b −X
γP500

350
b

1Lµ

G −g4Jg1b −X γP500
350

Table 5.11: List of the Gold 1 lepton regions (1L), counting the number of hadronic objects in
the S system (i.e. 1J), with the event system specific categorization (X ...). The Silver and Bronze
regions are similar, with the exception that the lepton and X categorization, and any pISR

T , γT or SV
η categories are made to be inclusive. Additionally, the b-jet regions are also made to be inclusive.
For the leptons, the presence of ± means charge separation is applied, for a total of 2 regions.
For the SV regions, c/ f means that the η categorization is applied, so it counts as 2 regions. The
presence of a γ denotes that this categorization is applied and it counts as 2 regions, one for X γ↑

and one for X γ↓. When pISR
T categories are applied, the presence of two numbers, an upper and

lower bound, assumes two regions: XPhigh
low and XPhigh . Lastly, Xb means the ISR b-jet categorization

is applied. The RISR-M⊥ binning used for any given region can be found in Table 5.9, following
the S system, NL−NJ, categorization.
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2L Regions
eeOS eµOS µµOS SS

2LeeOS
G −0J0SV

0b −X
γP350

250
b

2Lee
G −0Jg1SV c/ f −XP250

2LeµOS
G −0J0SV

0b −X
γP350

250
b

2Leµ

G −0Jg1SV c/ f −XP250

2LµµOS
G −0J0SV

0b −X
γP350

250
b

2Lµµ

G −0Jg1SV c/ f −XP250

2LeeSS
G −0J0SV

0b −XP250

2LeµSS
G −0J0SV

0b −XP250

2LµµSS
G −0J0SV

0b −XP250

2Le|eOS
G −1J0b −X

γP350
250

b

2Lee|OS
G −1J0b −X

γP350
250

b

2Le|eOS
G −1J1b −X

γP350
250

b

2Lee|OS
G −1J1b −X

γP350
250

b

2LeµOS
G −1J0b −X

γP350
250

b

2LeµOS
G −1J1b −X

γP350
250

b

2Lµ|µOS
G −1J0b −X

γP350
250

b

2Lµµ|OS
G −1J0b −X

γP350
250

b

2Lµ|µOS
G −1J1b −X

γP350
250

b

2Lµµ|OS
G −1J1b −X

γP350
250

b

2LeeSS
G −1J−XP250

2LeµSS
G −1J−XP250

2LµµSS
G −1J−XP250

2Le|eOS
G −2J0b −X

γP350
250

b

2Lee|OS
G −2J0b −X

γP350
250

b

2Le|eOS
G −2Jg1b −X

γP350
250

b

2Lee|OS
G −2Jg1b −X

γP350
250

b

2LeµOS
G −2J0b −X

γP350
250

b

2LeµOS
G −2Jg1b −X

γP350
250

b

2Lµ|µOS
G −2J0b −X

γP350
250

b

2Lµµ|OS
G −2J0b −X

γP350
250

b

2Lµ|µOS
G −2Jg1b −X

γP350
250

b

2Lµµ |OS
G −2Jg1b −X

γP350
250

b

2LeeSS
G −2J−X γP250

2LeµSS
G −2J−X γP250

2LµµSS
G −2J−X γP250

2Le|eOS
G −g3J0b −X

γP350
250

b

2Lee|OS
G −g3J0b −X

γP350
250

b

2Le|eOS
G −g3Jg1b −X

γP350
250

b

2Lee|OS
G −g3Jg1b −X

γP350
250

b

2LeµOS
G −g3J0b −X γP350

250

2LeµOS
G −g3Jg1b −X γP350

250

2Lµ|µOS
G −g3J0b −X γP350

250

2Lµµ|OS
G −g3J0b −X γP350

250

2Lµ|µOS
G −g3Jg1b −X γP350

250

2Lµµ|OS
G −g3Jg1b −X γP350

250

2LeeSS
G −g3J−X γP250

2LeµSS
G −g3J−X γP250

2LµµSS
G −g3J−X γP250

Table 5.12: List of the Gold 2 lepton regions (2L), counting the number of hadronic objects in
the S system (i.e. 1J), with the event system specific categorization (X ...). The Silver and Bronze
regions are similar, with the exception that the lepton and X categorizations are condensed so that
leptons are only flavor separated, and any pISR

T , γT or SV η categories are made to be inclusive.
Additionally, the b-jet regions are also made to be inclusive. For leptons, ``SS means same sign
charge separation is applied, counting for 2 region, and ``OS means opposite sign charge separation
is applied, counting for 2 regions. For the SV regions, c/ f means that the η categorization is
applied, so it counts as 2 regions. The presence of a γ denotes that this categorization is applied
and it counts as 2 regions, one for X γ↑ and one for X γ↓. When pISR

T categories are applied, the

presence of two numbers, an upper and lower bound, assumes two regions: XPhigh
low and XPhigh .

Lastly, Xb means the ISR b-jet categorization is applied. The RISR-M⊥ binning used for any given
region can be found in Table 5.9, following the S system, NL−NJ, categorization.
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3L Regions
eee µµµ

3Lee|eOSSF
G −0J0b −XP250

3Lee|enOSSF
G −0J0b −XP250

3LeeeOSSF
G −g1J−XP250

3LeeenOSSF
G −g1J−XP250

eeµ

3Lµµ|µOSSF
G −0J0b −XP250

3Lµµ |µnOSSF
G −0J0b −XP250

3LµµµOSSF
G −g1J−XP250

3LµµµnOSSF
G −g1J−XP250

µµe

3Lee|µOSSF
G −0J0b −XP250

3LeeµnOSSF
G −0J0b −XP250

3LeeµOSSF
G −g1J−XP250

3LeeµnOSSF
G −g1J−XP250

3Lµµ|eOSSF
G −0J0b −XP250

3Lµµ|enOSSF
G −0J0b −XP250

3LµµeOSSF
G −g1J−XP250

3LµµenOSSF
G −g1J−XP250

Table 5.13: List of the Gold 3 lepton regions (3L), counting the number of hadronic objects in
the S system (i.e. 1J), with the event system specific categorization (X ...). The Silver and Bronze
regions are similar, with the exception that the lepton and X categorizations are condensed so that
leptons are only flavor separated, and any pISR

T , γT or SV η categories are made to be inclusive.
Additionally, the b-jet regions are also made to be inclusive. For leptons, when there is a category
like Le±Xe∓|µ , it just means that there cannot be an OSSF pair in Pa, the muon is not limited to Pb
in this case, as long as the first part is satisfied. The presence of a γ denotes that this categorization
is applied and it counts as 2 regions, one for X γ↑ and one for X γ↓. The RISR-M⊥ binning used for
any given region can be found in Table 5.9, following the S system, NL−NJ, categorization.
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Bin Name Bin type N bkg Largest Bkg N Largest Bkg largest signal N signal

0L−0J1SV c
0b −X

P300
0b , RISR > 0.98 s 125.8 W + jets 95.3 T2bW-500-480 17.5

0L−0J1SV c
0b −X

P300
1b , RISR > 0.98 s 19.5 W + jets 8.0 T2bW-500-481 2.6

0L−0J1SV f
0b −X

P300
0b , RISR > 0.98 s 43.3 W + jets 31.7 T2bW-500-480 1.9

0L−0J1SV f
0b −X

P300
1b , RISR > 0.98 s 3.7 W + jets 1.4 T2tt-550-400 0.3

0L−0J1SV c
0b −X

P300
1b , RISR ≤ 0.98 s 663.0 tt̄ + jets 315.8 T2tt-550-425 13.6

0L−0Jg2SV
0b −XP300 , RISR > 0.98 s 10.3 W + jets 7.7 T2bW-500-480 1.5

0L−0J1SV c
0b −X

P300
0b , RISR ≤ 0.98 c 2880.5 W + jets 2557.9 T2tt-550-450 24.4

0L−0J1SV f
0b −X

P300
0b , RISR ≤ 0.98 c 1263.3 W + jets 1164.9 T2bW-500-480 2.8

0L−0J1SV f
0b −X

P300
1b , RISR ≤ 0.98 c 213.8 W + jets 104.6 T2tt-550-325 2.8

0L−0Jg2SV
0b −XP300 , RISR ≤ 0.98 c 303.5 W + jets 237.6 T2bW-500-480 4.2

Table 5.14: Table detailing the number of events in the background and largest signal model.
For the defined SV signal (s) and control (c) bins in 0 lepton final states, the numbers of total
background events with the largest source of these background events is given. The number of
signal events is shown for the signal mass model listed. The statistical errors on the background
range from sub-percent for the largest count, and up to 7% for the smallest. The statistical errors
on the signals range from 6% for the largest counts, and up to 58% for the smallest.

cover, it was simple to separate out bins that could be considered control bins for every stop signal

considered. To be considered a SV control bin, it was required that in a given region, a lower RISR

bin was required, and additionally the fraction of signal to background had to be less than 1.5%.

These lower RISR bins were not separated by M⊥. The signal bins were then those that were present

when the RISR cut was reversed. Figure 5.7 gives two distributions of SV bins which give the total

background and the stop signal that has the largest contribution for these control and signal bins.

The ratio plot in these figures shows that, for the control bins, there is little signal contamination.

The information in the figure is also given numerically in Tables 5.14 and 5.15, with the highest

background and signal named. The control bins defined here were made to test the SF method

for the SVs that will be described in Section 6.2. It will be noticed that some of these bins have

a further categorization not present in the SV regions given by Tables 5.10 and 5.11. This extra

category corresponds to the ISR b-jet counting categorization. This was added in order to increase

the number of bins used for this test, along with adjusting the phase space so that some bins would

have a more dominant background other than W + jets, for which the b-jet counting increases the

fraction of tt̄ + jets.
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Figure 5.7: Distributions of the number of events in a set of regions that are related to the SV
selection in the 0 and 1 lepton categories. These are separated into signal regions (top) and control
regions (bottom). The histograms give the total MC background, and the largest of a mix of T2tt
and T2bW signals with mass splittings ranging from 10 to 225 GeV for stop masses between 500
and 600 GeV. The ratio plots give the percentage of signal with respect to the background, with a
line drawn at the 1.5% mark.
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Bin Name Bin type N bkg Largest Bkg N Largest Bkg largest signal N signal

1LG −0J0SV
0b −X

P300
0b , RISR > 0.95 s 10375.5 W + jets 9922.5 T2tt-500-480 105.2

1LG −0J0SV
0b −X

P300
1b , RISR > 0.95 s 1058.0 W + jets 782.0 T2tt-500-480 13.2

1LG −0Jg1SV c
0b −X

P300
0b , RISR > 0.95 s 221.8 W + jets 204.1 T2bW-500-480 25.3

1LG −0Jg1SV f
0b −X

P300
0b , RISR > 0.95 s 90.3 W + jets 84.5 T2bW-500-480 3.6

1LG −0Jg1SV c
0b −X

P300
1b , RISR > 0.95 s 33.4 W + jets 17.9 T2bW-500-480 3.3

1LG −0Jg1SV c
0b −X

P300
1b , RISR ≤ 0.95 s 444.0 tt̄ + jets 213.2 T2tt-518-350 9.0

1LG −0Jg1SV f
0b −X

P300
1b , RISR > 0.95 s 8.9 W + jets 5.6 T2tt-550-400 0.6

1LG −1J0SV −X
P300
0b , RISR > 0.7 s 44312.4 W + jets 40055.1 T2tt-550-450 477.3

1LG −1J0SV −X
P300
1b , RISR > 0.7 s 9306.4 tt̄ + jets 4544.7 T2tt-550-325 402.9

1LG −1Jg1SV c −XP300 , RISR > 0.7 s 1230.6 W + jets 856.4 T2tt-550-450 84.0

1LG −1Jg1SV f −XP300 , RISR > 0.7 s 471.7 tt̄ + jets 363.8 T2tt-550-450 8.9

1LG −0J0SV
0b −X

P300
0b , RISR ≤ 0.95 c 76567.2 W + jets 73312.2 T2tt-550-450 69.5

1LG −0J0SV
0b −X

P300
1b , RISR ≤ 0.95 c 9819.0 W + jets 6335.6 T2tt-550-325 89.5

1LG −0Jg1SV c
0b −X

P300
0b , RISR ≤ 0.95 c 1885.6 W + jets 1687.4 T2tt-550-450 14.1

1LG −0Jg1SV f
0b −X

P300
0b , RISR ≤ 0.95 c 875.4 W + jets 813.2 T2tt-500-420 1.2

1LG −0Jg1SV f
0b −X

P300
1b , RISR ≤ 0.95 c 144.6 W + jets 69.1 T2tt-558-375 1.5

1LG −1J0SV −X
P300
0b , RISR ≤ 0.7 c 80194.4 W + jets 69347.3 T2tt-550-325 107.7

1LG −1J0SV −X
P300
1b , RISR ≤ 0.7 c 25146.5 tt̄ + jets 15215.6 T2tt-550-325 326.3

1LG −1Jg1SV c −XP300 , RISR ≤ 0.7 c 2316.7 W + jets 1417.1 T2tt-550-325 14.6

1LG −1Jg1SV f −XP300 , RISR ≤ 0.7 c 893.5 W + jets 598.5 T2tt-550-325 5.5

Table 5.15: Table detailing the number of events in the background and largest signal model.
For the defined SV signal (s) and control (c) bins in 1 lepton final states, the numbers of total
background events with the largest source of these background events is given. The number of
signal events is shown for the signal mass model listed. The statistical errors on the background
range from sub-percent for the largest count, and up to 7% for the smallest. The statistical errors
on the signals range from 5% for the largest counts, and up to 58% for the smallest.
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Chapter 6

Results

After all of the regions were defined, the sensitivity studies were prepared. Expected sensitivities

were determined for grids of mass points corresponding to the T2tt, T2bW, and T2cc signals, for

stop masses ranging from 400 up to 1500 GeV for mass splittings ranging from 10 to 200 GeV.

Before presenting these results, the fitting method is described, along with the systematics that

were added as nuisance parameters to the fit. After that, the sensitivity results and interpretations

are given.

6.1 Fitting method

The fitting process made use of the Higgs Combine Tool (combine), which provides a command

line interface to various statistical techniques that are present inside the RooFit/RooStats pack-

ages [69]. For this analysis, a maximum likelihood fit was done following a modified frequentist

approach and the asymptotic method [71] was used for calculating the limits.

As input for the fit, datacards are prepared for each signal mass point, for which the datacards,

essentially, are the instructions for how the fit should proceed. It details the observables, which

correspond to the number of bins in the analysis, each containing the number of weighted events

found in the backgrounds, and signals. It then sets the systematic uncertainties and describes how

they scale for each observable, and how they should interact between all of the bins.

To prepare the datacard, the 1D histograms of all of the regions, separated into processes and

their systematic variations are supplied to a program called BuildFit, which creates the datacard

for a set of regions and processes based on a set of command line parameters. This datacard is
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then converted into a RooFit workspace, which is just the datacard and histograms converted into

RooFit objects and function, and which is what is used as input into Higgs combine.

Simultaneous fits of all of the regions were then performed, floating all of the backgrounds

except for single top, tt̄ +V and tri-boson processes, which were instead given a 20% systematic,

for all of the relevant stop signal mass grids. By floating the main backgrounds in all the bins, the

bins that were treated as controls for a particular mass point and region were able to constrain the

background in the regions where signal was expected. These control and signal bins would change

depending on the signal model and mass point.

6.2 Systematics

There were a number of systematic uncertainties that needed to be accounted for: those related to

object selection, corrections, and uncertainty in measurements. This section details these uncer-

tainties, and how they are accounted for in the fit.

6.2.1 Lepton corrections and fake estimation

For the leptons, scale factors were derived based on the data to MC efficiencies measured when

making selections on the lepton ID, promptness and isolation, as it is used in the analysis. For

both electrons and muons, the Tag-and Probe method [92] (described in more detail below) was

used to calculate the data to MC efficiencies. This was done separately for each type of lepton

selection. So for the lepton IDs, two ID scale factors were produced, one for bronze, the other for

silver and gold. Then one isolation scale factor, and one prompt scale factor were calulated for

the remaining selections. The specific combination of scale factors that needed to be applied for a

lepton depended on whether it was categorized as gold, silver, or bronze.

The Tag and Probe method is a tool that is used to measure an object efficiency by making

use of known resonances that decay into two objects, for which one leg of the resonance is made

to pass a tight identification (tag), while the other passes a looser identification (probe), in this
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case the IDs, promptness, and isolation used by the analysis would be the probe. Line shapes are

then fitted for the cases where the probe passes, and where the probe fails. The efficiency is then

calculated by fitting the line shapes of the resonance in the pass and fail groups, and looking at

the ratio of the passing probes with the sum of the passing and failing probes. This efficiency is

measured in bins of pT and η and is what was used as the scale factor, where the uncertainty in the

scale factor was used as a systematic error.

For the electrons, the di-lepton resonance used is the Z resonance from the Drell-Yan process.

The scale factors were binned in 6 pT and 3 |η | categories:

• 5 ≤ pT < 10 GeV

• 10 ≤ pT < 20 GeV

• 20 ≤ pT < 30 GeV

• 30 ≤ pT < 40 GeV

• 40 ≤ pT < 60 GeV

• 60 ≤ pT < 100 GeV

• 0 ≤ |η |< 0.8

• 0.8 ≤ |η |< 1.479

• |η | ≤ 1.479

An example of the electron 2017 scale factors is given in Figure 6.1.

For the muons, two resonance peaks were used to calculate the scale factors, Z and J/ψ . The Z

peak was used for the ID, promptness, and isolation efficiencies for 20 ≤ pT < 100 GeV, and then

to extrapolate efficiencies down to 3 ≤ pT < 20 GeV for low pT promptness and isolation scale

factors. The J/ψ resonance was then used to calculate ID scale factors for 3≤ pT < 20 GeV. These

separate scale factors were then combined, depending on the pT to get the overall scale factors for
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Figure 6.1: Scale factors obtained from the electron tag-and-probe binned in |η | and pT for 2017
data. The four efficiencies shown are: very loose ID (top left), tight ID (top right), Isolation
(bottom left) and Promptness (bottom right).
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Figure 6.2: The 2017 data/MC scale factors for muons in all three lepton tiers: Gold (top left),
Silver (top right), and Bronze (bottom).

the gold, silver, and bronze tiers. Figure 6.2 then gives the gold, silver, and bronze muon 2017

scale factors, binned in pT and |η |.

6.2.1.1 Lepton fake estimation

The goal of the fake estimation was to account for the rate and systematic shape differences be-

tween data and MC for sources of fake leptons. For this method, the fake sources are separated

out into heavy and light flavors, through the use of the silver and bronze categorizations, where

silver has more heavy flavor, and bronze has more light. This can be seen in Figure 6.3, where the

fractional flavor contributions are given for bronze and silver muons.
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Figure 6.3: The muon fractional flavor contributions for the bronze (left) and silver (right) catego-
rizations.

To account for systematic differences, the lepton fakes were modeled in each bin following

Equation 6.1, which then becomes a nuisance parameter in the fit. In this equation, each of the

terms for sources (s), categories (c), and process (p) are:

• SF : scale factors for the heavy, light and unmatched flavor sources, connected between

processes and categories, and constrained by the silver and bronze categories

• wcps: fractional weights related to the normalization of the processes, categories, and sources

• nMC
cps : Central values, connected to the floating normalization of each process, and based on

MC predictions

• f̂ ( #�α B,
#�

α S,
#�

α G): Shape morphing based on lepton pT , promptness and isolation variations.

npred = SFs ×wcps ×nMC
cps × f̂ ( #�α B,

#�

α S,
#�

α G) (6.1)

Figure 6.4 gives an example of the shape correlations between different b-jet categorizations

for heavy flavor fake contributions.
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Figure 6.4: Distributions of the shape correlations for 1L−3J categories with varying numbers of
b-jets. These are looking at the heavy flavor fake contributions from tt̄ + jets (left) and W + jets
(right) for electrons (top) and muons (bottom)

6.2.2 JetMET corrections

Jet energy scale (JES) and energy resolution (JER) corrections were applied to jets, and propagated

to �pT for the MC samples. For the JES, a scale factor is applied to the jet energy, and propagated

to the related objects. For the JER, the jet pT is smeared with a JER factor that matches the jet

resolution in data. The uncertainties on these corrections are treated as systematics in the fit. For

the JES uncertainty, the jet energy is scaled up and down by the uncertainty in the JES scale factor.

For the JER uncertainty, additional smearing is applied to the jet pT , corresponding to an up and

down variation.

Corrections are also applied based on the �pT trigger scale factors, with an associated systematic

uncertainty. The scale factor was calculated from the ratio of data to MC in the trigger turn on from

Figure 5.3. The systematic uncertainty from this scale factor was then determined by Equation 6.2,

where a 2nd order polynomial is multiplied by the ratio of a Gaussian CDF fit in data and MC,
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where the a, b, and c parameters float in the fit, and are sensitive to the maximum/minimum scale

factor, to where the efficiency plateaus, and to the scale factor in the plateau region, respectively.

σSF =
(

a(x−b)2 + c
)(Data Fit

MC Fit

)
(6.2)

6.2.3 B-tagging corrections

For the b-jet tagging, corrections are made to MC based on the true hadron flavor of a b-tagged jet,

in conjunction with centrally measured data to MC scale factors, and analysis specific b-tagging

efficiencies for the simulated processes.

An event weight was applied, and calculated following Equation 6.3, where SFi is the data to

MC scale factor as a function of jet flavor, and εi is the MC efficiency as a function of jet flavor.

w =

∏
i=tagged

εi ∏
j=nottagged

(
1− ε j

)
∏

i=tagged
SFiεi ∏

j=nottagged

(
1−SFjε j

) (6.3)

The systematic uncertainties in the event weight were separated into heavy and light flavor

nuisance parameters, where the up and down variations are determined by centrally varied data to

MC scale factors. The size of the corrections can range from 2− 8%, depending on the pT and

flavor of the jet.

6.2.3.1 SV soft b-tagging

For the tagged SVs, scale factors are to be measured directly in the fit using a data driven method,

following the method described in Section 4.6.1. These data driven scale factors are to be checked

in the fit through the use of the SV control regions previously shown in Figure 5.7 and Tables 5.14

and 5.15, so that the data could remain blinded in the signal regions. For each of the control bins,

there were two associated regions, one with an SV selection and one without. The sum of these

two bins then gave the inclusive bin. Then, with an SV category bin and an inclusive category bin,

Equation 4.1 would then be used in the fit to get a correction for that bin. After performing the
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(a) 1Lµ

G −0Jg1SV c −XP300
0b

CMS Work in progress

(b) 1Lµ

G −1Jg1SV c −XP300

Figure 6.5: Post-fit distribution of the background only fit of the 1Lµ

G −0Jg1SV c −XP300
0b and 1Lµ

G −
1Jg1SV c −XP300 SV control regions, compared to real data, for 2017 samples.

fit with this correction factor, the background only fit would be compared to the data such as in

Figure 6.5. In the full fit this scale factor would be calculated for every bin with an SV category,

with the value being constrained by control bins.

6.2.4 Other systematics

Other systematics and corrections that were necessary to account for in the analysis are:

• Luminosity uncertainty

• Applying pileup re-weighting and systematic uncertainty

• PDF and Q2, factorization, renormalization corrections and uncertainty

• Corrections for EE Noise in data

• Corrections for ECAL prefire in data

• Corrections for HEM-related effects in data, related to HEM-issue described in the last para-

graph of Section 2.2.3

• ISR systematics in signal samples
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• Kinematic corrections including m`` spin corrections and W/Z boson off-shell branching

ratio corrections

• FULL to FAST Sim corrections to the stop signals, which account for differences between

simulations. These corrections are calculated for each object used in the analysis: leptons,

jets, b-jets, and SVs.

6.2.5 Fit closure tests

After the systematics were defined, tests on the fits were performed to ensure closure, and to

see which systematics were dominating. The closure tests involved separately varying all of the

nuisance parameters in the fit to get the pull and impact of each of them. These tests were done

for a couple of toy Asimov datasets [71], one assuming a background only (b-only) fit and the

other with signal injected (s+b). Figure 6.6 gives the results of some closure tests for a selection

of nuisance parameters using the SV control regions. The ideal expectation for these plots, is that

the pull is centered on 0, with ±1σ uncertainty bands, such as what is seen for the lumi_2017

nuisance parameter. Smaller or larger uncertainty bands would indicate the parameters being more

or less constrained, respectively. The BTAGSF nuisance would be an example of a parameter being

more constrained by the fit, due to the number of regions and bins that require b-tagged jets. For

the impacts, the ideal is that the nuisance parameters do not show lopsided impacts, and if they do

it should be well understood. From impact plots shown, there is nothing overly concerning with

any of the nuisance parameters shown.
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Figure 6.6: Impact and pulls for the nuisance parameters of the SV control region fit, using a b-
only (top) and s+b (bottom) fit. The scale parameters that show a 1.0 are the normalizations for the
dominant processes that are allowed to float freely. Due to this, the fitting was unable to gauge the
pull for those parameters, as the normalizations are not allowed to go into negative values.
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6.3 Results and Interpretations

Fits were performed for T2tt, T2bW, T2-4bd, and T2cc signal models for stop masses ranging from

400 to 1500 GeV and mass splittings between 10 and 200 GeV. Expected yields for some of the

regions are illustrated in Figure 6.7 for the background, divided into their M⊥ and RISR bins. These

expected yields are consistent with a background only hypothesis, and no issues were detected.

Additionally, the event yields from the simulated MC for most of the regions are shown in Figures

6.8, 6.9, 6.10, and 6.11 for the background and some select T2tt and T2bW signals. These figures

give a compact view of the event yields for all of the regions, where the first set of bins correspond

to the events in the inclusive final states, i.e. number of leptons and jets. The following bins then

start subdividing these final states into some of their lepton and SV categorizations, and then the

last bins subdividing these into their event categorizations.

The expected results are interpreted for stop quark pair production in the previously mentioned

models, where the LSP is assumed to be the lightest neutralino. Expected limits are set using a

modified frequentist approach using CLS criterion, and an asymptotic method [71].

The 95% confidence level (CL) expected upper limits on the cross section for the T2tt process

are given in Figure 6.12. Equivalent limits are given for the T2bW, and T2cc processes in Figures

6.13, and 6.14, respectively.

Looking at the smallest mass splittings (∆mt̃ χ̃0
1
) of 10 and 20 GeV, the expected exclusions are

as follows:

• ∆mt̃ χ̃0
1
= 10 GeV: For the T2tt process, exclusions are expected for stop masses up to 625

GeV. For the T2bW process, exclusions are expected for stop masses up to 675 GeV. Lastly,

for the T2cc process, exclusions are expected for stop masses up to 675 GeV.

• ∆mt̃ χ̃0
1
= 20 GeV: For the T2tt process, exclusions are expected for stop masses up to 700

GeV. For the T2bW process, exclusions are expected for stop masses up to 725 GeV. Lastly,

for the T2cc process, exclusions are expected for stop masses up to 725 GeV.

Additionally, for the two mass points available for the T2-4bd model, exclusions are expected
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Figure 6.7: Post-fit background yields for some 0L, 1L and 2L final states. The 0L and 1L plots
correspond to an SV selection, 1L− 0J1SV

0b (top) and 1L− 0Jg1SV
b (middle), while the 2L corre-

sponds to a 1 jet, 1 b-jet selection, 2L−1JSV
1b (bottom). The data correspond to an Asimov dataset,

since the real data are currently blinded.
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Figure 6.8: Simulated event yields for the background and some select T2tt and T2bW signals in
the 0 lepton final states. The bins detail how the yields change with further categorization, starting
with the overall final state on the left, and adding on the lepton and SV categorizations, and the
event categorizations as one moves to the bins on the right.
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Figure 6.9: Simulated event yields for the background and some select T2tt and T2bW signals in
the 1 lepton final states. The bins detail how the yields change with further categorization, starting
with the overall final state on the left, and adding on the lepton and SV categorizations, and the
event categorizations as one moves to the bins on the right. Some of the regions have a slightly
different nomenclature, as the regions are a condensed form of the final regions. For example k+
refers to a combination of the highest pISR

T and γT categorizations.
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Figure 6.10: Simulated event yields for the background and some select T2tt and T2bW signals in
the 2 lepton final states. The bins detail how the yields change with further categorization, starting
with the overall final state on the left, and adding on the lepton and SV categorizations, and the
event categorizations as one moves to the bins on the right. Some of the regions have a slightly
different nomenclature, as the regions are a condensed form of the final regions. For example the
presence of a Z∗ denotes a Z candidate region, where there are 2 leptons in the same hemisphere,
and k+ refers to a combination of the highest pISR

T and γT categorizations.
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Figure 6.11: Simulated event yields for the background and some select T2tt and T2bW signals in
the 3 lepton final states. The bins detail how the yields change with further categorization, starting
with the overall final state on the left, and adding on the lepton and SV categorizations, and the
event categorizations as one moves to the bins on the right. Some of the regions have a slightly
different nomenclature, as the regions are a condensed form of the final regions. For example the
presence of a Z∗ denotes a Z candidate region, where there are 2 leptons in the same hemisphere,
and k+ refers to a combination of the highest pISR

T and γT categorizations.
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Figure 6.12: T2tt expected limits. The top plot shows expected limits for the stop mass against the
LSP. The bottom plot shows expected limits for the stop mass against the mass difference between
the stop and LSP, and is focused on the smallest mass splittings, below the W-corridor.
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Figure 6.13: T2bW expected limits. The top plot shows expected limits for the stop mass against
the LSP. The bottom plot shows expected limits for the stop mass against the mass difference
between the stop and LSP, and is focused on the smallest mass splittings, below the W-corridor.
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Figure 6.14: T2cc expected limits. The top plot shows expected limits for the stop mass against the
LSP. The bottom plot shows expected limits for the stop mass against the mass difference between
the stop and LSP, and is focused on the smallest mass splittings, below the W-corridor.
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for a stop mass of 500 GeV with LSP masses of 420 and 490, with 95% CL upper limits of

0.18+0.07
−0.05 and 0.40+0.16

−0.11 pb, respectively.
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Chapter 7

Summary

In this dissertation, a search was performed for supersymmetric top quarks in multiple different

final states, ranging from fully hadronic, to 3 or more leptons, with varying multiplicities of jets,

b-tagged jets, and soft b-tagged secondary vertices. The search uses a sample of proton-proton col-

lision data at
√

s = 13 TeV, corresponding to a luminosity of 137 fb−1. The data were collected by

the CMS experiment at the LHC from 2016-2018. The focus of the search was compressed mass

splittings between the stop and lightest supersymmetric particle, the neutralino. These splittings

could range from 10 GeV up to slightly above the top corridor at 200 GeV. The compressed sce-

narios are accessed in the high energy events produced by 13 TeV collisions through the use of ISR

recoil, wherein one or more jets are used to provide a kinematic ’kick’ to the missing transverse

momentum, to support the high mass of the invisible LSP, leaving the remaining energy in the event

to the other visible reconstructed objects, ensuring that they have relatively low energy. The events

are analyzed following a generic decay tree through the use of Recursive Jigsaw Reconstruction,

which assigns reconstructed objects to different branches of said decay tree, corresponding to an

ISR system and sparticle system, further divided into a visible and invisible system for the spar-

ticle side. The object assignment is then used to create mass sensitive observables related to the

approximated rest frames of the different decay tree systems.

As this search made use of b-tagging, where low energies are expected, a main component

of the dissertation was the creation of a Deep Neural Network based soft b quark tagger, as the

available jet b-tagging was not suited to the lower energies expected for the more compressed

mass scenarios. This soft b-tagger made use of secondary vertices, and as their name implies,

are an important part of any b-tagging due to there being a vertex displaced from the interaction
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point, denoting particle lifetime. While a version of soft b-tagging was used in previous SUSY

analyses by CMS, it only applied a set of flat cuts to select secondary vertex variables, and it was

believed that this could be improved upon by using a DNN to increase the performance at very

low transverse momentum on the order of a couple GeV. The most important part of improving

performance at low pT was including 2 track vertices, which are a large population of the SVs

below 4 GeV. A driving factor in using a DNN to tag secondary vertices is the existence of a

machine learning framework called the DeepJet framework, which is used by the CMS experiment

to create the current jet b-tagging discriminators used by many CMS analyses. With the way

the framework was built, it was able to be adapted to run on secondary vertices only, instead of

jets, while keeping all of the necessary machinery intact such that it could make use of the same

DNN algorithm used by one of the jet b-taggers, called the DeepCSV tagger. Multiple different

trainings were performed over a set of simulated secondary vertices, focusing on the variables

used, rather than the DNN algorithm. Nine different trainings were done, with inputs ranging

from the same four variables used by the previous soft b-tagger, to the nine variables generally

associated to secondary vertices. The final version of the discriminator made use of 8 secondary

vertex variables, and was able to improve the b-tagging efficiency by up to 50% at low pT over that

of the previous soft b-tagger. Over the pT range of the secondary vertices, from 2 to 20 GeV, the

light flavor misidentification rate was maintained below 40%. This was compared to the previous

soft b-tagging, which had a light misidentification rate above 40% for the pT range from 8 to 20

GeV, while having a comparable b-efficiency to the DNN based tagger. At a pT of about 5 GeV, the

misidentification rate between the two taggers intersect, where the older b-tagger then has a lower

misidentification rate, but the trade off is that its b-efficiency takes a proportional dive, falling by

about 50% moving from a pT of 5 down to 2 GeV. In this same pT range, the DNN based tagger’s

b-efficiency only falls by 15%.

The soft b-tagging was included in the analysis through object counting for the different re-

gions. For certain low object multiplicity regions, in the 0 or 1 lepton, and 0 or 1 jet final states,

there was a requirement of either 1, ≥ 1, or ≥ 2 secondary vertices which pass the soft b-tagging
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selection. Due to the low pT of the selected secondary vertices, these regions were geared to-

wards very compressed signals, with mass splittings below the W corridor. The low multiplicity

secondary vertex regions were used in conjunction with many other regions, with both high and

low multiplicities of reconstructed objects to set limits on the pair production of supersymmetric

top quarks. Expected limits were given for three different stop production modes in the simplified

framework, labeled T2bW, T2tt, and T2cc. Stop masses ranged from 400 to 1500 with mass split-

tings ranging from 10 to 200 GeV. Expected exclusions were found for ∆mt̃ χ̃0
1
= 10 GeV, for stop

masses of up to 675 GeV in the T2bW model, 625 in the T2tt model, and 675 in the T2cc model.

Apart from the analysis, an independent project was also done related to finding a way to mea-

sure the CMS beam spot without making use of tracking reconstruction. Multiple fitting methods

were tried to find the beam spot. Ultimately a method was made using a maximum likelihood

fit which has an inverse power law function convolved with a Gaussian term. This method made

use of a simple set of variables, corresponding to the cluster occupancy of the ROCs of the pixel

detector, focusing on layer 1, and the global position of those ROCs. The method, when tested on

simulated MC samples with a design detector, gave results that were accurate to within 1 mm of

the true beam spot. Future work on this project would involve improving the fit so that it can run

on real data, and making use of more than just the ROCs of the inner ladders of layer 1 as inputs

to the fit.

For continuing work related to the soft b-tagging, there are a couple of proposals. The first is

making the DNN based tagger centrally available through the B-tag and Vertexing (BTV) object

group in CMS. This would involve making and testing a module that can be used by CMS Software

to produce the discriminator in centrally produced data samples. In addition it would be necessary

to create a method and framework for the calculation of scale factors and the validation of the

tagger in data and MC samples. This would then lead to ongoing work for maintenance of the

tagger, with the need for validation and scale factor calculations for every major data processing

campaign. The second proposal, which is potentially tied closely with the first, is the improvement

of the tagger itself. There are two immediate things that come to mind when considering improving
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the tagger, and those are optimizing the machine learning algorithm so that it is better tailored to

using secondary vertices as inputs, rather than using a basic algorithm, and then adding in track

related variables as inputs into the training, along with any other useful low-level information that

may be pertinent to a secondary vertex. There is a lot of promise for continued work on a machine

learning based soft b-tagger.

On the stop search, there are a couple of improvements that can be made, in conjunction with

any improvements made to the soft b-tagger. The first, and possibly most obvious improvement

is the use of more data, when the Run III data taking period begins. On the improvements to the

detectors, those of note are the maintenance on the pixel detector, which involves replacing layer

1, and the DCDC converters, which should produce marked tracking improvements after its dete-

riorated running by the end of the 2018 data taking period, and the installation of the new readout

system for HCAL, which, along with its other upgrades, should improve the energy resolution and

data readout for Run III. For the analysis proper, improvements can be made at multiple stages.

For the Recursive Jigsaw Reconstruction step, one definite improvement that could be done is tak-

ing advantage of counting objects in the different sparticle hemispheres. In this version of the

analysis, there was little consideration for whether the leptons, jets, and SVs were assigned to the

same or opposite sides of the sparticle system. Also, studies could be done in order to find better

mass sensitive variables to bin events in. Additionally, with RJR’s ability to target generic decay

scenarios, it is possible to look at more complicated SUSY models which have a greater amount

of particle content and multiple decay modes in the same model, as RJR is able to account for

these by just including the final states corresponding to all the decay modes present for any given

sparticle production. The last thing that could be improved upon is the actual limit setting. With

the way the analysis was set up, the number of bins was starting to push against the upper limit of

what the limit setting software was capable of. The software would either need to be upgraded, or

remade such that it can handle more bins efficiently than what was possible in this analysis.
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Appendix A

A Tracking Independent Measurement of the CMS Beam Spot

The beam spot of the CMS experiment is the luminous region produced by the collision of the

two counter-rotating proton beams. A precise measurement of the beam spot is necessary for the

reference point it provides in the calculation of many physics observables. To give more concrete

examples, a precise measurement of the beam spot location is needed as an estimate of the pri-

mary interaction point for the High Level Trigger, and physics object reconstruction, to improve

the momentum resolution of tracks from the primary vertex, determining track impact parameter

resolution, checking the global alignment of the tracking detector, and for real time monitoring

of the radiation dose to the tracker detector in addition to providing feed-back to the accelerator

operators [99].

The official beam spot measurement is done using the d0-φ algorithm [99], which makes use

of reconstructed tracks in a maximum likelihood fit to determine the location. Due to its need for

tracks, there is some computational overhead from the track reconstruction that limits the speed at

which the beam spot location can be determined, especially when it needs to be done online during

data taking. This led to the question of whether it is possible to measure the location without

having to perform track reconstruction, a tracking independent measurement.

Over the course of this study multiple different fitting methods were used to try to calculate

the beam spot displacement. Starting with the assumption that hit density should scale as 1/r2,

the occupancy of layer 1 of the pixel detector was measured and fits using various equations and

methods were performed in order to measure beam spot displacement. These fit methods started

with a simple sine function and through multiple iterations, arrived at a final method corresponding

to a maximum likelihood fit of a power function.
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A.1 Production of MC

In order to perform studies on the beam spot location without tracking information, it was impor-

tant to have enough simulated Monte Carlo with a wide array of beam spots to test over, as one

concern with using tracking independent methods was the sensitivity it would have to a minimally

displaced beam spot. Following this a wide range of MC samples were produced, with different

beam spot locations, and different conditions ranging from the simplest simulations based on a

perfect detector (called design MC) with no variation in the z position of the interaction point, to

more realistic conditions which contain pileup.

Apart from the centrally produced MC, amounting to a couple of design MC samples with

a (0,0,0) displaced beam spot and a slightly shifted one, many more samples were produced

allowing for different degrees of beam spot displacement, and spread of interaction points. In the

descriptions of the beam spots (x,y,z) refers to the x, y, and z positions in CMS coordinates, and

units of centimeters. The simulations were all produced using a ’RelVal TTbar’ tagged data card,

with the number of events ranging from 10,000 to 125,000. A full list of the produced design

MC samples can be found in Table A.1. There were in addition a couple of centrally produced

samples that used realistic conditions with a beam spot of (0.01,0.04) cm. These were used in the

beginning to see what the modules looked like, but most of the study focuses on design MC, as

many of the fitting methods used were exploratory in nature, and the realistic MC introduced too

many complications in determining whether a fitting method was working.

Before making the decision to use design MC in the fitting process, the first studies were done

using real data from express and rereco datasets, collected during the end of the 2018 run period.

The data is from run 324970 in the Express dataset and 325169 in the Rereco dataset. The main

reason for using real data instead of MC was due to its ready availability in the needed format.

After going through a couple different fitting methods, it was decided that it would be better to

simplify the data being used by moving to MC, which removes a lot of the variation that could

be seen in data. The main sources of variability in these cases are the bad modules, pileup, and

potential shifts of the beam spot during the data taking. By moving to MC, it was possible to make
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Beam Spot (cm) z-smearing pileup N Events
(0,0,0) None None 125,000
(0,0,10) None None 100,000
(0,0,−10) None None 100,000

(0.03,0.06,0) None None 100,000
(−0.08,0,02,0) None None 100,000
(0.1,−0.08,0) None None 100,000
(0.1,−0.08,10) None None 100,000
(0.1,−0.08,−10) None None 100,000
(−0.1,0.2,0) None None 100,000
(0.2,0.19,0) None None 100,000

(−0.3,−0.32,0) None None 100,000
(0,0,0) 4 cm None 225,000

(0.01,0.04,0) 4 cm None 110,000
(0.1,−0.08,0) 4 cm None 110,000

(0.1,−0.08,−10) 4 cm None 100,000
(−0.1,0.08,0) 4 cm None 100,000
(0.1,0.08,0) 4 cm None 100,000
(0.2,−0.19,0) 4 cm None 100,000
(0.3,−0.32,0) 4 cm None 100,000
(0.5,−0.48,0) 4 cm None 100,000
(1.0,−0.95,0) 4 cm None 100,000
(0.2,−0.19,0) None 2018 PU 100,000
(0.3,−0.32,0) None 2018 PU 100,000
(0.5,−0.48,0) None 2018 PU 100,000
(1.0,−0.95,0) None 2018 PU 100,000

Table A.1: A list of the Design MC samples produced with varying beam spot parameters. The first
column details the beam spot position in (x,y,z), the second column whether there is a z-smearing
of the interaction point, the third whether pileup was simulated, and lastly the approximate number
of events in the sample.
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sure that all modules would perform in their ideal case, all interactions would occur at the same z

position, and the beam spot would remain constant. This allows for focusing on the fitting method,

rather than trying to account for variations before even having a reliable way to calculate the beam

spot.

A.2 Nomenclature for the pixel detector

Before continuing on the subject of determining a fit method for measuring the beam spot, it

is important to clarify the nomenclature that will be used later on. Some of the terms used are

specific to this study, and are not necessarily used by others in the CMS experiment.

The Bpix detector is made up of layers of modules. Each module is made of 16 ROCs, with

8 ROCs on each side. Each layer of Bpix consists of a number of ladders, made up of a line of

modules in the z-direction. The ladders are staggered in order to have full coverage over φ .

Layer 1, which is the focus of the study, consists of 12 ladders, each containing 8 modules. The

12 ladders are staggered at 3 different radii, with the innermost ladders falling at an average radius

of 2.77 cm, called the inner ladders. The set of ladders at the next radius are referred to as the outer

ladders, for a total of 4 outer ladders, ignoring the last two which are set at a further out radius.

With the arrangement of the ladders for full coverage over φ , the modules in each of the ladders

of a given z slice align to form module rings, with 8 module rings for the 8 modules in a ladder.

Figure A.1 gives a caricature of the module rings following the z direction, along with a numerical

designation for each ring. For the latter part of this study, this is further separated into ROC rings,

where each set of ROCs in a given z slice form such a ring, for a total of 64 such rings. Also for the

purpose of this analysis, each ladder is separated further into a half-ladder, corresponding to a line

of ROCs in the z-direction. Figures A.2 and A.3 give examples of the ladders as they appear down

Figure A.1: A figure showing the module rings over z, and their naming convention
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Figure A.2: A plot of the ladders of Bpix layer 1 with cartoons detailing different parts. The black
lines are the ladders, showing the length of the modules. The green circle surrounds the inner
ladders of layer 1. The red bracket shown outlines a ROC which is half of a module, corresponding
to the half-ladders. The red arrow shows rxy which is the 2D radius in xy from the center of the
detector to the relevant layer.

CMS Work in progress
CMS Work in progress

Figure A.3: A plot of the ladders of Bpix layer 1, looking down the z-direction. The plot on the
left shows all 12 ladders, while the plot on the right shows just the inner ladders. Cutting each of
these bars in half would then give the half-ladders.
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Figure A.4: A figure showing the arrangement of ROCs in the occupancy, φ , z space of the inner
ladders of BPix layer 1. Highlighted in the boxes are examples of a ladder, half-ladder, module,
and ROC.

the z-axis, where the first figure labels some features of layer 1 and the second figure shows layer

1 in the Global x and y plane. These are the ladders of Bpix layer 1, where one can see the three

different radii the ladders sit at. The second plot shows just the inner ladders of layer 1, which have

been a focus of the study. Another helpful picture is given in Figure A.4, which attempts to label

the different features of the pixel detector in a top down view of the 3D space of occupancy, φ and

z. This figure highlights the arrangement of the ladders, half-ladders, modules, and ROCs as they

are spaced in CMS coordinates.

The positions for the occupancies, pixels, and ROCS are determined by the ’Global’ classifier,

which uses the center of the CMS detector as the origin. This means that the Global x, y, and

z positions are with respect to the (0,0,0) position of the CMS detector, otherwise called CMS

coordinates. There are two radii used in the following fits, the first is rxy which is the 2D radius

in x and y coordinates, shown in Figure A.2, calculated using the measured global positions. The

second radius is the 3D radius, rxyz, which is the vector sum of rxy and the z position.
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Figure A.5: A simple figure depicting a point source surrounded by a circle. In the left picture,
the circle is centered on the point source, with the flux lines equally distributed around the circle.
In the right plot, the point source is shifted from the center, showing the flux lines being more
concentrated towards the direction of displacement.

A.3 Determining a fit method

By removing tracking reconstruction, one is left with just the hits from the tracker system, with a

focus from the pixel detector due to its close proximity to the beam line. In order to measure the

location of the beam spot, one must first determine a possible relation between the hits from the

pixel detector and their distance from the beam line, the more obvious possible relation being the

flux of a point source spherically radiating outward. For such a point source, if a circle is drawn

around it, one can note the flux passing through such a circle. If the source is centered on the circle,

the flux will be uniformly distributed around it. Moving the point source closer to one edge of the

circle will see a larger concentration of flux over a smaller area, in the direction of the source’s

displacement. This is simply illustrated in Figure A.5. This idea can be directly applied to the

pixel detector (the circle) surrounding the particle collisions (the point source), and while this is a

very simplified image, since the full detector is a cylindrical shape, it is a good place to start.

Assuming the case of a radiating point source, the hit density from the pixels of the pixel

detector should scale by the inverse square of the distance from the interaction point. The next
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Figure A.6: A plot showing how changes in hit density scale for the radius of each layer of the
barrel pixel detector, for a beam spot of (0.01,0.04) cm. The layers have an average radius of 2.9,
6.8, 10.9, and 16.0 cm, respectively, for layers 1-4.

question to answer, then, is at which distance (radius) can this effect be seen before any small

changes in displacement are washed out by a much larger distance to the surrounding detector

layers.

A check was made, looking at the distribution of 1/(rxy − dbs)
2 versus φ for each pixel layer,

where rxy is the average cylindrical radius (only using x and y components, no z) of the layer and

dbs is the beam spot displacement in the x-y plane. This was done for a slightly displaced beam

spot of (0.01,0.04) cm. The expectation is that this distribution will create a distinct sinusoidal

shape over φ , as shown in Figure A.6. The question here, is to what degree a sinusoidal shape is

present for each layer. Each line shape in Figure A.6 corresponds to one of the four pixel layers,

and as can be seen, the beam displacement would best be seen in layer 1, with each successive

layer showing less sensitivity to the chosen displacement. From this it was decided to focus on

the first pixel layer, eventually only considering the inner ladders, which have a fairly consistent

radius at a smaller value than the other ladders of layer 1. While it would be possible to use the
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hit information of the ladders and pixel layers at larger radii, more importance was placed on the

inner most ladders in order to reduce the complexity of a measurement and to focus on the hits at

the smallest possible radii, for increased sensitivity to any beam spot displacement.

In the following sections, different fit methods used in an attempt to measure the beam spot

displacement will be described. This starts with the use of a basic sine function, fitting over

occupancy versus φ . Following the sine function, an elliptical expression was used, before moving

to a ratio of power functions. The final iteration of fits made use of a maximum likelihood scan,

where the base equation still assumed a power law, but all of the parameters were allowed to float,

removing the assumption that the occupancy scales as 1/r2
xyz, and allowing the fit to choose the

power. The first three methods only made use of rxy, ignoring the z position. The radius was then

changed to rxyz in the maximum likelihood fit to take advantage of the z position of the clusters.

A.3.1 Data preparation

Before performing any fitting, the data first had to be prepared and cleaned. Overall the data

selection and cleaning was a fairly simple process. First off, only the clusters that were located in

layer 1 of the barrel pixel detector were kept, all other clusters were not considered. This was done

by only selecting the detector IDs that correspond to the 1st pixel layer. The only other persistent

selection was that clusters could not be centered on edge pixels. For the case of this study, edge

pixels are defined as any pixel that is within 8 rows or columns of the edge of a ROC. Other cluster

requirements that were tried out, but eventually dropped were cuts on the size of the pixel cluster.

Initially it was required that the size of the clusters be small, first 1 pixel in size to try to only look

at clusters with normal incidence to the detector. This was later changed to ≥ 2 pixels in size, as

there were potential problems when looking at 1 pixel clusters. The final selection removes this

cut entirely due to it removing a large fraction of necessary clusters at central z position. Charge

cuts were not considered when looking at the occupancy, for the same considerations as the cluster

size. A charge cut is only considered when taking a look at total charge collected, instead of cluster

occupancy, detailed in Section A.4.

192



In addition to the selection of the clusters, there are some further requirements in order to re-

move under/over-performing pixels, ROCs, or modules. This particular selection is more particular

to the fitting method used, mainly in how the data is provided to the fitting. This selection will be

described in the sections corresponding to the fitting method used.

A.3.2 Sine fit

The first fitting method used was a simple sine function, given by Equation A.1, where φ is the

global φ of the detector. For displaced beam spots, a sinusoidal relation would be expected, while

a flat line would occur for beam spots centered at (0,0) relative to the pixel detector. The data used

as input were real data from the express physics dataset. The information used from this data were

the occupancy and φ location of the clusters, put into a binned histogram, with some examples

given in Figure A.7. The histograms were additionally scaled by the number of events processed,

which was later determined to be unnecessary, where the figures shown in this section reflect the

scaling that was performed. After removing edge pixels, the histogram had some artifacts on the

edges of the filled bins, where these bins correspond to the transition point between edge pixels and

more central pixels. As an extra cleaning, these particular bins were removed from consideration

in the fit. All of the fits done in this section used the MINUIT minimization program to perform

the fitting.

asin(bφ − c)+d (A.1)

Using Equation A.1, a fit is performed using a cleaned version of the right plot in Figure A.7.

The result of the fit is given in Figure A.8, and while it did converge, the χ2/nd f value did not

necessarily indicate a good fit. Visually, the fit equation looks to fit the data, but other factors

indicate some problems. The most glaring problem, that is addressed later, is the fact that the

results of the fits do not directly give a way to calculate a beam spot value. Too much focus was

put on trying to fit a sinusoidal function, and not enough on the end result of a beam spot value.
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Figure A.7: Two histograms showing the occupancy over phi for the inner ladders of Bpix layer 1.
The left plot shows the full ladders, while the right shows a set of half ladders from the left side
plotted as points to highlight the low bins. The bins on the edge of the half ladders have lower
values than the more central bins due to the edge pixel removal affecting the occupancy in those
bins.

The second problem is that the equation that resulted from the fit did not circumscribe a circle as

would be expected. Figure A.9 shows the fit equation plotted in polar coordinates, and due to the

lack of closure, indicates that the fit is not ideal. An ideal fit would give a closed circle, with the

location of the center of the circle being proportional to the beam spot displacement.

From the results of this fitting there were two major questions to answer. The first was how to

ensure that the fit will give an enclosed circle, rather than what is given in Figure A.9. The second

question is how to calculate the beam spot once a good fit is obtained. For the first question, the

answer that was arrived at is to force the circle to close by using the equation for a circle, or rather

an ellipse as the general form to try to account for any deformations in the shape of layer one

due to small inconsistencies in the radius of the module. This also partially answers the second

question in how to obtain the beam spot displacement in reasonable units of measure, where it is

fairly simple to write the equation of an ellipse in terms of Cartesian coordinates.
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Figure A.8: A histogram of the set of cleaned half ladders from Figure A.7, with a sine fit over-
layed. The box gives the fit results for the sine function, Equation A.1.

CMS Work in progress

Figure A.9: The fit equation from Figure A.8, plotted in polar coordinates. For an ideal fit, the
equation should circumscribe a circle, for which the center would be proportional in some way to
the beam spot displacement.
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A.3.3 Elliptical Fit

The next equation used in fitting was for an ellipse, which is the next logical step when moving

from a sinusoidal function. The main difference from a sine function is that the ellipse forces

closure over the angles from 0 to 2π , and in addition it is somewhat easier to work with Cartesian

coordinates, which is useful when trying to get the x and y components of the beam spot. For

this method, Equation A.2 is what is used for fitting. Instead of using the occupancy over φ as

in the previous fitting method, this one instead uses the occupancy in x and y coordinates. To do

this the occupancy is separated into sections of φ , much like the binning seen in Figure A.7. The

occupancy in each of these bins is then separated into an x and y component using the central

φ value of the bin as the direction, and the occupancy value in that bin as the magnitude. As in

the previous section, the occupancies were scaled by the number of events processed, where this

scaling was not removed until the fitting method described in the following section. All of the fits

done in this section used the MINUIT minimization program to perform the fitting.

((x− x0)cosa− (y− y0)sina)2

r2
a

+
((x− x0)cosa− (y− y0)sina)2

r2
b

(A.2)

Before working with the occupancy, the ellipse fitting method first needed to be tested on

something that would give definitive results, in an ideal case. For this check, instead of the binned

occupancy, and its x and y components, what was used was the x and y position, in CMS coordi-

nates, of each cluster measured in the data. This removed the need to worry about unit conversion,

and the results of the x0 and y0 parameters would be given in known units, corresponding to where

the center of layer 1 is with respect to CMS coordinates. In addition, for this case, there is no

need to worry about underperforming ROCs or modules, due to the fit not being dependent on the

occupancy. Figure A.10 gives some distributions of the x and y position of the clusters in layer 1,

with the ellipse fit overlayed. The two fits are done using module sections 4 and -4. The parameter

values, also seen in Figure A.10, give accurate values of the radius expected at layer one, which has

an average radius of approximately 2.77 cm. For the center value, a beam spot of (0.01,0.04) cm
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Figure A.10: Positions of the clusters in x-y coordinates, with ellipse fits overlayed. The top plot
shows the fit for module section 4, while the bottom plot shows the fit for module section -4. To
the right of each plot are the fitted values for x0, y0, rx, and ry. Each of these fitted values closely
match their true values, corresponding to the BPix center in CMS coordinates, and the radii of the
inner ladders of BPix layer 1.

with respect to BPix center was expected for the 2018 run period, with a value in CMS coordinates

of roughly (0.096,−0.067) cm. This comes out to a BPix center of approximately (0.086,−0.107)

cm, give or take a couple 0.01 cm due to beam drift over time, which closely corresponds to what

was determined by the fit. So for this ideal case, fitting with Equation A.2 accurately describes the

center of an ellipse formed by the inner ladders of BPix layer 1. This leads to the whether this can

be applied to occupancy in the same way.

In order to perform the fits on the occupancy, it was necessary to determine how the data

should be treated when making the x-y distributions. Since the fitting was initially done on real
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Figure A.11: Occupancy of the inner ladders of layer 1 in x-y coordinates. This occupancy uses
data from the Express physics dataset.

data, it was important to separate out data, so that dependence on the poorly performing modules

is mitigated as much as possible. Figure A.11 shows the occupancy in x-y coordinates for all of

the inner ladders of layer 1 using the Express dataset. One thing that can be noticed from this

distribution is that the ellipse formed by the distribution is fairly lopsided, and not what one would

expect, considering the distribution of the x and y position of the ladders as seen in Figure A.3.

The positions of the ladders in each of these distributions should be roughly proportional to each

other, as one should describe the position of BPix layer 1 within CMS coordinates, while the other

should be proportional to the displacement of the beam spot from those same CMS coordinates.

To better understand what there is to work with, with the data, the plot in Figure A.11 was

separated into module rings to see how each ring is affecting the overall occupancy. Figures A.12

and A.13 show the scaled occupancy for each of the module rings. As can be seen, for the Express

dataset, none of the module rings are showing reliable performance that can be used for the ellipse

fitting. The data from the Rereco dataset was then checked, and it was found that a couple of the

module rings from this dataset showed uniform performance between the ladder sections, rings -3,

-2, 2, and 3, with examples seen in Figure A.14. Before performing the ellipse fits, the occupancy

distribution was transformed to show 1/
√

occ instead of occupancy, so that the results would be

directly proportional to the radius, still assuming a 1/r2
xy dependence. The elliptical fits were done
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Figure A.12: Scaled occupancy distributions for the 4 module rings on the +z side of layer 1, with
an attempted ellipse fit overlayed on top. From top left to bottom right, the plots corresponds to
module rings 1, 2, 3, 4

for these four module sections, with the results of x0 and y0 given in Table A.2. What may be

apparent from this table is that the values found for x0 and y0 are inconsistent between the module

sections, and there are no units on these numbers. With these considerations, one would need an

ideal performance in the modules to be able to get a good fit, where small change in the occupancies

for different modules will affect results significantly, additionally there is no trivial way to convert

the units from occupancy to centimeters. The next fitting method tries to answer the problem of

units by ensuring the fitted results will come out in centimeters through the use of ratios.
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Figure A.13: Scaled occupancy distributions for the 4 module rings on the −z side of layer 1, with
an attempted ellipse fit overlayed on top. From top left to bottom right, the plots corresponds to
module rings -1, -2, -3, -4.

CMS Work in progress CMS Work in progress

Figure A.14: Distributions of 1/
√

occ for module sections -2 and -3 added together (left), and 2
and 3 added together (right)
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Module Section x0
(
1/

√
N
)

y0
(
1/
√

N
)

-3 −0.036±0.004 0.022±0.003
-2 0.005±0.025 0.080±0.008
2 −0.0173±0.0017 0.048±0.002
2 0.053±0.006 −0.033±0.004

Table A.2: Values of the x0 and y0 parameters from the ellipse fit in the labeled module sections.
The units shown are 1/

√
N, as the results are only proportional to units of length, where they would

need to be multiplied by some unknown factor to get centimeters.

A.3.4 Ratio Method

The ratio method was a simplified fitting method that started with the assumed 1/r2
xy dependence

of the occupancy. This method, instead of strictly being a fitting method, was a system of equations

that gave the approximate location of a point source based on the difference in flux seen on opposite

sides of a set of arbitrary axes.

Starting with the 1/r2
xy assumption, the occupancies at opposite sides of an arbitrary axis, Occ+

and Occ−, are proportional to 1/r2
xy, following Equation A.3. Taking the ratio of the two relations

will give Equation A.4, which relates the change in occupancy between the two sides with a change

in the radius from a predetermined point. Equation A.5 is then a quadratic form of Equation A.4,

assuming constant r. Solving for ∆r then gives the central point between the two sides, based on

their occupancy values, where ∆r would be in the reference frame of the chosen axis. For the case

of the occupancies of layer one, this corresponds to the displacement of the beam spot from the

origin.

Occ+ ∝
1

(r−∆r)2

Occ− ∝
1

(r+∆r)2

(A.3)

Occ+

Occ−
=

(r+∆r)2

(r−∆r)2 (A.4)

(
Occ+

Occ−
−1
)

∆r2 −2r
(

Occ+

Occ−
+1
)

∆r+ r2
(

Occ+

Occ−
−1
)
= 0 (A.5)
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Figure A.15: A simple example of the displacement of a point source based on the occupancy on
either side of a predetermined axis. The top picture shows what is expected for a point source
between two equivalent occupancies, where the point source is found at the origin of this axis.
The bottom picture shows the displacement of the point source from this origin based on two
occupancies, with Occ+ having a larger magnitude than Occ−.

To better visualize this, Figure A.15 gives a simple example of the location of a point source

depending on some occupancy values, and their distance from a predefined central point. When

the occupancies on either side of the central point are equal, the location of the point source will

be at the central point between the two occupancies, shown in the top part of Figure A.15. When

these occupancies are not equal, then the point source will be displaced from the central point by

some ∆r in the direction of the larger occupancy, shown on the bottom. With the 1/r2
xy assumption,

Equation A.5 can then be used to find ∆r in this example, with ∆r being interchangeable with x0

and y0 for the case of the beam spot measurement.

For this fitting method, the occupancies in the ±x and ±y directions were used with Equation

A.5 to determine a beam spot displacement in the x and y directions, respectively. Since the Carte-

sian coordinate system was used, the data preparation was kept simple by counting the occupancy

in each of the four Cartesian quadrants, +x/+ y, −x/+ y, −x/− y, and +x/− y, through the use

of different φ ranges, with an example given in Figure A.16. The positive and negative directions

for the x and y occupancies were then calculated by adding the two relevant quadrants. So for ex-
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Figure A.16: An visual example of how the occupancy numbers were calculated for each of the
Cartesian quadrants, showing which φ ranges contributed to each of the quadrants.

ample, the +x component added together the occupancies from the +x+y and +x/−y quadrants.

Since all of the measured occupancies were at the same average radius of 2.77 cm, this was seen

as a feasible approach that allowed the condensing of occupancies to just four numbers that can be

added together to get the necessary +x, −x, +y, and −y occupancies, greatly reducing the com-

plexity of having to bin the occupancy over φ . To allow for the measurement of multiple beam spot

values for comparisons, and to see how the results change over the z-direction, the measurements

of the occupancy were split over the module rings, following Figure A.1, so that each of the eight

module rings had a pair of occupancies for the x and y axes.

The first dataset that was tested with the ratio method was a centrally produced design MC with

a beam spot at (0,0,0), that had z-smearing of the interaction point applied. The ratio method was

tested over 3000 events using pixel clusters of two different sizes: = 1 and up to 3 pixel clusters.

The sizes refer to how many pixels are included in the cluster. The point of the cluster size cut

was to try to get clusters that are from particles with normal incidence to the pixel detectors, which
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Cluster Size x0 (cm) σx y0 (cm) σy
Inner Ladders

1 0.006±0.039 0.02 0.002±0.039 0.017
≤ 3 −0.002±0.015 0.015 −0.002±0.015 0.008

Outer Ladders
1 0.015±0.057 0.045 −0.012±0.057 0.029
≤ 3 0.008±0.022 0.014 −0.003±0.022 0.014

Table A.3: The mean values of the calculated beam spot averaged over the different module rings
for the two cluster size selections. The errors on the values are statistical only, with the standard
deviation of the mean given in a separate column.

was an attempt to remove some of the z-dependence that would be expected when looking at the

module rings at larger z-values. It was later decided that 1 pixel clusters would not be used for

later measurements, as they were not a large population of the total number of clusters, and that

1 pixel clusters were potentially problematic in that they did not necessarily originate from beam

collisions. For this fitting method, both the inner and outer ladders of layer 1 were used, but kept

separate, so as to gauge the outer ladders’ sensitivity to the beam spot location. The plot in Figure

A.17 shows the distribution of measured x0 and y0 values for each of the module rings for the 1

pixel clusters, while Table A.3 gives the value averaged over each of the module sections for the

two sets of pixel sizes. From the table, the values from the ratio method are consistent with the

beam spot value of (0,0) cm, with an expected decrease in the statistical error for the ≤ 3 pixel

clusters due to the increase in the number of clusters. One thing to notice is that the outer ladders

show both a larger spread in the measured values, and a larger statistical error, denoting problems

in both sensitivity, and number of clusters.

After the check with a beam spot centered at (0,0), further measurements were made using

datasets with more events and displaced beam spots, while still keeping design detector conditions,

and the z-smearing. The number of events is increased, to on the order of 10,000 for the following

three measurements, and 100,000 after that, so as to reduce poor statistics at the module rings

further away from the center of the detector. The next set of measurements were done using three

different beam spots, (0,0), using more events than the previous measurement, (0.01,0.04), which

is the approximate value of the true beam spot in real data, centered on BPix, and (0.1,−0.08),

204



CMS Work in progress

CMS Work in progress

Figure A.17: Distribution of measurements of the beam spot using the ratio method, for a true
value of (0,0) using design MC. Each point represents the value calculated using the clusters from
a single module ring. Results from the inner ladders are on top, and those from the outer ladders
are on the bottom.
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which is close to the value of the true beam spot in CMS coordinates, since BPix is not perfectly

centered in CMS coordinates. The requirement for 1 pixel clusters was used for the next set of

measurements, but for the set of 5 after that, the cut was instead changed to ≥ 2, since it was

determined that focusing solely on 1 pixel clusters was problematic, as a majority of the clusters

occur with a size at or greater than 2 pixels.

Figure A.18 gives the distribution of the measured beam spot values for each of the module sec-

tions, and Table A.4 gives the mean value of the data, including both inner and outer ladders. The

mean values are given in three different configurations: with all of the module rings included, with

the two inner-most module rings removed, and with the four inner-most module rings removed.

These different configurations are used, following what is seen on the distribution corresponding

to the (0.1,−0.08) beam spot in Figure A.18. One may notice that there are some outliers sitting

on the +y axis, away from the other points. These outliers correspond to module rings −2, −1, 1,

and 2. The most that can be said of the results for the three beam spots is that they are sensitive to

the location, especially for the (0.1,−0.08) beam spot. One thing to note is that the results seem

to improve when removing the innermost ladders from the averaging. One possible explanation is

that the clusters that are contributing to the beam spot sensitivity may be predominantly coming

from the beam halo. The fact that the inner module rings show such a large discrepancy from the

true beam spot is the first indication that a majority of the interactions from the particle collisions

do not follow the 1/r2
xy dependence as it has been assumed with the ratio method. This leads to the

conclusion that the beam halo, which is drowned out in the inner module rings, is what is sensitive

to the beam spot when using the ratio method. The ratio method, following this conclusion, is

tested again for further displaced beam spots using on the order of 100,000 events.

The last set of samples used to test the ratio method consisted of a total of 5 different beam

spots, with z-smearing applied to the samples. The beam spots had values of (0.1,−0.08), (0.2,0.19),

(0.3,−0.32) (0.5,−0.48), and (1.0,−0.95) cm. For this set of samples, it was apparent that the

1/r2
xy assumption being used was sensitive to the beam spot location, but was not entirely correct,

so an additional 1/rxy assumption was tested, alongside the 1/r2
xy assumption, the reason for which
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Figure A.18: Distribution of measurements using the ratio method, for a (0,0) (top), (0.01,0.04)
(middle), and (0.1,−0.08) (bottom) beam spot using 10,000 events each. Each plot shows the
measurements for the inner ladders in blue, and the outer ladders in orange.
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Beam Spot x0 (cm)
xtrue − x0

σx
y0 (cm)

xtrue − x0

σx
All Module Rings

(0,0) 0.007±0.027 −0.24 −0.007±0.014 0.49
(0.01,0.04) −0.017±0.05 0.54 0.025±0.043 0.36
(0.1,−0.08) 0.082±0.045 0.4 −0.008±0.065 −1.12

Rings ±1 and ±2 removed
(0,0) 0.007±0.025 −0.27 −0.011±0.014 0.77

(0.01,0.04) 0.006±0.057 0.07 0.008±0.049 0.66
(0.1,−0.08) 0.06±0.039 1.48 −0.06±0.028 −0.71

Table A.4: Mean of the measured values of the beam spot using the Ratio method for a (0,0),
(0.01,0.04), and (0.1,−0.08) beam spot using 10,000 events each. The measurements from both
the inner and outer ladders are averaged together. The mean values are given for different sets of
points, corresponding to all of the module rings together, and removing module rings ±2, and ±1.

will be explained. The equation used for the 1/rxy assumption uses the exact same derivation as

Equations A.4 and A.5, only removing the square in Equation A.4. For the results from these

samples, the cut on the size of the pixel clusters is required to be ≥ 2.

The results per module ring for these samples are given in Figures A.19 - A.23, with averages

over the module rings given in Table A.5 for the 1/r2
xy assumption and Table A.6 for the 1/rxy

assumption. All of these results only look at the inner ladders of layer 1, removing the outer

ladders based on the results from Figure A.18, showing that the outer ladders in general have less

sensitivity to beam spot displacements. To summarize the results, they all point towards the ratio

method being sensitive to, but insufficient in describing how the occupancy changes with displaced

beam spots. The method seems to work for the module rings that are further away from the center in

z, as shown in Figure A.24, but there are still oddities in the results that do not engender confidence

in the method.

For each of the samples, the inner module rings show that they are not as sensitive to the beam

spot location as the outer module rings, which becomes more apparent as the beam spots approach

1 cm in displacement. The Figures A.19 - A.23 highlight which points belong to the inner module

rings (−2, −1, 1, and 2). There are two other features that also become more apparent at larger

beam spot displacements. The first of these is that, with the 1/r2
xy assumption, the calculated values
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Figure A.19: Distribution of measurements using the ratio method, for a (0.1,−0.08) beam spot
using 100,000 events. The orange markers assume a 1/r2

xy dependence, and the blue markers
assume a 1/rxy dependence. The modules highlighted in the rectangle correspond to module rings
±2 and ±1.
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Figure A.20: Distribution of measurements using the ratio method, for a (0.2,−0.19) beam spot
using 100,000 events. The orange markers assume a 1/r2

xy dependence, and the blue markers
assume a 1/rxy dependence. The modules highlighted in the rectangle correspond to module rings
±2 and ±1.
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Figure A.21: Distribution of measurements using the ratio method, for a (0.3,−0.32) beam spot
using 100,000 events. The orange markers assume a 1/r2

xy dependence, and the blue markers
assume a 1/rxy dependence. The modules highlighted in the rectangle correspond to module rings
±2 and ±1.
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Figure A.22: Distribution of measurements using the ratio method, for a (0.5,−0.49) beam spot
using 100,000 events. The orange markers assume a 1/r2

xy dependence, and the blue markers
assume a 1/rxy dependence. The modules highlighted in the rectangle correspond to module rings
±2 and ±1.
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Figure A.23: Distribution of measurements using the ratio method, for a (1.0,−0.95) beam spot
using 100,000 events. The orange markers assume a 1/r2

xy dependence, and the blue markers
assume a 1/rxy dependence. The modules highlighted in the rectangle correspond to module rings
±2 and ±1.

Beam Spot x0 (cm) y0 (cm)
All module rings
(0.1,−0.08) 0.06±0.03 −0.01±0.043
(0.2,−0.19) 0.122±0.043 −0.03±0.066
(0.3,−0.32) 0.186±0.065 −0.078±0.086
(0.5,−0.48) 0.283±0.059 −0.122±0.133
(1.0,−0.95) 0.48±0.067 −0.308±0.228

Rings ±1 and ±2 removed
(0.1,−0.08) 0.055±0.029 −0.037±0.03
(0.2,−0.19) 0.098±0.024 −0.082±0.027
(0.3,−0.32) 0.139±0.028 −0.149±0.03
(0.5,−0.48) 0.249±0.028 −0.237±0.03
(1.0,−0.95) 0.53±0.054 −0.501±0.059

Table A.5: Mean of the measured values of the beam spot using the Ratio method with a 1/r2
xy

assumption for (0.1,−0.18), (0.2,−0.19), (0.3,−0.32), (0.5,−0.48) and (1.0,−0.95) cm beam
spots using 100,000 events each. The mean values are given for a couple different sets of points,
corresponding to all of the module rings together, and removing the inner module rings ±2, and
±1. The errors are a combination of the statistical error, and the standard deviation of the values
from each of the module rings.
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Beam Spot x0 (cm) y0 (cm)
All module rings
(0.1,−0.08) 0.12±0.061 −0.019±0.086
(0.2,−0.19) 0.243±0.085 −0.059±0.131
(0.3,−0.32) 0.369±0.129 −0.156±0.171
(0.5,−0.48) 0.559±0.115 −0.242±0.265
(1.0,−0.95) 0.931±0.124 −0.6±0.439

Rings ±1 and ±2 removed
(0.1,−0.08) 0.11±0.058 −0.074±0.06
(0.2,−0.19) 0.196±0.048 −0.164±0.055
(0.3,−0.32) 0.277±0.057 −0.297±0.06
(0.5,−0.48) 0.495±0.056 −0.471±0.058
(1.0,−0.95) 1.022±0.098 −0.97±0.108

Table A.6: Mean of the measured values of the beam spot using the Ratio method with a 1/rxy
assumption for (0.1,−0.18), (0.2,−0.19), (0.3,−0.32), (0.5,−0.48) and (1.0,−0.95) cm beam
spots using 100,000 events each. The mean values are given for a couple different sets of points,
corresponding to all of the module rings together, and removing the inner module rings ±2, and
±1. The errors are a combination of the statistical error, and the standard deviation of the values
from each of the module rings.
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Figure A.24: Averaged beam spot measurements for each of the (0.1,−0.18), (0.2,−0.19),
(0.3,−0.32), (0.5,−0.48) and (1.0,−0.95) beam spots, using the 1/rxy and 1/r2

xy assumptions,
and compared to the true beam spot value. The values from the 1/r2

xy assumption are scaled up by
a factor of 2.
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of the beam spot are a factor of 2 smaller than the true value of the beam spot, while with the 1/rxy

assumption, the calculated values are on par with the true beam spot values. This was also checked

with an assumption that the occupancy scales as 1/r1/2
xy , which gave beam spot values that are a

factor of 2 larger than the true value. The last odd feature is that at higher displaced beam spots

apart from the two pairs of inner module rings, the results from the outer module rings are arranged

in a linear pattern, with the true beam spot falling in between module rings ±3 and ±4, a feature

which is as of yet unexplained.

With the results from the ratio method showing promise, but ultimately being untrustworthy,

it was decided to move to a fit that could determine the best occupancy dependence numerically,

without using preconceived assumptions on how the occupancy should scale over distance. This

newer fit, following from the ratio method that a 1/rxy dependence is a step in the right direction,

would still use an inverse power relation, but would instead allow the power to float as its basis.

In addition, it would make use of the full 3D radius of the clusters in the detector, rather than

just the cylindrical radius like in the previous fitting methods. Also, following the other two fit

methods, it was important to account for any variance over φ , as this would affect many of the

floating parameters in a fit, and the importance of working in Cartesian coordinates for the ease in

separating out the beam spot values.

A.3.5 Maximum Likelihood Fit

The final method used to study the location of the beam spot made use of a maximum likelihood

fit that could be used to find the x, y, and z position of the average location of the interaction point.

The driving force behind the use of this method is that it includes the 3D radius of the clusters, so

that it now makes full use of the z-position, and from this is closer to modeling the true radius of

the clusters from the interaction point, which better accounts for how the occupancy changes with

distance.

The first step in creating this likelihood fit was putting together the likelihood function, and

testing it. Over the course of using this fitting method there have been a couple of iterations,
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which introduced improvements to the overall fitting method, where each change will be covered

sequentially.

The data for each iteration of the fit was prepared by counting the number of clusters per ROC

in the inner ladders of layer 1. The position of each ROC was variable, in that the ultimate position

was determined by a weighted average of the position of the pixels in the ROC. For each cluster

there was a position assigned, corresponding to the central pixel of the cluster. The occupancy was

incremented for every hit on a specific pixel, and once all the clusters were counted, a weighted

average was calculated for the ROC using the position of each pixel and its corresponding occu-

pancy. Essentially what was made was a ROC occupancy map that also stored the 3D position

weighted by the occupancy. Initially the selected clusters had a pixel size cut placed on them of

≥ 2, but later iterations removed all of the size cuts, this decision will be detailed in the following

section. All of the likelihood fits were done using the MINUIT minimization program.

A.3.5.1 First iteration: a power law

The first iteration of the likelihood fit used a simple inverse power law, given in Equation A.6, as

the base of the likelihood function. In this function, the r variable is the 3D radius, rxyz, and a, b,

and c are floating parameters in the fit. The data were separated by occupancy per ROC, so that

each ROC will have a x, y, and z position, and an occupancy. The full likelihood function is then

given in Equation A.7, using a Normal distribution, where N is the number of ROCs, Φi is the

occupancy at the ith ROC, σi is
√

Φi, n is a normalization scaling parameter, and ri is written in

its Cartesian coordinates, as given in Equation A.8. The floating parameters in this function are

then n, x0, y0, and z0, of which x0, y0, and z0 would be the measured location of the beam spot in x

and y, and the average location of the interaction point in z. For this iteration the parameters a, b,

and c from Equation A.6 were not made to float, but instead pre-determined from a separate fit of

the occupancy, which is the reason for the n parameter, as it is used to rescale the normalization of

the pre-determined a, and c parameters. One caveat to this likelihood fit function is that it will not

be able to account for in z-smearing of the interaction point, so this particular function was only
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tested on non z-smeared samples, where the interaction point was kept at a constant z value.

Φ(r) = a/rb + c (A.6)

L = Π
N
i exp

(nΦ(ri)−Φi)
2

2σΦi (A.7)

ri =

√
(xi − x0)

2 +(yi − y0)
2 +(zi − z0)

2 (A.8)

The function was tested using a couple different non z-smeared design MC samples. The beam

spots had positions of (0,0,0), (0,0,10), and (0.1,−0.08,0). The only difference between these

sets of samples was the beam spot location, all other parameters were kept the same, such as

number of events, set at 100,000 events, and the use of the design detector. Before going through

the results of fitting over these samples, the cleaning applied to the data will be described.

For the distribution of ROCs in φ and z there was extra cleaning applied, beyond what was

already done when processing the clusters to make the occupancy map. This cleaning simply

removed ROCs which were seen as outliers when compared to their surrounding neighbors. Figure

A.25 highlights the ROCs that were removed from the data for the first iteration. While the figure

is integrated over φ , the same features are present when unfolded into single ROCs in each ladder.

For the outlying ROCs which are labeled as coming from the edge of modules, this is believed to

be some artifact related to simulation, as it has not been observed in the real data. For the decreased

occupancy at central z values, this was found to be related to the cluster size cut removing those

clusters, but for this fit the offending ROCs were simply removed, with the cut instead being

removed in the following iterations.

Before running the actual likelihood fit, the inverse power law, Equation A.6, was tested over a

distribution of rxyz versus occupancy, with the result given in Figure A.26. The fit result shows that

the previous assumptions of the occupancy scaling as 1/rxy or 1/r2
xy was not correct, and denoting,
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Figure A.25: Figure of the occupancy integrated over the ROC rings, versus z-position for a non
z-smeared (0,0,0) beam spot. Highlighted are the outlier ROC sections which are removed for
cleaning purposes.

CMS Work in progress

Figure A.26: Figure of the occupancy integrated over the ROC rings, versus rxyz for a non z-
smeared (0,0,0) beam spot. Overlayed is a fit of Equation A.6.

instead, that it is closer to a 1/r1.15
xyz dependence, which would be non-trivial to derive analytically

with the ratio method. This fit result also shows that the power law, otherwise, is, at least visually,

a good fit for describing how the occupancy is changing with increasing radius, though, only when

considering non z-smeared samples. The values of the parameters given in this fit, and shown in

Figure A.26, are used as the a, b, and c parameters in for the power function in the likelihood fit.

When running the maximum likelihood fit, the negative log of Equation A.7 was calculated,

and then minimized, floating the variables n, x0, y0, and z0. The initial parameters were set to 1 for

n, and (0,0,0) for (x0,y0,z0). The likelihood fit was done for the three previously mentioned beam

spots, with a distribution of the data given to the fit shown in Figure A.27 for each of the beam
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Beam Spot x0 (cm) y0 (cm) z0 (cm) n
(0,0,0) −0.001±0.018 0.004±0.018 −0.011±0.011 0.0416±0.0001
(0,0,10) −0.0002±0.0018 0.002±0.018 10.063±0.007 0.0416±0.0001

(0.1,−0.08,0) 0.308±0.018 −0.244±0.018 0.00±0.01 0.0416±0.0001

Table A.7: Table of the fitted values using the first iteration of the maximum likelihood fit. The
parameter errors are calculated by the HESSE method.

spots. The results of the fits are given in Table A.7. Looking to the figures, visually it is clear when

there is a displaced beam spot, as the occupancy shows a sinusoidal shape over φ , while for the

centered beam spot, the occupancy is shown to be flat. The results of the likelihood fits show good

results for the first two beam spots at (0,0,0) and (0,0,10), where it finds values fully consistent

with the true values, including the z-values. The fit with a displaced beam spot at (0.1,−0.08,0),

on the other hand, does not give as accurate results. The signs on the beam spot are correct, but the

magnitude is too large by a factor of 3.

The results from this first iteration show that the likelihood fit is on the right track, but needs

adjustment. This leads to the second iteration of the likelihood fit, which allows the parameters

from Equation A.6 to vary in the fit, and in addition introduces a φ modulation of those parameters.
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Figure A.27: Distributions of the occupancy per roc in φ and z positions for the (0,0,0) (top),
(0,0,10), (middle) and (0.1,−0.08,0)
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A.3.5.2 Second Iteration: φ modulation

The changes introduced in this next set of fits were done in order to fix the problems seen previ-

ously. The first problem, which is best seen in Figure A.25, was the existence of a dip in occupancy

at central z, while the second problem was the large magnitude in the fit result for a displaced beam

spot.

The first problem was easy to fix, as the dip in occupancy was actually caused by the cluster

size cut applied when processing the clusters to create the occupancy maps. This was discovered

with help of some pixel detector experts, who suggested removing the cut. The reason for the cut

creating such a dip is due to a large fraction of 1-2 pixel clusters being removed with the application

of the cut. This creates a large effect at central z due to those ROCs being almost directly over the

interaction point, where at z values further away from the center, the incident particles are hitting

the ROCs at angles which cause a greater number of pixels to register hits in a single cluster. Figure

A.28 shows the effect of removing the cluster size cut.

For the second problem, there were no obvious changes that could be made, so a focus was

placed on improving the fit equation to account for as many variations as possible. The first, more

obvious change, was allowing the parameters of Equation A.6 to float, which lets the likelihood

fit choose the best values for these parameters. Doing this additionally made the n parameter

superfluous, as the fit would now control the normalization of the a, and c parameters naturally, so

it was removed.

The next change made was not an apparent one, and almost needed one to stumble upon it. It

required that the parameters of Equation A.6 vary over φ . This was determined by performing a

power law fit using the occupancy distributions over rxyz, and separating the data into half-ladder

sections. For the 6 inner ladders of layer 1, this would correspond to 12 different power law fits.

Figure A.29 gives an example of these 12 different fits. Looking at the resulting fitted parameters

plotted over the φ position of the half-ladders, given in Figure A.30, shows a distinct sinusoidal

shape for each of the a, b, and c parameters, that is dependent on the beam spot. From these results

the parameters were then allowed to vary over φ in the fit, following Equation A.9. For each
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Figure A.28: Distributions of the occupancy per roc over the z position with (top) and without
(bottom) a cluster size cut of ≥ 2 pixels. The squares highlight where this cut greatly effects the
distributions. The circles show the ROCs that are still removed between the two distributions.
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Figure A.29: Distributions of the occupancy per ROC for each of the half ladders in layer 1, using
data from the (0.1,−0.08,0) beam spot. A fit is overlayed corresponding to Equation A.6. This is
an example of the fits done to determine that the power law parameters vary over φ in a sinusoidal
manner.

of the power law parameters, only the amplitude and offset is kept distinct between parameters.

The phases on the other hand are kept constant between the a, b, and c parameters, as Figure

A.30 shows that the phase is constant between parameters, and only changes when the beam spot

location changes.

s1 sin(φ − s2)+ s3 (A.9)

With these changes applied, the likelihood function becomes Equation A.10. One thing to

notice is that the φ values used are not the measured φ as it is given in the occupancy maps, but

instead is a corrected version. This is due to their being a small change in the angles after displacing

the beam spot away from the center. This is to account for that change in angle by recalculating φ

for where the measured beam spot is located.
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Figure A.30: Distributions of the fitted power law parameters from Equation A.6 over φ . Each
point corresponds to the fitted parameter from one of the half-ladders in layer 1. The parameter
distributions of a (top), b (middle), and c (bottom) are given for 5 different beam spots with no
z-smearing applied: (0,0), (0.1−0.08), (−0.1,0.2), (0.2,0.19), and (−0.3,−0.32).
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L = Π
N
i exp

(
(Θ(ri)−Θi)

2

2σΘi

)

Θ(ri) = (a1 sin(φi − s2)+a3)/rb1 sin(φi−s2)+b3 +(c1 sin(φi − s2)+ c3)

ri =

√
(xi − x0)

2 +(yi − y0)
2 +(zi − z0)

2

φi = arctan((yi − y0)/(xi − x0))

(A.10)

This newer likelihood function was used to fit data from a wider selection of beam spots than

with the first iteration. All are from design MC samples with no z-smearing applied. The beam

spots are separated such that they cover each major quadrant, and at varying degrees of displace-

ment. The inital free parameter values follow what was used in the first iteration likelihood. After

obtaining full convergence with the (0,0) beam spot, the (0,0) beam spot was fitted again, but

fixing x0, y0, and z0 to their expected values. The initial parameters for the displaced beam spots

was set to the fitted parameters from the fixed (0,0) beam spot fit as a baseline. The results of

the fits are given in Table A.8. What this table shows for the first interation likelihood is that

the removal of the cluster size cut has a moderate effect in improving the fitted beam spot value,

but is still close to twice as large as expected. When going to the second iteration likelihood fit,

with the φ modulation included, the fit improves dramatically, such that in all cases, except for the

most displaced beam spot at (−0.3,−0.32), the fitted values are accurate to well within 1 mm of

the true value of the beam spots. Table A.9 gives the results for the z-smeared samples using the

second iteration. The table shows that this particular iteration is not fully capable in determining

the beam spot for z-smeared sample. At low displacements it is unable to get the correct signs on

the values of the beam spots, though they are accurate otherwise. Figure A.31 gives δx and δy, the

difference between the true and measured values of the beam spots for the results shown in Table

A.8. Figure A.32 does the same, but for Table A.9. One can see that with the exception of the

(−0.3,−0.32) beam spot, all of the non z-smeared beam spots are well within a difference of 1

mm. The fit does have trouble with the z-smeared samples though, but only in the sign at low beam

spot displacement, otherwise the fits are surprisingly accurate.
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Beam Spot x0 (cm) y0 (cm)
Using first iteration Likelihood (w/o cluster size cut)

(0,0) −0.009±0.009 0.009±0.009
(0.1,−0.08) 0.218±0.009 −0.171±0.009
(−0.1,0.2) −0.210±0.009 0.424±0.009
(0.2,0.19) 0.429±0.009 0.401±0.009

(−0.3,−0.32) −0.606±0.009 −0.661±0.009
Using second iteration Likelihood

(0,0) −0.009±0.009 0.026±0.071
(0.01,0.04) 0.008±0.016 0.04±0.05
(0.03,−0.06) 0.005±0.034 −0.014±0.057
(−0.08,0.02) −0.09±0.06 0.025±0.020
(0.1,−0.08) 0.09±0.04 −0.073±0.031
(−0.1,0.2) −0.092±0.021 0.20±0.03
(0.2,0.19) 0.247±0.026 0.213±0.026

(−0.3,−0.32) −0.402±0.024 −0.439±0.026

Table A.8: Table of the fitted values of the beam spot using the first iteration of the maximum like-
lihood fit, but without the cluster size cut applied, and using the second iteration of the maximum
likelihood fit, also without the cluster size cut applied. The parameter errors are calculated by the
HESSE method.

Beam Spot x0 (cm) y0 (cm)
z-smeared samples

(0,0) −0.03±0.05 0.05±0.05
(0.1,0.08) −0.06±0.05 −0.11±0.05
(−0.1,0.08) 0.11±0.05 −0.06±0.04
(0.1,−0.08) −0.07±0.05 0.04±0.04
(0.2,−0.19) 0.12±0.03 −0.14±0.03
(0.3,−0.32) 0.244±0.029 −0.297±0.029

Table A.9: Table of the fitted values for the z-smeared beam spot samples using the second iteration
of the maximum likelihood fit. The parameter errors are calculated by the HESSE method.
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Figure A.31: Distribution of δx and δy in cm for the beam spot values in Table A.8 for the second
iteration fits.
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Figure A.32: Distribution of δx and δy in cm for the beam spot values in Table A.9 for the second
iteration fits.
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With this iteration of the likelihood fit, there was now a method that could find a value of the

beam spot that is both accurate, and which one can be fairly confident in. One thing to note is that

this method has only so far been tested on the ideal case of no z-smearing in the interaction point.

The next step, then, is to further adjust the likelihood function so that it can account for a varying

z-interaction point, and eventually be able to account for pileup in real data. This leads to the third

and final iteration of the likelihood fit, which adds a Gaussian term to the base power law function,

so that the fit can account for the z-variance.

A.3.5.3 Third Iteration: Gaussian term

As stated, the third, and final, iteration of involved the inclusion of a Gaussian term to account for a

spread in the location of the interaction point along the z direction. The Gaussian term was chosen

because the z-position of the interaction point is simulated using a Gaussian smearing of 4 cm, in

order to match what is generally seen in the data. If the simulation used a Gaussian to model the

position of the interaction, then it seemed prudent to also have a Gaussian term in the likelihood

function to model it as well. Since the spread of the interaction point only depends on z, the

Gaussian term was also made so that it only depended on z. The Gaussian term follows Equation

A.11, where ga, gb, and gc are the floating parameters, with gb = z0, as the µ of a Gaussian is the

same as what z0 is trying to find, the expected z position of the interaction point. Same as with the

power law, Θ(ri) in Equation A.10, the remaining Gaussian parameters are also modulated over

φ . Also in the same way, the phase of the φ modulation is closely related between the power and

Gaussian terms. For the case of the Gaussian term, what is found is that the phases of the floating

parameters are shifted by π from the phases of the floating parameters in the power term. From

this all of the phases for the φ modulation are given in terms of s2, the original phase parameter.

G = ga exp−(z−gb)/2gc (A.11)

With the Gaussian term added, the final Likelihood function becomes Equation A.12. The fits

are then performed over the same beam spots as in the second iteration, with no z-smearing, and
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then samples are also included which have either z-smearing or simulated pileup. For the non

z-smeared samples, the results from the third iteration can be compared to the results from the

second iteration in Table A.8. Results are also calculated for a set of z-smeared samples and a

couple that were simulated with pileup. The shape between the z-smeared and the pileup samples

are essentially the same, as seen in Figure A.33. The main difference between the two samples,

is that there is more randomness, so to speak, in the pileup sample. The z-interaction point of the

event for the z-smeared samples follows a simple Gaussian smearing of its position. The simulated

pileup, on the other hand, samples from a dataset of z-smeared zero-bias events and essentially

inserts them into an event on top of the base simulated event. This makes it so that the pileup

sample has a distribution that is not as smooth as the z-smeared samples, potentially making it

more difficult to fit on.

For the fits, the initial parameter set was first determined in the same way is with the second

iteration. A good fit was determined with the (0,0) beam spot, in both the non z-smeared and the

z-smeared sample. After full convergence the x0, y0, and z0 parameters were fixed to their expected

values and the fit was done again to get the initial parameters for the other beam spots. There then

ended up being two sets of initial parameters, one set is for the non z-smeared samples, and comes

from those samples (0,0) beam spot, then the other set is for the z-smeared samples, which is

sourced from the z-smeared (0,0) beam spot.

L = Π
N
i exp

(
(Θ(ri)+G(zi)−Θi)

2

2σΘi

)

G(zi) = (ga1 sin(φi − (s2 −π))+ga3)exp((−(zi − z0)/(gc1 sin(φi − (s2 −π))+gc3))

(A.12)

The results of the fits are given in Table A.10 for the non z-smeared samples and Table A.11

for the z-smeared and PU samples. Looking at the results, all of the fits fully converged, but some

floating parameters had some large errors, which means that one needs to be careful with these fits,

and their initial parameters. On average the results are found to be within 1 mm of the true value.
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Figure A.33: Distribution of of the 3D ROC occupancy map for a single ladder, looking down the
φ direction, for a z-smeared (top) and pileup (bottom) sample.
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Beam Spot x0 (cm) y0 (cm)
(0,0) −0.021±0.051 −0.0006±0.04

(0.01,0.04) 0.028±0.039 0.028±0.17
(0.03,−0.06) 0.005±0.034 −0.014±0.057
(−0.08,0.02) −0.09±0.05 −0.04±0.06
(0.1,−0.08) 0.08±0.07 −0.06±0.06
(−0.1,0.2) −0.174±0.01 0.24±0.06
(0.2,0.19) 0.27±0.04 0.25±0.06

(−0.3,−0.32) −0.47±0.05 −0.51±0.06

Table A.10: Table of the fitted values for the non z-smeared beam spots using the third iteration
of the maximum likelihood fit with a Gaussian term. The parameter errors are calculated by the
HESSE method.

When fitting over the non z-smeared samples, the results with the Gaussian term, are not as strong,

and for good reason considering that the shape with a non z-smeared sample is fairly different

from what a Gaussian would expect. The results for the z-smeared samples with the Gaussian term

are all within 1 mm of the true beam spot, and it is also the case for the samples with simulated

pileup. One thing that can be seen is that the likelihood fits struggle with the (0,0) beam spots after

adding in the φ modulation, as the fit does not like forcing the amplitude of the sine functions to

zero. In addition, the fitted values are generally underestimated for all of the beam spot samples.

Figures A.35 gives the δx and δy for the non z-smeared samples, while A.34 gives the δx and δy

for the z-smeared and pileup samples using the third iteration fit. What can be seen from these

figures is that, with the exception of the non z-smeared samples, the measured values are all within

a difference of 1 mm for the fitted values, though they are not as tightly spaced as for the non z-

smeared samples with the second iteration in Figure A.31. One thing to note for the pileup sample

results is that the fit did have trouble converging, which matches with what was said earlier about

the shape, where full convergence was only achieved after using the same initial parameters as the

second iteration, which points to needing to be careful about the initial parameters used in the fits

with simulated pileup.

The last check that was done for the third iteration was how the fits are affected for a couple

of the z-smeared samples after certain modules and ROCs were removed to simulate some of the

dead ones in real data. Figure A.36 gives some top down views of the occupancy map of φ against
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Beam Spot x0 (cm) y0 (cm)
z-smeared samples

(0,0) 0.024±0.054 0.025±0.077
(0.1,0.08) 0.05±0.05 0.025±0.04
(−0.1,0.08) −0.03±0.034 0.029±0.035
(0.1,−0.08) 0.04±0.04 −0.04±0.03
(0.2,−0.19) 0.13±0.03 −0.13±0.03
(0.3,−0.32) 0.263±0.026 −0.285±0.027

pileup samples
(0.2,−0.19) 0.216±0.012 −0.224±0.012
(0.3,−0.32) 0.354±0.008 −0.380±0.008

Table A.11: Table of the fitted values for the z-smeared and pileup beam spot samples using the
third iteration of the maximum likelihood fit with a Gaussian term. The parameter errors are
calculated by the HESSE method.
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Figure A.34: Distribution of δx and δy in cm for the beam spot values in Table A.9 for the third
iteration fits. The δ s for the z-smeared samples are on top, and the δ s for the pileup samples are
on the bottom
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Figure A.35: Distribution of δx and δy in cm for the non z-smeared beam spot values in Table A.8
for the third iteration fits.

z for a z-smeared sample, with certain ROCs and modules removed. The top plot in this figure

only removes the dead ROCs and modules that were present in early 2018 data. The bottom plot

removes these modules and ROCs, and then on top of that performs a cleaning which removes the

outlier ROCs that would correspond to over/under performing ROCs, i.e. ROCs that may have

multiple dead or hot pixels. Results for the fits corresponding to different cleanings are given in

Table A.12. The results point towards the fitting method having some resistance to the removal

of ROCs, but there is a point at which too many ROCs/modules are getting removed, as seen in

the row for ’2018A cleaning’ for the two beam spots. In any case, the error on the fitted values

becomes much larger, such that the results, while still within 1 mm of the true beam spot, are also

consistent with a beam spot of zero, at least for the (0.1,−0.08) beam spot. The further displaced

beam spot shows more resistance to ROC removals, probably due to the greater amplitude in the

sinusoidal effect. One problem to be aware of is if too many ROCs and module at central z get

removed, the fit will have a tough time finding the beam spot, as most of the sensitivity is coming

from this region.
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Figure A.36: Distributions of φ , z ROC occupancy maps of the (0.1,−0.08) z-smeared beam spot
sample, which details which ROCs were removed when performing some fits, where the results
are detailed in Table A.12. The label ’Dead modules/ROCs removed’ corresponds to the top plot,
where only the ROCs and modules that didn’t register any clusters in real 2018 data are removed.
The label ’2018A cleaning’ corresponds to the bottom plot, where a cleaning was performed based
on which ROCs and modules showed over/under-performance in 2018 data, probably caused by
dead/hot pixels in the relevant ROC.
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Beam Spot x0 (cm) y0 (cm)
(0.1,−0.08)

original 0.04±0.04 −0.04±0.03
Dead modules/ROCs removed 0.05±0.05 −0.04±0.03

2018A cleaning 0.018±0.081 −0.013±0.054
(0.2,−0.19)

original 0.13±0.03 −0.13±0.03
Dead modules/ROCs removed 0.13±0.03 −0.133±0.029

2018A cleaning 0.15±0.06 −0.15±0.05

Table A.12: Table of the fitted values for the (0.1,−0.08) and (0.2,−0.19) z-smeared beam spot
samples using the third iteration fit after removing different sets of modules and ROCs to simulate
real 2018 data conditions. The parameter errors are calculated by the HESSE method.

A.4 Looking at charge collected

Before moving on to the summary, a quick foray is shown into the potential use of the total cluster

charge collected per ROC rather than the occupancy. The way the charge is counted is the same

as occupancy, except for each cluster, the amount of charge can be variable, while for occupancy

it is only counting the clusters. The reason for potentially using the charge collected is that it has

a consistent size to the sinusoidal effect over φ , unlike the occupancy, where the size of the sinu-

soidal effect depends heavily on the distance from the interaction point, where the size decreases

with increasing distance (as it should). Figure A.37 gives distributions of the occupancy and total

charge collected for different sections of z. These distributions highlight the size of the sinusoidal

effect, and how the occupancy has a decreasing amplitude, while the charge has a fairly constant

amplitude as it moves over z. The potential from this is the larger number of data points that are

very sensitive to the beam spot location, as the greater the amplitude, the better the sensitivity,

where the amplitude falls off fairly quickly when only looking at the occupancy. A downside to

this is that the total charge collected would not follow the power law used for the occupancy, and

a new relation would need to be determined.

A second thing that would need to be considered with potentially using the charge collected

is the spread in charge collected that is seen in the outer z positions, as shown in Figure A.38. It

was found that the cause of this spread in charge collected is due to the size of the charge present
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Figure A.37: Distributions of the total charge collected per ROC, looking in the φ direction, for a
(0.1,−0.08) beam spot without z-smearing applied. The top plots shows the total charge collected
for |z| ≤ 16 cm on the left and |z| > 16 cm, while the bottom plots show the same, but for the
occupancy instead of charge collected. Sinusoidal shapes are overlaid on the plots to highlight the
amplitudes that the sinusoidal shapes have when moving to different z values.
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Figure A.38: Distribution of the total charge collected per ROC for a (0,0) beam spot. The red
rectangle is to highlight the spread in total charge collected at large values of |z|.

in single clusters. Much like how the cluster size is dependent on how far away in z the cluster is

from the interaction point, the charge collected depends on the size of the cluster. At higher values

of |z| the size of a cluster will be larger due to the particle having a larger angle of incidence, thus

making contact with more pixels as it passes through the layer. The larger the number of pixels

that are passed through, the greater amount of charge is collected for that cluster.

When the charge collected per cluster is separated out into a high charge and low charge set

of clusters, the distribution of total charge collected gains an interesting shape. Figure A.39 shows

these shapes, and highlights how the outer z greatly favors clusters with a large charge, while the

central z favors clusters with a low charge. In addition, the high charge clusters show a larger

sinusoidal amplitude at outer z, while the opposite is true for the low charge clusters.

The potential for using the charge collected is in taking advantage of a large sinusoidal ampli-

tude at many values of z, where for the occupancy, the high amplitude effect is only seen at central

z, or small values of rxyz. With the total charge collected, the data can be manipulated such that the

high amplitude effect can be seen at multiple values of z or rxyz. The difficulty in using this is how

to split the clusters so that a good fit can be obtained between low charge cluster and high charge
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Figure A.39: Distributions of the total charge collected per ROC for a (0,0) and (0.1,−0.08)
beam spot. The top plots show the total charge collected for clusters with a charge < 200, while
the bottom plots show the total charge collected for clusters with a charge > 200. The left shows
the (0,0) beam spot while looking down φ . The right shows the (0.1,−0.08) beam spot while
looking at a oblique angle between φ and z to highlight the sinusoidal shape. The green boxes
highlight the area where the sinusoidal effect has the largest amplitude.
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clusters. In addition a fit with the total charge would have a greater complexity than the occupancy

due to having to simultaneously fit two distinct sets of data. This leaves the use of total charge

collected as something that may be useful in the future after more study.

A.5 Beam Spot Summary

A new fitting method was shown for calculating a beam spot without making use of tracking recon-

struction. There were multiple fitting methods that were attempted in calculating the beam spot,

starting with a simple sine fit, and ending with a maximum likelihood fit. The final method was

a maximum likelihood fit that made use of an inverse power law with a Gaussian term to account

for changes in the z-position of the interaction point. The inputs to this fit were the occupancy and

position of all of the ROCs in the inner ladders of BPix layer 1. Results from fitting showed that

the method is able to calculate the beam spot to within 1 mm of the true beam spot, but generally

underestimates the true value. It is able to work for samples with either z-smeared interaction

points, or simulated pileup.

The next step that would need to be taken for this measurement is finding some real data to test

the method on. The choice of dataset is important, as there is a need to make sure that the events

aren’t too biased such that particles incident upon the detector are no longer relatively equally

distributed around the detector. There was an initial check on data with a single muon dataset, but

there were problems in which there was no sinusoidal effect seen in the occupancy. After finding a

dataset that is usable, there is then the need to figure out the cleaning that would need to be applied.

An automated way would be ideal, as removing poor performing ROCs by hand quickly becomes

intractable depending on how many need to be removed. Should the method become approved,

there will also be a need to port the fitting method into CMS Software, so that it can be calculated

directly off of the reconstructed datasets.

Apart from making sure the method still works as the data becomes more complicated, there are

also improvements in the process that can be studied. The first one is stabilizing the fit, especially

for pileup samples. This would either entail finding a good set of initial parameters that lead to
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full convergence, or tweaking the free parameters to improve minimization. Another improvement

would be expanding the fit to beyond just the inner ladders of layer 1. Since the fit is working

with radii out to 25 cm, it is definitely possible to add in the outer ladders of layer 1, and possibly

even the ladders of layer 2. The purpose of this expansion would be to increase the sensitivity to

the beam spot location. As it is, the fit probably relies too much on the inner-z modules, since the

sensitivity drops fairly quickly as one moves our to larger z values. This is where the potential of

the total charge collected comes in, where depending on how the data is manipulated, it is possible

to get increased sensitivity to the beam spot at larger values of z. Overall, the fitting method works

for ideal cases with MC samples, but there are multiple ways in which the method can be improved.
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