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Abstract  

The nanoscience field is shifting focus from characterizing and synthesizing novel 

nanomaterials, to incorporating nanomaterials into functional devices for photovoltaic, energy, and 

sensing applications. Furthermore, developing greener materials could reduce the use of expensive, 

toxic metals in many of these applications while potentially increasing their efficiency. Developing 

greener fabrication methods could reduce manufacturing costs, save time, and limit resource use. 

Nanoscale understanding, and control, of how materials interact is critical to rapidly engineer new 

devices. The research presented in this dissertation is dedicated to measuring local changes in 

electronic properties and fabricating nanoscale structures using scanning probe microscopy 

techniques. 

 The first two chapters provide introductory information relevant for this dissertation. 

Chapter 1 includes pertinent information about the nanoscience field, as well as materials and 

applications that are related to research in this dissertation. Chapter 1 discusses graphene’s unique 

properties and its potential use in a wide variety of applications. Graphene’s electronic properties are 

typically modified through doping to tailor it to a specific application. Current literature 

demonstrates extensive examples of this doping phenomenon, but most are bulk measurements. 

This dissertation aims to locally map how dopants affect graphene’s electronic properties at the 

molecular scale.  To do this, we use atomic force microscopy (AFM) techniques due to their 

versatility and ability to probe features on the nanoscale. Chapter 2 presents the theory and 

implementation of AFM-based techniques to map local surface topography. Kelvin probe force 

microscopy (KPFM) is used to spatially map local surface potential changes on samples. 

 In Chapters 3 and 4, we proposed using azulene as a novel, tunable dopant for graphene. 

Azulene is a planar, conjugated ring system with complementary frontier molecular orbital density. 

Therefore, the energy of either azulene’s highest occupied molecular orbital or lowest unoccupied 
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molecular orbital can be selectively tuned based on the location and type of substituent placed 

around the azulene backbone. This provides a framework for which to study how manipulating a 

physisorbed dopant’s energy level alignment with the substrate’s Fermi level affects local surface 

potential. In our experiments, we used highly ordered pyrolytic graphite (HOPG) as a model for 

how these molecules would interact with graphene. HOPG and graphene have similar chemical and 

electronic properties, but graphite substrates are more consistent and reproducible. Using graphite 

substrates allowed for reliable comparisons of molecules’ behavior across multiple samples. 

 The beginning of Chapter 3 focuses on optimizing deposition techniques for azulene-based 

molecules on graphite. Vapor deposition proved to be the simplest and cleanest deposition method. 

This technique was subsequently applied to other substituted azulenes in Chapter 4. Noncontact 

atomic force microscopy (NCAFM) and Kelvin probe microscopy (KPFM) were conducted 

simultaneously on samples to obtain local maps of topography and surface potential. The remainder 

of Chapter 3 focuses on analysis for azulene and naphthalene on graphite, while Chapter 4 expands 

these techniques to other substituted azulenes. We were able to identify single molecules adsorbed 

to graphite’s terraces using topographical cross-sections, as well as resolve changes in the relative 

local contact potential differences with KPFM when different molecules were adsorbed on graphite. 

These distinct differences suggest that there is a critical relationship between the dopant’s molecular 

structure and the doping effect. However, this relationship is not straightforward. We found this 

doping effect to be localized to where the dopant is adsorbed on the substrate. 

 While Chapters 3 and 4 center around probing the arrangement and properties of dopants 

on the molecular scale, Chapter 5 focuses on growing metal nanostructures with a defined size, 

shape, and orientation on a surface. Chapter 5 aims to develop a novel resist layer to increase the 

versatility of bottom-up metal nanostructure growth. Having control over the size, shape, and 

placement of metallic nanostructures on surfaces is integral for plasmonic sensors. Typical organic 
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resist layers used in bottom-up metal nanostructure fabrication can only be used on certain 

substrates, require harsh reagents to remove from the surface, and cannot withstand the high 

temperatures required for certain metal deposition techniques. A thin layer of sodium chloride 

(NaCl) could behave as a versatile, robust resist layer that can withstand the high temperatures 

required for thermal evaporation or atomic layer deposition (ALD). Such a resist layer could easily 

be removed using water, instead of harsh reagents. We demonstrated that small NaCl nanoparticles 

could be manipulated with scanning probe lithography on a Si(111) surface to create recognizable 

patterns that could withstand gold-coating via thermal evaporation. Any NaCl nanoparticles not 

completely encased in gold were able to be removed, leaving a recognizable imprint in the deposited 

gold metal. A method for depositing a uniform NaCl layer needs to be pursued, but this proof of 

concept experiment has demonstrated its use as a versatile resist layer for bottom-up metal 

nanostructure fabrication. 

 Chapter 6 summarizes key conclusions from this research and proposes future directions to 

expand what we’ve learned. Locally probing and controlling nanoscale interactions is crucial to 

understanding how heterostructures behave as nanomaterials are incorporated into more 

complicated devices. Increasing the flexibility of fabrication methods is important for scaling up 

nanodevice manufacturing. The research in this dissertation advances knowledge required for using 

nanomaterials for practical applications. 
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Chapter 1: Introduction 

1.1 Nanoscience Background & Motivation 

Nanoscience, a relatively new field of research, has developed rapidly within the last few 

decades. Until the 1930s, it was impossible to see nanoscale features because optical microscopes 

were the best tools for magnifying surfaces. Then, electron microscopies such as transmission 

electron microscopy (TEM)1 and scanning electron microscopy (SEM)2 were designed to image 

surfaces using high-energy electrons. Such techniques could theoretically identify features on the 

angstrom scale, surpassing the resolution of traditional optical microscopes.2 Richard Feynman 

delivered a lecture titled “There’s Plenty of Room at the Bottom” on December 29, 1959 at the 

annual American Physical Society meeting.3, 4 This address is considered to be the first 

nanotechnology lecture, although Feynman never used that phrase directly. In his speech, Feynman 

hypothesized about the uses of miniaturized devices, and even offered $1000 to whomever could 

miniaturize a single book page to be 1/25,000 of its original size.4 Still, nanoscience would not 

become a popular research field until the 1980s. Not only were electron microscopes commercially 

available, but new scanning probe microscopies5, 6 were also developed and capable of atomic 

resolution. Once imaging techniques were in place to observe nanomaterials, the focus shifted 

towards characterizing and optimizing the growth of isolated nanomaterials.  

Much of the nanoscience research between the 1980s and early 2010s was devoted to 

identifying nanomaterials, characterizing their unique properties, and optimizing their growth. 

Nanomaterials are fascinating because their properties change at small dimensions compared to their 

bulk analogs. Metal nanoparticles can absorb different wavelengths of light depending on their size 

and shape.7-9 Metal nanoparticles had been unknowingly used by humans for hundreds of years to 

give vibrant colors in ceramics and stained glass windows.3 Gold10 and silver11 can have antimicrobial 

properties on the nanoscale. Changes in a material’s nanoscale structure can result in different 
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reactivity and catalytic-activity.12-14 New carbon allotropes such as fullerenes (also known as 

buckyballs)15, carbon nanotubes (CNTs)16, and graphene17 were discovered.  

These nanomaterials were the focus of significant scientific interest across the globe. In 

2000, the United States federal government created the National Nanotechnology Initiative (NNI) 

to organize US-based nanoscience research efforts.3, 18 As of 2016, the NNI had distributed over $22 

billion of funding for nanotechnology research.18 In the 2000s, publishers created new, peer-

reviewed scientific journals dedicated to nanoscience. In the mid-2010s, the nanoscience field 

matured from one focused on discovering and synthesizing new nanomaterials to one that is 

working to integrate nanomaterials into functional devices for a wide variety of applications. 

Currently, there is a large demand for smaller, more powerful, and versatile electronic 

devices. So far the development of computer processors has followed Gordon Moore’s 1965 

prediction that the number of transistors on circuit chips should double every two years.19 Experts 

suggest that we are at, or rapidly approaching, a fundamental limit because we are unable to further 

shrink electronic components using current manufacturing techniques.19, 20 Current research is 

dedicated to miniaturizing electronic components by developing molecular electronics21, 22 and 

quantum computers23-25. On the other hand, small, flexible electronics26, 27 are being engineered for 

wearable sensors.27 

 Developing “green” materials can reduce, or ultimately replace, the use of expensive metals 

in devices. Materials can also be engineered to improve a device’s efficiency. Lithium-ion batteries 

are found in almost every modern portable electronic device. While they are beneficial because they 

are rechargeable, lithium-ion batteries are made with transition metals. These transition metals are 

expensive, have limited natural abundance, and there are significant social and environmental issues 

related to mining these metals, particularly cobalt.28, 29 Significant work is devoted to developing 

more sustainable battery materials30 from biomass31, polymers32, 33, and two-dimensional materials.34 
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 Photovoltaic cells, or solar cells, are renewable energy devices that harvest energy from 

sunlight as an alternative to burning fossil fuels. There are efforts being made to improve the 

efficiency and reduce the cost of traditional bulk semiconductor solar cells. Quantum dots are 

nanostructures that absorb visible light due to quantum confinement; their color and absorbance can 

be tuned by changing their size. Semiconductor quantum dots (CdS, PbS, CdSe) are being pursued 

for use in solar cells.35-37 Incorporating quantum dots could increase the photovoltaic device’s 

efficiency due to increased absorption of the sun’s incident radiation and enhanced charge transfer 

within the solar cell.35, 36 In addition, sustainable materials for flexible electronics are being pursued.38 

Self-healing materials39 are an attractive class of materials that could prolong the lifetime of 

electronic devices.  

 Nanoscience is critical for sensing applications as well. “Lab on a chip” (LOC) sensors are 

miniature microfluidic devices that are being developed for point-of-care diagnostics for acute 

diseases or monitoring glucose levels in diabetes patients.40, 41 The goal is for an LOC device to 

provide the same diagnostic information as a medical lab test without utilizing the significant 

instrumentation and amount of resources typically required. At the time of this document’s 

preparation, efforts are underway here at the University of Kansas in Dr. Steven Soper’s lab to 

develop a LOC test for COVID-19.42 

 In addition, metallic nanostructures are integral for the development of plasmonic sensing 

devices. Plasmons are quantized oscillations of free electrons in metals; these oscillations are often 

resonant with visible to near-IR electromagnetic radiation.43, 44 The plasmonic resonance can be 

tuned by manipulating the nanoparticles’ size and shape.44, 45 Any adsorbed material could shift this 

resonance, so plasmonic nanostructures are useful for biological7, 46-48 and gas48, 49 sensing 

applications. 
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Not only does the composition, size, and shape of nanoparticles affect their properties, so 

does their organization when adhered to a surface. The spacing of metal nanoparticles on a surface 

is known to affect their plasmonic resonance50 and electric field enhancement51. The spacing of 

features on a surface is especially important to multivalently bind proteins.52 For use in devices, 

nanomaterials must be in contact, or incorporated, with other materials which could alter the 

nanomaterials’ behavior. Understanding how their properties change, at the nanoscale, due to their 

surface organization and interactions is essential to the development of practical nanodevices. 

The remainder of this chapter discusses background information related to graphene and 

plasmonics, which are two materials considered for use in many different applications. The work in 

this dissertation focuses on locally probing and controlling dopant interactions with a graphene 

substrate, as well as increasing the versatility of fabrication methods for nanoscale metal features. 

Such work is important for bringing viable, manufacturable devices incorporating graphene or 

plasmonics to market.  

 

1.2 Graphene Background Information 

 Graphene is a planar, single-layer of sp2-hybridized 

carbon atoms arranged in a hexagonal lattice; this structure is 

shown in Figure 1.1. Until the early 2000s, it was thought that 

curved carbon structures such as carbon nanotubes (CNTs) 

were the most stable form of atomically-thin carbon.17 In 

2004, Andre Geim and Konstantin Novoselov were the first 

to isolate clean single layers of graphene from graphite using Scotch tape.17 They were awarded the 

2010 Novel Prize in Physics for their work isolating and characterizing graphene.53 Geim and 

Novoselov’s work sparked a massive research effort in understanding graphene and its unique 

Figure 1.1: Planar, hexagonal graphene 
lattice. 
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properties. Graphene is being considered for use in photovoltaics54, 55, catalysis56, 57, energy storage58-

60, and sensing60-63 applications. 

1.2.1 Graphene Preparation Methods 

 Several methods exist to synthesize or isolate graphene sheets; the most common methods 

are discussed in this section. Mechanical exfoliation, or the “scotch tape” method, was the top-down 

approach for isolating graphene used by Andre Geim and Konstantin Novoselov in 2004.17 Graphite 

is composed of stacked graphene layers that are held together by weak van der Waals interactions.64, 

65 Scotch tape can be used to cleave several layers off a graphite surface. This technique is routinely 

used in our research lab to expose a clean graphite surface. Once removed from the bulk substrate, 

the multilayers stuck to the tape were cleaved again then rubbed onto a desired substrate. Mostly 

multilayered graphene sheets were present on surfaces using this method, but single layers were 

identified.17 Mechanical exfoliation in this manner is unsuitable for mass production and produces 

very small graphene films no larger than 10 μm in length and width.17 

 Chemical vapor deposition (CVD) is a bottom-up approach for synthesizing graphene that 

was first demonstrated in 2009 by Rodney Ruoff’s research group.66 A metal film is heated to very 

high temperatures inside a vacuum chamber to anneal the surface, flatten the metal grains, and 

eliminate surface contamination.67 The vacuum environment also reduces surface oxidation of the 

synthesized graphene films.67 Hydrocarbon gas (typically methane) is introduced into the vacuum 

chamber where it reacts to form an active complex. Then, the active complex adsorbs to the hot 

metal substrate where it decomposes. Reaction byproducts desorb and the graphene grains nucleate 

on the surface. This continues until the entire metal surface is covered with a graphene film.67 CVD 

is thought to be the most promising method for scaling up graphene production in industry. Single-

grain graphene sheets with centimeter dimensions have been grown, but growing larger sheets 

introduce grain boundaries and defects.68 CVD growth is also limited to certain metal substrates. 
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Copper66 is the most common substrate, but nickel and cobalt67 have also been used in CVD growth 

of graphene. Furthermore, a complicated procedure is necessary to transfer the graphene film to the 

desired substrate; the “wet transfer” method is most common.69 A polymer layer is deposited on top 

of the graphene film as a protective layer. Then, the entire polymer-graphene-copper sample is 

submerged in a solution that etches away the metal support. The polymer-graphene sheet floats to 

the solution’s surface and the desired substrate can catch the film from below. Finally, the polymer 

resist is removed. This wet transfer method is complicated and presents challenges. The polymer 

residue often introduces contamination onto the graphene that is difficult to remove. 

Polymethylmethacrylate (PMMA) is the polymer most commonly used in this wet transfer method 

but it cannot be dissolved by organic solvents.67 Graphene samples are normally thermally annealed 

to remove the polymer, but contamination often persists after this process.67 A summary of the 

graphene growth mechanisms and strategies to improve CVD synthesis are discussed in recent 

review articles.67, 70 

 Exfoliation of graphite in solvent has also been demonstrated to isolate single graphene 

sheets.71, 72 In brief, graphite is submerged in solvent and subjected to sonication that disrupts the 

weak interlayer van der Waals interactions. This technique allows one to produce graphene sheets 

dispersed in solvent, but the sheets are not very large. Liquid exfoliation produces graphene sheets 

with lateral dimensions between 100 nm – 100 μm.71 In principle, one could deposit the graphene 

sheets on any desired substrate but there is no way to control the orientation of the sheets on the 

surface with this method. Other methods for producing graphene such as electrochemical synthesis, 

unzipping carbon nanotubes, irradiation of highly ordered pyrolytic graphite (HOPG), epitaxial 

growth on silicon carbide (SiC), and the chemical reduction of graphene oxide (rGO) are 

summarized in recent reviews.73, 74 
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 Each graphene preparation method has its drawbacks. At this time, we are unable to 

produce large, defect-free graphene sheets in a manner than can be used for mass production. This 

is limiting graphene’s widespread implementation, but research is being done to improve graphene 

growth. 

1.2.2 Graphene’s Native Properties & Electronic Band Structure 

 Graphene has unique properties for such a thin, carbon-based material. First, it is 

conductive. The out-of-plane 2pz atomic orbitals, that are not involved in the sp2 hybridization, 

overlap in a side-on fashion allowing delocalized π-electrons to flow across the sheet.75 Graphene 

has a high charge carrier mobility that is measured to be between 10,000 – 200,000 cm2/(Vs) at 

room temperature.17, 76 Because it is only a single-atom thick, it is mostly optically transparent. 

Graphene was found to absorb only 2.3% of incident white light.77 Graphene is also remarkably 

strong and flexible for an atomically thin sheet. It was measured to have a Young’s modulus of 1.0 

TPa and a tensile strength of 130 GPa.78 For reference, Kevlar (a material used for bulletproof vests) 

has a tensile modulus of 70,500 MPa (0.0705 TPa) and a tensile strength of 3,600 MPa (3.6 GPa).79 

Furthermore, graphene is made out of carbon – an abundant, nontoxic material. 

 Graphene also has a unique electronic band structure. At the Dirac points, the valence and 

conduction bands meet but do not overlap in energy.75, 80 Therefore, graphene is known as a “zero 

bandgap semiconductor”. Graphene’s band structure makes it very sensitive to dopants. P-type 

doping the graphene (withdrawing electron density) would deplete graphene’s valence band, create a 

bandgap, causing semiconductor-like behavior. On the other hand, adding n-type dopants (donating 

electron density) would populate the conduction band and cause metallic behavior. This behavior is 

illustrated in Figure 1.2. 
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Figure 1.2: Two-dimensional picture of graphene’s band structure at Dirac point. (a) Pure graphene. (b) P-type doping 
depletes electron density in valence band, opening a bandgap resulting in semiconductor-like behavior. (c) N-type 
doping adds electron density the conduction band, resulting in metallic-like behavior. 

 Despite synthesis challenges, graphene’s unique properties make it attractive for a wide 

variety of applications that are summarized in recent review articles.57, 59, 60, 63, 81-83 Some specific 

examples are listed here. First, graphene is of interest to energy-based applications. Indium tin oxide 

(ITO) is a material commonly used in dye-sensitized solar cells and transparent electrodes.59, 63, 81, 84 

Indium is a rare metal, therefore ITO is an expensive material. Transparent, flexible, and conductive 

graphene is an attractive alternative to costly, brittle ITO.54, 55 Graphene has also been engineered for 

use as a capacitor or electrode in batteries to improve energy storage capabilities.58, 59, 81, 85 Graphene 

could serve as an inexpensive alternative catalyst for oxygen reduction reactions (ORR)56, 60 and 

hydrogen evolution reactions (HER)63, 86; this is particularly useful for fuel-cell development. 

 Graphene is also being developed for sensor applications.60, 63, 82 Some specific examples 

include graphene-based sensors used to study pathogenic interactions87, detect H2S gas (toxic to 

humans)88, protein binding studies89, and electrochemical detection of targeted biomolecules.61 
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 Again, a fundamental understanding of graphene’s behavior and tailored manipulation of its 

properties is needed to improve device efficiency. For most of these applications, graphene’s native 

properties must be modified to improve its performance. Specifically, doping of the graphene is 

necessary to modify its electronic properties. 

1.2.3 Previous Studies Regarding Graphene Doping 

 The work function (Φ) of a material is defined as the amount of energy required to 

completely remove an electron from a solid. Pure graphene is estimated to have a work function of 

about 4.4 eV.90 As stated previously, graphene’s unique electronic band structure makes it very 

sensitive to doping. P-type dopants remove electron density, thereby increasing the work function 

and shifting the Fermi level to higher energy. N-type dopants increase electron density, thereby 

decreasing the work function and shifting the Fermi level to lower energy. In principle, graphene 

could be tailored to behave as either a semiconductor or metal with the proper dopants. Much 

research has been devoted to graphene doping and is summarized in recent review articles.83, 91-96 

Typical techniques used to characterize graphene dopants and their effect on the work function such 

as Raman spectroscopy97-101, electrochemical sensors102, field effect transistors (FETs)103-107, IV 

curves108, and photoelectron spectroscopy109-111 are bulk measurements. These bulk measurements 

look at the doping effect over the entire graphene sheet, instead of at the dopant site. Little of this 

work is spatially resolved at the nanoscale. 

 Permanent modification to the graphene lattice can induce work function changes. For 

example, chemisorbed dopants can covalently functionalize graphene’s surface.112, 113 Structural 

changes induced by ion irradiation114, UV irradiation103, or nanolithography108 can also modify 

graphene’s work function.  These methods induce permanent structural damage to the graphene 

lattice. Covalent functionalization typically reduces graphene’s conductivity due to changing the 

carbon’s hybridization from sp2 to sp3, which disrupts the conjugation of the π-system.96  
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 We are primarily interested in studying dopants that do not permanently alter the graphene 

lattice. Physisorbed molecules are known to modify graphene’s work function without damaging the 

lattice itself. Adsorbed molecules adhere through weak van der Waals interactions, but the strength 

of adsorption can be increased by using molecules that can π-stack against the graphene lattice.83, 96, 97 

Examples of π-stacking adsorbants that have been investigated on graphene or graphite are 

anthracene- and naphthalene-based molecules98, the azobenzene methyl-orange dye99, and ruthenium 

metal complexes with pyrene anchors.115 Even material trapped between a graphene sheet and its 

substrate can cause work function modification. Existing evidence supports that water intercalated 

between the graphene sheet and its support affects its work function.114, 116 

 The doping methods mentioned here generally shift the work function up or down in energy 

by hundreds of milli-electron volts. Doping of graphene has been extensively demonstrated, but 

more work needs to be done in order to systematically control its magnitude and direction. For 

covalent and structural modification, the direction of the work function change is thought to be due 

to the nature of molecules covalently bound to defect sites. Several factors can influence the 

direction and magnitude of doping with noncovalent functionalization and these are described in 

more detail below. 

 As stated earlier, the work function (Φ) is traditionally defined as the amount of energy 

required to pull an electron completely away from a solid. This can be related to the material’s 

chemical potential (μ) and surface dipole (D),109, 110 as shown in Equation 1: 

Φ ∝  𝜇 + 𝐷         (1) 

The surface dipole exists because the surface atom’s nuclei are fixed at the surface while electron 

density extends a bit beyond the nuclei’s position.110 The chemical potential is a bulk quantity that is 

not affected by surface modifications, but surface adsorbants can modify the surface dipole thereby 
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locally modifying the metal’s work function.110 For weakly bound physisorbed molecules on metals, 

there are three possible ways to modify the work function:109-111 

1. Push-back or pillow effect: The surface dipole is reduced due to Pauli repulsion between 

electrons in the adsorbate and substrate. 

2. Integer Charge Transfer: Electrons can tunnel between the adsorbate and substrate. The 

direction of tunneling depends on energy level alignment. This is shown in detail in 

Figure 1.3. 

3. Additional modification of surface dipole. 

 

Figure 1.3: Energy level alignment between dopant and metal substrate for integer charge transfer model. EF indicates 
the metal’s Fermi level. Ev is vacuum. (a) No doping behavior. (b) N-type doping behavior. (c) P-type doping behavior. 

In the integer charge transfer model, energy level alignment between the substrate and adsorbate are 

critical. If the metal’s Fermi level is in between the dopant’s frontier molecular orbitals’ (FMOs) 

energies (Figure 1.3(a)), then no charge transfer occurs assuming that there is not enough thermally 

available energy to excite electrons. If the dopant’s highest occupied molecular orbital (HOMO) is 

above the metal’s Fermi level (Figure 1.3(b)), electron transfer from the dopant to the metal can 
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occur (n-type). If the dopant’s lowest unoccupied molecular orbital (LUMO) is lower than the 

metal’s Fermi level (Figure 1.3(c)), electron transfer from the metal to the dopant can occur (p-type). 

It is difficult to extract which of these mechanisms is most important in current literature.  

Investigated physisorbed dopants are difficult to modify to systematically tune their interaction with 

graphene. Furthermore, most techniques used to characterize graphene dopants and their effect on 

the work function are bulk measurements. Most studies report doping occurs but exclude 

explanation for their observed doping magnitude and direction. Studies of dopant-graphene 

interactions on the molecular scale are needed to further probe how these dopants locally modify 

graphene’s electronic properties in order to control the modification. 

 

1.3 Overall Goals 

 This work focuses on understanding and manipulating nanoscale interactions in order to 

bring efficient nanodevices to market using versatile fabrication methods. Chapters 3 and 4 describe 

work related to locally probing tunable, physisorbed dopants for graphene. Chapter 5 focuses on 

designing a patternable salt-based resist layer that can withstand high temperature metal deposition. 

 Azulene is a unique conjugated organic molecule that has complimentary frontier molecular 

orbital (FMO) density. By placing substituents at strategic locations around the azulene framework, 

the energy of the highest occupied molecular orbital (HOMO) or lowest unoccupied molecular 

orbital (LUMO) can be independently tuned. We proposed using such molecules as a tunable 

dopant for graphene that could physisorb to the substrate without decreasing its native conductivity. 

Azulene-based molecules provide a systematic method for studying how shifting the dopant’s 

frontier energy levels could locally modify the substrate’s work function. In all experiments 

presented in this dissertation, highly ordered pyrolytic graphite (HOPG) was used instead of 

graphene. HOPG is an ideal substitute for graphene because they are chemically identical, have 
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similar electronic properties, and HOPG substrates are more consistent than graphene. A more 

detailed comparison of the two substrates is included in the beginning of Chapter 3. 

 Chapter 3 summarizes efforts to optimize deposition conditions of azulene and its structural 

isomer, naphthalene, onto graphite in addition to characterizing their interaction with the substrate 

using scanning probe microscopy. Noncontact atomic force microscopy (NCAFM) is used to 

provide local topographical images of these molecules adsorbed to graphite. We were interested in 

observing the surface coverage of these molecules and identifying how isolated adsorbates interact 

with the surface. Kelvin probe force microscopy (KPFM) was done simultaneously with NCAFM to 

map the relative, local effect of the adsorbed molecules on graphite’s local work function as well as 

to determine the lateral dimensions of the doping effect. In Chapter 4, we repeated these 

experiments using substituted azulenes. This work provides local information about how an isolated, 

physisorbed dopant modifies surface properties that is currently lacking in literature. Furthermore, 

using azulene-based molecules could potentially provide a level of control over the magnitude and 

direction of the local doping effect that has not been fully explored. This work investigates whether 

we observe a change in the local doping effect by adsorbing different substituted azulenes onto a 

graphite surface. Having control over how a dopant modifies a substrate’s electronic properties 

allows us to engineer a material’s behavior for a desired application. 

 While Chapters 3 and 4 focus on studying the arrangement and properties of dopants on the 

molecular level, Chapter 5 is related to controlling the specific orientation of metal nanostructures 

on a surface. The work in Chapter 5 aims to increase the versatility of metallic nanostructure growth 

for plasmonic applications. Plasmonic sensing devices require precise control over the size, 

placement, and orientation of metallic nanostructures on a substrate. Common lithographic 

techniques utilize patternable organic resist layers for bottom-up metal nanostructure fabrication. 

However, these organic resist layers sometimes require specific substrates, are difficult to remove, 
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and decompose under high-heat conditions. We conducted a proof of concept experiment using 

NaCl as a novel resist layer that could, in principle, physisorb to any substrate, potentially withstand 

high-heat metal deposition conditions, and be easily removed with a water rinse. We tested if such a 

layer was patternable using scanning probe lithography, thereby allowing us to control the 

dimensions and placement of metal nanostructures grown on the surface. And finally, we tested if an 

NaCl resist layer could withstand high temperature metal deposition conditions and create defined 

metal features on a substrate. Using such a versatile resist layer would increase the viability of 

manufacturing metal nanostructures on a large scale, bringing us closer to having profitable 

plasmonic sensing devices in market. 

 The purpose of the research presented in this dissertation is to understand, and control, local 

nanoscale modifications at interfaces. By mapping the effects of single molecules physisorbed to a 

surface, we aimed to explain how a dopant’s structure dictates its effect on the local work function. 

We also developed a novel resist layer that increases the versatility of bottom-up metal nanostructure 

fabrication. Understanding and controlling nanomaterial’s behavior as they are incorporated into 

more complicated devices is essential to rapidly bring practical implementations of nanomaterials to 

market. 
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Chapter 2: Methods & Instrumentation 
 
2.1 Summary 

 This chapter provides a brief overview of the theory and implementation of versatile atomic 

force microscopy (AFM) techniques relevant to this work. Contact- and tapping-mode AFM were 

used to map samples’ topography in ambient conditions. Contact AFM was also used as a 

nanolithography tool to create nanoscale patterns on surfaces. In an ultrahigh vacuum environment, 

noncontact AFM (NCAFM) was operated simultaneously with Kelvin probe force microscopy 

(KPFM) to obtain topography and surface potential maps of molecules adsorbed to graphite. 

Previously published literature has used KPFM to map surface potential changes from relatively 

large features or domains of densely packed molecules. We have shown that KPFM can also be used 

to map local surface potential modifications from small, isolated, physisorbed organic molecules at 

the molecular scale. 

 

2.2 Overview & Development of Scanning Probe Microscopy 

 This chapter describes the theory and implementation of scanning probe microscopy (SPM) 

techniques integral to the research presented in this dissertation. Scanning tunneling microscopy 

(STM), the first scanning probe technique, was developed in 1982 by Gerd Binnig and Heinrich 

Rohrer at IBM.1 STM allowed researchers to clearly map features with nanoscale, or even atomic, 

dimensions. Now, STM is as essential tool in surface science and nano-related research. 

STM utilizes electron’s quantum behavior to obtain better resolution than traditional optical 

microscopy. A sharp, conductive probe tip, typically made from tungsten (W) or a platinum-iridium 

(PtIr) alloy, is lowered close to a conductive surface without making contact. A voltage is applied 

between the tip and sample, forcing electrons to tunnel between them, thereby generating a current. 

This tunneling current is exponentially dependent on the distance between the tip and sample. As 
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the tip is scanned laterally over the surface, the tunneling current is used as a feedback loop to 

maintain the tip’s distance above the sample. A piezoelectric motor adjusts the height of the tip 

relative to the surface to maintain the tunneling current, generating a topographical map of the 

surface. Soon after the first STM-related publication1, atomic resolution was achieved on an 

annealed Si(111) 7x7 surface.2 Extremely sharp STM tips are capable of atomic resolution because 

only electrons at the tip’s apex are involved in tunneling. Binnig and Rohrer were awarded the 1986 

Nobel Prize in Physics for their work with STM.3, 4 

Even though STM is now widely used in surface science research labs,5-8 this technique does 

have some limitations. Only conductive samples can be studied using STM. It is difficult to decouple 

the change in current due to topography from that due to local variations in electronic properties. 

Therefore, we opted to use atomic force microscopy (AFM)-based techniques for research 

presented in this dissertation. 

 

2.3 Atomic Force Microscopy – Imaging Surface Topography 

2.3.1 Contact Mode AFM 

 Atomic force microscopy (AFM) was developed as an analog to STM that could image 

nanoscale features on nonconductive surfaces. It was first developed in 1986 by Gerd Binnig and 

Calvin F. Quate.9 Figure 2.1 shows a schematic of how contact mode AFM operates. A sharp probe 

tip extends beneath a flexible cantilever attached to a silicon chip. A laser is focused on the end of 

the cantilever, above the tip’s position, and reflects onto a position sensitive photodetector (PSD). 

The sample is mounted on the scan stage. Then, unlike STM, the probe tip is brought into contact 

with the surface. As the tip is forced onto the surface, the cantilever bends and moves the laser’s 

position on the PSD. The laser’s deflection is used as the feedback loop to track the surface’s 

topography. A piezoelectric scanner moves the sample laterally underneath the tip. A Z-piezoelectric 
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motor moves the tip up or down depending on the cantilever’s deflection thereby generating a 

picture of the surface’s topography. For data in this dissertation, contact AFM images were collected 

using a Digital Instruments Atomic Force Microscope with a Nanoscope J scanner. 

 

Figure 2.1: Tracking topography with contact mode AFM. (a) Overall layout of the system. Laser is focused onto the 
end of a flexible cantilever that is reflected onto a position sensitive photodetector (PSD). The sample is moved 
underneath the AFM tip by the piezoelectric scanner. (b) The topography is mapped by changes in the laser’s position 
on the PSD. This image was originally created by Dr. Sasanka Ulapane10 and is used with his permission. 

 The amount of force applied underneath the tip depends on the cantilever’s force constant 

(stiffness) and its deflection. Silicon nitride tips (NP-S) from Bruker were used for contact mode 

imaging in this work. These cantilevers have a force constant (k) of 0.06 N/m; they are very flexible 

and unlikely to damage a robust surface. Using stiffer probes such as diamond-like carbon (DLC) 

tips (k ~40 N/m) can exert enough force to damage a surface. Nanolithography uses stiff AFM 

probes to intentionally create features on surfaces. This is done routinely in our research lab to 

selectively pattern areas of self-assembled monolayers.11, 12 Nanolithography was used for the work 

presented in Chapter 5 that focuses on patterning salt-based resist layers for metal nanostructure 

growth. 

2.3.2 Tapping Mode AFM 

 Another way to track surface topography is to use tapping mode AFM, also known as 

intermittent contact AFM.6, 7, 13 This technique is useful for imaging soft samples, samples with 
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weakly adsorbed compounds, or a surface that can be damaged with contact AFM.14 For this work, 

tapping AFM images were collected on a Digital Instruments Multimode AFM with a Nanoscope 

IIIa controller. As with contact AFM, a laser is focused onto the back of a cantilever. A tip extends 

towards the surface underneath the cantilever. When the probe is far away from the surface, it is 

oscillated just below its natural resonance frequency. Stiffer cantilevers, compared to those used in 

contact AFM, are typically used for their relatively large resonance frequencies (> 1 kHz). A higher 

resonance frequency ensures that a particular location is sampled well before the tip laterally moves 

to another spot on the surface. For this work, Tap300DLC tips from BudgetSensors were used; 

these tips have a 300 kHz resonance frequency and a force constant (k) of 40 N/m. 

 

Figure 2.2: Tracking topography with tapping mode AFM. (a) Overall layout of the system. Laser is focused onto the 
end of a flexible cantilever that is reflected onto a position sensitive photodetector (PSD). The sample is moved 
underneath the AFM tip by the piezoelectric scanner. (b) The topography is mapped using changes in the tip’s oscillation 
amplitude. The oscillation amplitude is dampened as it intermittently interacts with the surface. This image was originally 
created by Dr. Sasanka Ulapane10 and is used with his permission. 

 Figure 2.2 shows AFM operation in tapping mode. When the tip is far away from the 

surface, the AFM controller measures the tip’s oscillation amplitude at its natural resonance 

frequency As the tip approaches the surface, its oscillation amplitude is dampened as it begins to feel 

long-range interactions with the sample. The tip is lowered until it intermittently contacts the surface 

as it oscillates. The lowering of the tip’s oscillation amplitude is used as the feedback loop to 

monitor surface topography. As with contact mode imaging, the sample is moved laterally 

underneath the tip and a Z-piezoelectric motor adjusts the tip’s height to maintain the feedback 
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loop. In this work, tapping AFM was used to try to capture images of weakly physisorbed 

adsorbants on graphite. 

2.3.3 Noncontact Atomic Force Microscopy 

 Noncontact atomic force microscopy (NCAFM)15 is similar to tapping AFM, except the tip 

tracks surface topography without ever touching the surface. NCAFM is useful for imaging sensitive 

samples that are damaged with contact or tapping AFM. In this work, all NCAFM images were 

collected using a UHV350 AFM/STM with an R9 controller from RHK Technology.16 This beetle-

style microscope, shown in Figure 2.3,  was contained within an ultrahigh vacuum (UHV chamber) 

kept at pressures on the order of 10-10 torr. The scan head is lowered to rest on a sample stage, and 

three piezo legs move the scan head to image the sample. Cantilevers with high resonance 

frequencies (> 75 kHz) are required for this technique. For this work, NCHPt tips from 

Nanoworld17 (k: 40 N/m, f0: 300 kHz) were used to collect all images. Detailed instructions for 

operation, maintenance, and troubleshooting this system are included in a separate user manual that 

is available in the lab. 

 

Figure 2.3: RHK UHV350 AFM/STM Instrumentation. (a) UHV chamber that contains scan head. (b) Internal view of 
sample stage and scan head inside the UHV chamber. The sample is loaded onto the stage and the beetle scan head is 
lowered onto the sample mount. In this picture, there is no sample loaded onto the stage and the scan head is locked in 
its storage position. 
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The tip is oscillated at its natural resonance frequency when far away from the sample. As 

with tapping AFM, the tip’s oscillation is affected when it gets closer to the surface. However, the 

long-range interactions between the tip and sample are important to this technique as the tip is never 

brought into contact with the surface. There are two feedback loops that could be used to track 

surface topography in NCAFM. The microscope can use the amplitude dampening to track the 

surface topography while keeping the resonance frequency constant; this is known as amplitude 

modulation noncontact atomic force microscopy (AM-NCAFM). Or, the drop in resonance 

frequency (while keeping the oscillation amplitude constant) can be used to track the surface 

topography; this is known as frequency modulation noncontact atomic force microscopy (FM-

NCAFM). Both feedback loops adjust the tip’s position to maintain the predetermined setpoint 

from the user. Figure 2.4 illustrates how both feedback modes track surface topography.18 

 

Figure 2.4: Depiction of noncontact atomic force microscopy (NCAFM) in (a) amplitude-modulation and (b) frequency 
modulation modes. Reprinted with permission from Reference 18. © 2011 Elsevier. 

The resolution of this technique is related to the tip’s quality factor (Q) during oscillation.18 

The quality factor (Q) is the ratio of the tip’s natural resonance frequency (f0) to the full-width-half-

maximum of the resonance frequency’s peak (Δf), as shown in Equation 1: 

𝑄 =
𝑓0

∆𝑓
          (1) 
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While NCAFM can be done in ambient conditions, the quality factor is much higher in vacuum 

because the ambient air does not dampen the tip’s oscillation. Standard, uncoated silicon NCAFM 

tips can routinely achieve quality factors of, or greater than, 50,000 in vacuum; this is about 500 

times larger than their quality factor in air.18 

A larger quality factor essentially means 

that the resonance peak is sharper. Taking 

NCAFM images in vacuum increases the 

resolution and sensitivity due to the larger 

quality factor, and reduces the presence of 

surface contamination on the sample.19 

Figure 2.5 shows an example of two 

resonance peaks with different quality 

factors at the same resonance frequency. 

 The microscope’s response time for changes in the tip’s oscillation amplitude and frequency 

are different.18 Equation 2 shows the expression for the timescale of changes in amplitude (τAM) 

during AM-NCAFM and Equation 3 shows the equivalent expression for changes in frequency (τFM) 

during FM-NCAFM. 

𝜏𝐴𝑀 ≈
2𝑄

𝑓0
      (2)  

𝜏𝐹𝑀 ≈
1

𝑓0
      (3)  

Both expressions depend on the tip’s resonance frequency (f0), but only τAM depends on the quality 

factor (Q). Responses in amplitude modulation become much slower in UHV conditions due to the 

high quality factor.20 In UHV conditions, FM-NCAFM allows for higher resolution images taken 

with faster scan speeds. Therefore, FM-NCAFM was exclusively used in this work. 

Figure 2.5: Two example resonances centered at the same 
resonance frequency (f0). The full width at half maximum (Δf) 
is labeled for both peaks. The blue curve is like an AFM tip’s 
resonance in vacuum, while the pink curve is similar to 
ambient conditions. 
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 2.4 Mapping Local Surface Potential with Kelvin Probe Force Microscopy 

 Atomic force microscopy (AFM), originally used to map surface topography, has been 

expanded to study other surface properties. Examples of other AFM-based techniques include 

lateral force microscopy, magnetic force microscopy, and conductive atomic force microscopy. 

These techniques, and many others, are described in various textbooks.6, 7, 13, 21 Kelvin probe force 

microscopy (KPFM), also known as scanning Kelvin probe microscopy (SKPM), is an AFM-based 

technique that spatially maps the sample’s surface potential. KPFM was first used by M. 

Nonnenmacher in 1991.22 This technique is integral to work presented in Chapters 3 and 4. 

2.4.1 Theory Behind Kelvin Probe Force Microscopy Operation 

 In ambient conditions, KPFM operates in a “two-pass lift mode”.23  Topography is 

measured in the first pass over a scan area. Then, the scan head is lifted and traces the previously 

measured topography while measuring the surface potential.23 On the other hand, using KPFM in 

vacuum allows for simultaneous collection of the topography (with NCAFM) and surface potential 

images in a single pass. Single-pass KPFM was exclusively used in this work. A conductive AFM 

probe is required for KPFM imaging, but the samples themselves do not need to be conductive. For 

our work, NCHPt tips from Nanoworld17 were used. These tips are coated with a conductive PtIr 

alloy and have a natural resonance frequency around 300 kHz.  

 KPFM measures the contact potential difference (CPD), also known as the surface potential, 

between the tip and the sample.24 The CPD (VCPD) is directly related to a sample’s work function24 

and is described by Equation 4: 

𝑉𝐶𝑃𝐷 =
Φ𝑠𝑎𝑚𝑝𝑙𝑒 − Φ𝑡𝑖𝑝

𝑒
          (4)  

Φsample and Φtip are work functions for the sample and tip, respectively, and e is the elementary 

charge of an electron. Scanning the tip over an area allows one to spatially map local changes in the 
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sample’s surface potential which are directly attributed to local work function modifications, 

assuming the tip’s work function remains constant throughout imaging.  

 As the tip is lowered towards the surface, it experiences a long-range electrostatic force.18 To 

measure this electrostatic force (Fel), a second feedback loop operates simultaneously with the 

topography feedback loop (NCAFM). The electrostatic force (Fel) is described in Equation 5: 

𝐹𝑒𝑙 =
1

2

𝜕𝐶

𝜕𝑧
[(𝑉𝐶𝑃𝐷 − 𝑉𝐷𝐶) + 𝑉𝐴𝐶 sin(𝜔𝑡)]2     (5)  

𝜕𝐶

𝜕𝑧
 is the gradient of the capacitance as a function of tip-sample distance. An AC bias (Vac) is 

modulated at frequency ω (separate from the tip’s natural resonance frequency used to track 

topography). The electrostatic force is minimized when an applied DC bias (VDC) is equal to the 

contact potential difference (VCPD) between the tip and the surface. Applying this DC bias allows 

one to nullify, and therefore measure, VCPD.  

 Like NCAFM, KPFM can be operated using amplitude modulation (AM-) or frequency 

modulation (FM-). AM-KPFM measures the electrostatic force (Fel) directly. AM-KPFM requires 

longer scanning times, as does AM-NCAFM. Furthermore, directly measuring the long-range 

electrostatic force can convolute tip-sample interactions with sample-cantilever interactions.18, 25 On 

the other hand, FM-KPFM detects the gradient of the electrostatic force. This gradient changes the 

most at the tip’s apex, so it eliminates the convolution of longer-range contributions to the 

electrostatic force.18, 25 Faster scan times can be implemented with FM-KPFM as well. Our RHK 

microscope is designed to use “frequency modulation sideband” detection in KPFM.25 Instead of 

demodulating the KFPM signal from the topography signal, the KPFM signal is detected on a 

sideband (f0 + ω) of the tip’s natural resonance frequency (f0) that is generated when the AC bias is 

applied (ω).18 
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2.4.2 Uses of Kelvin Probe Force Microscopy in Literature and Our Lab 

 Although KPFM is not a widespread technique in surface science labs yet, it has been used 

to spatially map work function variations on surfaces in published literature. Work functions of 

homogenous scan areas can be measured, so long as the tip’s work function has been calibrated 

using another known material.26 This KPFM calibration technique has been used to measure the 

local work functions of self-assembled monolayers (SAMs) chemisorbed to surfaces. Researchers are 

interested in how the dipole moment of the molecules within the SAM affect the surface’s work 

function. The molecules’ dipole moment can be varied by changing the terminal functionality.27, 28 

Michael Zharnikov’s research group at Heidelberg University has published several articles using 

KPFM to track surface potential changes when the placement and orientation of polar 

functionalities within SAMs are modified.28-30 Their work changes the terminal functionalities28, or 

modifies the placement and orientation of polar pyridine groups within the SAM29, 30, to change the 

molecules’ dipole moment. The substrate, composition of the monolayer, and the constituent 

molecule’s dipole moment all play a role in modifying the surface’s work function. In one 

publication, Zharnikov’s group changed the dipole moment of aromatic molecules that chemisorbed 

to indium tin oxide (ITO) through phosphonic acid anchoring groups; they were able to modify the 

surface’s work function by as much as 0.5 eV.29 In another publication, changing the dipole moment 

of thiol SAMs on gold were able to shift the surface’s work function by as much as 1.0 eV.30 

 KPFM has also been applied to heterogeneous surfaces to provide relative information 

about the differences in surface potential of various features within one scan area. The topography 

and surface potential of incomplete domains of self-assembled monolayers, hundreds of nanometers 

in lateral dimensions, have been mapped with KPFM.31-33 Molecules transition between different 

orientations (tilted, parallel, disordered) relative to the surface as they self-assemble into monolayers. 

Different relative KPFM contrast is observed when comparing ordered phases; this is attributed to 
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changes in the molecules’ native dipole moment orientation relative to the surface.32, 33 Consistent 

with other published work, the sign and magnitude of the relative KPFM contrast depends on the 

substrate, monolayer composition, and SAM orientation relative to the surface. Ordered domains of 

mercaptohexadecanoic acid on gold were measured to have local surface potentials 50 mV more 

positive than the bare gold substrate.32 On the other hand, different phases of terphenylthiol 

monolayers on gold exhibited local surface potentials a few hundred mV different than the bare 

substrate; the local work function could be increased or decreased depending on the molecules’ 

orientation relative to the surface.33 

 KPFM, in conjunction with topographical mapping, has been applied to correlate surface 

morphology to measured local work function differences. Topography and surface potential images 

of crystalline titanium dioxide (TiO2) show areas of charged, subsurface defects; these charged 

regions repel adsorbed hydrogen adatoms.34 Domain boundaries of organic semiconductor thin 

films, known to inhibit charge transport, show KPFM contrast.35 KPFM helped identify two 

predominant domains that form during MgO thin film growth on a silver substrate; each domain 

exhibited a different relative surface potential contrast (± 50 mV) compared to bare silver. Single 

layer and bilayer graphene are measured to have different work functions with KPFM.36  

 Environmental effects on surfaces have also been mapped with KPFM. The relative surface 

potential between palladium nanoparticles (PdNPs) and bare graphite was shown to decrease by 0.5 

V over the course of a week inside an ultrahigh vacuum chamber.37 Because the nanoparticles’ shape 

does not change over this time, the shift in work function is attributed to adsorbed contamination 

on the surface.37 Preparing exfoliated graphene on mica in ambient, humid conditions traps water in 

between the graphene sheet and substrate.38 Removing the intercalated water from the graphene 

flake’s edges through heating was shown to locally decrease the work function by about 1.0 eV with 
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KPFM.38 KPFM has also been used to map the effects of ambient, atmospheric contamination on 

graphite’s local work function.19  

 KPFM has been used to track changes in materials’ behavior when exposed to light. The 

local work function of dye-covered crystalline titanium dioxide (TiO2) surfaces decreased by 0.14 eV 

when irradiated with light.39 This change was attributed to photoinduced electron transfer from the 

dye to TiO2 and a change in the dye’s dipole moment upon exposure to light.39 The surface potential 

of an InN substrate drops when exposed to UV light but recovers once the light is turned off.40 The 

InN surface potential dropped between 15 mV – 300 mV, and experienced less of a decrease when 

exposed to higher intensity light.40 The local surface potential of an array of gold nanodisks on 

silicon shifted when exposed to light; this phenomenon is thought to be due to changes in localized 

plasmons on the nanostructures.41 KPFM has mapped local surface potentials of bulk organic 

heterojunctions, of interest for photovoltaics applications, before and after exposure to light.42  

 Because KPFM maps surface potential, it has been used to map charge distribution over 

relatively large features. Permanent and variable surface charges in domains of clay nanoparticles, 

often hundreds of nanometers wide, have been mapped with KPFM.43 Permanent surface charges 

are attributed to cations from minerals within the clay, while variable charges are attributed to 

ambient conditions (exposure to water, pH).43 The surface potential of isolated, bicomponent, p-n 

junction nanorods adsorbed on graphite has been imaged with KPFM.44   The ends of these 

nanorods, 100 nm in total length, exhibited surface potential contrast that was correlated to 

composition differences within the nanostructure.44 KPFM was utilized to attempt to map the 

charge distribution along single, isolated, avidin proteins (58 kDa) and DNA strands adsorbed to 

silicon.45 The avidin protein had a surface potential that was 10 mV more positive than the bare 

silicon substrate, while the DNA strand had a -150 mV relative surface potential.45 But, detailed 
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charge distribution within the molecular boundaries was unable to be resolved with KPFM even on 

these relatively large biomolecules.45 

The work presented in Chapters 3 and 4 of this dissertation uses KPFM to track local 

surface potential changes of small, isolated azulene derivatives adsorbed on highly ordered pyrolytic 

graphite (HOPG). We take KPFM surface potential images, simultaneously with NCAFM 

topography images, in a single pass using our RHK UHV350 AFM/STM system. Figure 2.6 shows 

representative topography and surface potential images of freshly cleaved HOPG collected with our 

RHK microscope. We observe KPFM contrast that correspond to step edges in the topography 

image, which is consistent with other published KPFM images of graphite.46 Graphite’s external step 

edges, that are exposed to ambient conditions, are oxidized and chemically distinct from the 

surrounding terraces (as discussed in Chapter 3). 

 

Figure 2.6: Representative images of freshly cleaved highly ordered pyrolytic graphite (HOPG) taken on the RHK UHV 
SPM system in our lab. (a) 500 nm x 500 nm NCAFM topography image, taken with a 500 nm/s scan rate, and (b) its 
corresponding surface potential image. 

 KPFM’s utility has been demonstrated in published literature but has been applied to limited 

circumstances. Either complete, or incomplete domains with lateral dimensions on the order of or 

greater than 10 nm, of self-assembled monolayers have been mapped with KPFM. In either case, 

molecules are very densely packed and single molecule effects cannot be resolved. KPFM’s use on 

isolated features has been restricted to relatively large metal nanoparticles (with lateral dimensions 10 

– 100s nm) or bulky biomolecules. Furthermore, studies using KPFM to map effects of 
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systematically controlling the magnitude and direction of local surface potential modifications are 

limited to chemisorbed systems such as self-assembled monolayers.  

The work presented in Chapters 3 and 4 utilized KPFM to locally map a novel dopant-

substrate system. The topography and surface potential of isolated azulene-based molecules 

adsorbed to graphite are imaged. Azulene-based dopants potentially provide a systematic way to 

locally dope a carbon surface (graphene or graphite) simply through physisorption, rather than 

chemisorption. Typically, doping effects on carbon substrates (graphene or graphite) are measured 

with bulk techniques. Here, KPFM is used to locally map how single, isolated physisorbed molecules 

affect a surface’s work function. KPFM provided information about the local doping-substrate 

interaction site that is currently lacking in literature. 
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Chapter 3: The Effect of Azulene on the Local Work Function of 
Graphite – Baseline Behavior for a Novel, Tunable Dopant 
 
3.1 Abstract 

 Graphene is the subject of a large research initiative to develop it for applications in 

photovoltaics, batteries, catalysis, and sensors. In most cases, graphene’s electronic properties need 

to be modified to fit a particular application. Although doping of graphene is widely known to 

occur, most doping studies are bulk measurements. In order to tailor adsorbants to control the local 

doping effect, a more local, fundamental understanding of how doping occurs at the interaction site 

is required. We propose using azulene-based molecules as dopants for graphene because azulene is a 

planar, conjugated molecule that can π-stack with the graphene lattice and it has independently 

tunable frontier molecular orbitals. This chapter focuses on optimizing deposition conditions for 

such molecules and obtaining a baseline knowledge of azulene’s behavior on the surface. For all 

experiments, highly ordered pyrolytic graphite (HOPG) was used as a substitute for graphene. 

Graphene and graphite have similar chemical and electronic properties, but graphite substrates are 

more consistent and reproducible. Using graphite allowed for reliable comparisons of molecules’ 

behavior between different samples. Noncontact atomic force microscopy (NCAFM) and Kelvin 

probe force microscopy (KPFM) were used simultaneously to map topography and surface potential 

distributions of azulene and naphthalene on graphite. 

 Solvent deposition proved to be unsuitable for coating graphite in azulene because it 

promoted azulene diffusion across the surface, so molecules primarily adsorbed to graphite’s step 

edges. The graphite substrates also sustained damage after extended exposure to the 

dichloromethane solvent. This method also carried a higher risk of depositing contamination on the 

surface. Therefore, we used vapor deposition to coat graphite substrates in azulene molecules. While 

molecules still preferentially adsorbed to the step edges, more isolated molecules were found on the 
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terraces. Topography cross-sectional analysis found that single molecules had heights consistent with 

graphite’s interlayer spacing, suggesting that azulene and naphthalene π-stack flat against the graphite 

lattice. The measured lateral dimensions of single molecules were an order of magnitude larger than 

their true size, due to convolution with the broad AFM tip. 

 For isolated molecules on graphite’s terraces, p-type doping behavior was observed for both 

azulene and naphthalene; azulene had a greater p-type effect on the local surface potential than 

naphthalene. While the integer charge transfer model predicts this p-type doping behavior for 

azulene, it is inconsistent with naphthalene’s observed effect on the surface potential. This suggests 

that charge transfer might not be the only way azulene dopes graphite. The local doping effect on 

graphite did not extend beyond where the dopant was adsorbed on the surface. 

Clusters containing multiple molecules were also found on the surface. Their topography 

varied from cluster to cluster, but their effect on the surface potential was consistent with the single 

molecules. Further work is needed to expand our understanding of this doping behavior. This work 

is continued in Chapter 4, where substituted azulenes deposited on graphite are imaged with 

NCAFM and KPFM. 

   

3.2 Introduction 

3.2.1 Comparisons Between Graphite and Graphene 

 Ultimately, we are interested in quantifying the effect that isolated, physisorbed organic 

molecules have on graphene’s local work function. Graphene samples are time-consuming to 

prepare while having reproducibility issues, as discussed in Chapter 1. Highly ordered pyrolytic 

graphite (HOPG) was used instead of graphene for studies presented in this work. HOPG and 

graphene have very similar properties. Furthermore, HOPG substrates are easily regenerated by 

mechanical cleaving and their surfaces are more consistent than graphene samples. HOPG 
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substrates were used to efficiently optimize deposition methods for these organic molecules while 

also providing a consistent substrate to compare adsorbants’ behavior on the surface. Only HOPG 

was used in these experiments, therefore the terms “graphite” and HOPG are used interchangeably 

in this dissertation. This section compares graphene and graphite’s properties. 

 HOPG is an ordered, layered material composed of stacked graphene sheets. Each layer is a 

planar, two-dimensional sheet of sp2 hybridized carbon atoms arranged in an hexagonal pattern.1, 2 

Figure 3.1 illustrates the intra- and inter-layer structures of sheets in HOPG. Intralayer carbon atoms 

are covalently bound with a carbon-carbon bond distance of 1.42 Å.1 Layers stack on top of each 

other in an AB pattern and are held together with relatively weak van der Waals interactions.1 The 

interlayer spacing in HOPG is 0.34 nm.1 The literature convention for axis labeling in HOPG is also 

shown in Figure 3.1. The “a” and “b” axes are within the plane of a single sheet, while the “c” axis is 

oriented perpendicular to the plane.1, 2 

 

Figure 3.1: Relative positions of stacked layers in HOPG with axes orientations. (a) Top-down view of AB stacking 
pattern. The intralayer carbon-carbon bond distance is labeled. (b) Side view of sheets, with the interlayer distance 
labeled. 

 HOPG is a synthetic material that is formed by decomposing hydrocarbon gas at 2000 °C, 

then annealed by hot pressing the substrate at a temperature between 2800 – 3000 °C using an 

applied pressure between 300 – 500 kg/cm2.1 The resulting HOPG sample is very ordered. 

Individual grains along the “a” axis can be greater than or equal to 10,000 Å in length in HOPG, 

which is much more ordered than naturally-occurring graphite.2 The quality of HOPG samples is 
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determined by their mosaic spread, also known as mosaic angle.3 The mosaic angle is defined as the 

full width at half maximum (FWHM) angular dispersion of the c-axis; this describes how parallel the 

sheets are to each other.3, 4 This value generally ranges from 0.3 – 5.0°, with higher quality samples 

having lower mosaic angles.4, 5 HOPG substrates with lower mosaic angles have larger surface grains 

with fewer defect sites and step edges. HOPG samples are commercially available in a wide range of 

lateral dimensions and thicknesses, depending on the user’s requirements. Square samples typically 

have areas between 7 x 7 mm2 – 2 x 2 cm2; circular samples are also available for purchase.5, 6 The 

thickness of HOPG substrates ranges from 0.7 – 2 mm, so a single sample can be cleaved and used 

for many experiments.5, 6 

Within a layer, each carbon atom has a 2pz atomic orbital that is not involved in intralayer 

bonding.1 These atomic orbitals overlap in a side-on fashion, allowing delocalized π-electrons to 

flow across the layer. Monolayer graphene has a low resistivity, although there are discrepancies on 

the exact value. Some sources report a resistivity between 1.0 x 10-6 – 3.0 x 10-6 (Ωcm) for graphene 

supported on a silicon substrate with a native oxide layer (SiO2).
7, 8 A different source quotes 

graphene’s resistivity to be on the order of 10-4 (Ωcm).9 One must be careful to consider that the 

supporting substrate, environmental conditions, and preparation method can have a significant 

effect on experimental results for this atomically thin material.7, 8 Graphite is also conductive, 

although its conductivity is different depending on the reference axis. The resistivity of HOPG 

across the carbon plane is very low (along a- or b-axis), 4 x 10-5 Ω cm.2 The poor interplanar orbital 

overlap in graphite results in much lower conductivity and higher resistivity perpendicular to the 

carbon sheets (along c-axis), 0.17 Ω cm.2 Along the carbon plane, both graphite and graphene are 

considered conductive.  
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Figure 3.2: Density functional theory (DFT) evolution of electronic band structure at Dirac point from (a) graphene to  
(d) bulk graphite, as more graphene layers are stacked. The Fermi level has been set at zero in all diagrams. Reprinted 
with permission from Reference 10. © 2010 Elsevier. 

 Graphene and graphite also have very similar electronic band structures. Figure 3.2 shows 

the evolution of the electronic band structure around the Dirac point of graphene to bulk graphite, 

as more layers are stacked, obtained from theoretical DFT calculations.10 Two-dimensional cross 

sections of graphene’s valence and conduction bands are shaped like sharp “V”s.10 As discussed in 

Chapter 1, graphene is known as a “zero bandgap” semiconductor because the valence and 

conduction bands meet but do not overlap in energy at the Dirac point.10-12 The electronic bands’ 

shape becomes more parabolic as more layers are stacked.10 In bulk graphite, the valence and 

conduction band have a very small overlap between 0.03 – 0.04 eV.1, 13 Therefore, graphite is 

considered a semimetal.  The work function of this material also slightly changes as more carbon 

layers are stacked. While there is spread in reported literature values, graphite’s work function (4.6 – 



47 
 

4.8 eV)14-17 is generally reported to be somewhat larger than graphene’s work function (4.5 - 4.6 

eV)17-21. As mentioned earlier, one must exercise caution when comparing experimental results for 

graphene because it is such a thin material. The supporting substrate22 or additional metal contacts 

for conductivity studies23 can modify graphene’s work function. Graphene and bulk graphite have 

similar electronic properties, but graphite substrates are more reliable and consistent. 

 The weak interlayer interaction means that graphite layers can be easily separated with 

mechanical force. Graphite is commonly used in pencils where layers slough off during writing, 

leaving markings on paper. Graphite is also a common commercial lubricant used to loosen locks 

because the weakly interacting carbon layers can slip past each other. HOPG can be cleanly cleaved 

using scotch tape to peel away an old, exposed surface.24 Andre Geim and Konstantin Novoselov 

were the first to use this technique to isolate graphene from a bulk graphite substrate. They were 

awarded the 2010 Nobel Prize in Physics for their work isolating and characterizing graphene.25  

Figure 3.3(a) shows a representative noncontact atomic force microscopy (NCAFM) image of a 

freshly cleaved HOPG surface.  

 

Figure 3.3: Representative NCAFM topography image of HOPG. (a) 1.0 μm x 1.0 μm image, taken with a 1.0 μm/s 
scan rate. (b) Cross section through the blue line in (a). 

The surface is predominantly flat and pristine. These flat areas are graphite’s basal planes2, also 

known as terraces. The terraces are chemically inert. It should be noted that the graphite does not 

cleave evenly; multiple layers cleave off at once and tear during the process. These defects, known as 
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step edges, are visible in Figure 3.3(a). The spacing between two terraces, using Figure 3.3(b)’s cross 

section over a step edge, was measured to be 0.34 nm. Our result is consistent with literature values 

for graphite’s interlayer spacing.1, 2 It is not uncommon to see step edges larger than 0.34 nm, if 

multiple layers are cleaved at a particular location.  

 Graphite’s external (exposed to ambient conditions) step edges are considered defect sites. 

Breaking the covalent carbon-carbon bonds at the step edges leaves dangling bonds that are free to 

react with water26 and oxygen in the atmosphere, forming carbonyl2, 27-29, carboxylic,  hydroxyl30, 31, 

and alkyl functionalities. Atmospheric contaminants have also been shown to interfere with graphite 

surface potential experiments conducted in ambient conditions.32 Internal step edges are grain 

boundaries formed during HOPG manufacturing. Because they are not exposed to atmosphere, 

internal step edges are chemically identical to the graphite terraces.33 By conducting experiments in 

ultrahigh vacuum (UHV), it is assumed that any lightly bound material from the ambient 

environment desorbs off the surface. Although the chemically modified, external graphite step edges 

would still be oxidized. 

 HOPG is commercially available, relatively inexpensive, and a more consistent substrate 

than graphene. Graphite is composed of stacked graphene layers, and its terraces are chemically 

identical to graphene. The edges of a graphene sheet, when exposed to air, will also be oxidized like 

graphite’s step edges. Graphite’s surface can be easily and cleanly regenerated by cleaving with 

scotch tape. On the other hand, growing graphene samples is time-consuming and increases the 

contamination risk from sample preparation and transfer. Graphite and graphene share similar 

electronic properties, but graphene’s properties are susceptible to influence from the supporting 

substrate because it is an atomically thin material. Graphite always has a uniform support underneath 

the topmost layers. Therefore, we opted to use HOPG as a model for studying azulene’s interactions 
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with graphene in this work. Using HOPG allowed us to consistently and reproducibly compare 

different dopants’ behavior on the surface.  

3.2.2 Azulene and Naphthalene 

 As discussed in Chapter 1, we are interested in studying dopants that can physisorb to the 

graphene (or graphite) lattice. Such molecules can interact with the substrate without breaking its 

native conductivity. Azulene-based compounds are a unique family of molecules that could π-stack 

with the graphene (or graphite), while providing some control over the interaction. Figure 3.4 shows 

the structure, highest occupied molecular orbital (HOMO), and lowest unoccupied molecular orbital 

(LUMO) for azulene and its structural isomer, naphthalene. 

 

Figure 3.4: Structure and frontier molecular orbitals of structural isomers. Azulene’s (a) structure, (b) HOMO, and (c) 
LUMO. Naphthalene’s (d) structure, (e) HOMO, and (f) LUMO. 

 Both azulene and naphthalene have the chemical formula C10H8, so they are structural 

isomers. Their atom arrangement causes some drastic differences in molecular properties. 

Naphthalene is a completely symmetric, nonpolar molecule. Azulene is a fused 5- and 7-membered 

ring system that has a native dipole moment of about 1.0 Debye.34 The frontier molecular orbitals of 
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azulene, as shown in Figures 3.4(b) and (c), are complimentary to each other. Because these orbitals 

don’t occupy the same space along the carbon backbone there is less repulsion between them; this 

results in a relatively small energy gap between the HOMO and LUMO. Azulene is a blue 

compound and absorbs in the visible region of the electromagnetic spectrum.35 Naphthalene’s 

frontier molecular orbitals, however, occupy the same space along its carbon backbone and 

experience more repulsion. This forces naphthalene’s frontier orbitals farther apart in energy than 

azulene35; naphthalene is a white compound that absorbs in the ultraviolet region of the 

electromagnetic spectrum.36 

 Both azulene and naphthalene are conjugated, planar molecules that could π-stack to the 

graphene (or graphite) lattice. Azulene-based derivatives are of particular interest because azulene’s 

HOMO-LUMO gap can be independently tuned based upon the location and type of substituent on 

the azulene ring.37 Therefore, one could potentially tune the interaction with the graphene (or 

graphite) lattice. This is investigated more in Chapter 4. Naphthalene’s carbon backbone matches 

the graphene (or graphite) lattice, so it is a good control molecule for comparison with azulene. 

3.2.3 Objectives 

 This chapter focuses on analyzing azulene and naphthalene adsorbed on an HOPG 

substrate. First, the deposition method for depositing azulene was optimized. Noncontact atomic 

force microscopy (NCAFM) was performed in an ultrahigh vacuum chamber to map the 

topography and surface coverage of these molecules. Do the molecules adsorb on a preferential 

location on the surface? Are we able to resolve the orientation of the adsorbed molecules relative to 

the surface? Do they π-stack against the graphite lattice, or in some other configuration? 

Topographical cross sections were used to identify isolated molecules. Kelvin probe force 

microscopy (KPFM) was performed simultaneously with NCAFM to map the relative effects of 

these isolated molecules on graphite’s local surface potential. Cross-sectional analysis was used to 
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quantify the local, relative effect on the surface potential, as well as to determine the lateral 

dimensions of the doping effect. Do we observe a contrast change in the local surface potential 

where molecules are adsorbed? If so, is this doping effect confined to, or extend beyond, the 

domains of the adsorbate? Are we able to conclude anything about the mechanism by which these 

molecules dope graphite? 

 
 
3.3 Materials and Methods 

3.3.1 Materials 

 A 7 x 7 mm2 piece of single-sided highly ordered pyrolytic graphite (HOPG) was used as a 

substrate throughout all experiments (ZYB Grade, from K-Tek Nanotechnology). The HOPG 

surface was cleanly cleaved before each experiment using the Scotch tape method24. Large, upturned 

graphite flakes were peeled off the surface with tweezers. Sparsely cleaved substrates were not used 

in order to minimize unwanted surface contamination from the tape or previous experiments. 

 Azulene was synthesized and provided by the Barybin research group38 here at the University 

of Kansas. Naphthalene was also provided from the Barybin group. The Barybin group verified the 

compounds’ purity with nuclear magnetic resonance (NMR) analysis. 

3.3.2 Dropcasting Azulene from Solution onto Graphite Surface 

 Two solvents were used to deposit azulene onto a graphite surface: hexanes and 

dichloromethane (methylene chloride). Both solvents were purchased from Fisher Scientific and 

used without further purification. Only clean glass utensils were used with dichloromethane to avoid 

introducing organic contamination from plastics. 

 A 0.5 mM solution of azulene in dichloromethane and a 3.0 mM solution of azulene in 

hexanes were prepared. A 50 μL glass syringe was used to deposit a few drops of the azulene 

solution onto the freshly cleaved graphite surface; enough solution was deposited to cover the entire 



52 
 

HOPG surface without spilling over the edges (a few μL). A gentle stream of N2(g) was used to 

speed up the solvent’s evaporation. Samples were immediately transferred into an ultrahigh vacuum 

(UHV) chamber. 

3.3.3 Vapor Deposition of Azulene and Naphthalene onto Graphite Surface 

 A clean graphite substrate was placed inside a round 

bottom vacuum flask, along with crystals of the molecule of 

interest. A picture of this setup is shown in Figure 3.5. A house 

vacuum line pumped on the flask for 5 – 10 minutes. Then, the 

flask was sealed and the vacuum line disconnected. An area of 

the flask that had crystals was locally heated using a heat gun, 

causing the molecules to sublime. In the case of azulene, a dark 

blue solid, a blue vapor filled the flask. The inside of the flask 

appeared slightly cloudy as naphthalene sublimed, because 

naphthalene is a white compound. As the vapor cooled, crystals 

would coat the inside of the flask including the HOPG substrate. The flask cooled to room 

temperature, and then was gently opened to atmospheric pressure. Samples were immediately 

transferred into an ultrahigh vacuum (UHV) chamber. 

3.3.4 Noncontact Atomic Force Microscopy (NCAFM) and Kelvin Probe Force Microscopy 

(KFPM) 

 A UHV350 AFM/STM with an R9 controller from RHK Technology39 was used to 

simultaneously collect NCAFM topography and KPFM surface potential images. The microscope 

was contained within an ultra-high vacuum (UHV) chamber at a pressure on the order of 10-10 torr. 

NCHPt tips from NanoWorld40 were used to collect all images. These tips have a 300 kHz 

Figure 3.5: Round bottom 
vacuum flask used for vapor 
deposition. Dark blue azulene 
crystals coat the inside of the flask, 
while the graphite substrate is 
visible at the bottom. 
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resonance frequency and are coated with a conductive PtIr alloy. The same tip was not used to 

collect all images. Images were collected at room temperature (~ 22.5 °C). 

 NCAFM, operating in frequency modulation mode, was used to collect topography images. 

The shift in resonance frequency (dF) was used as the feedback loop to track the surface’s 

topography. A dF setpoint of -10.0 Hz was generally used throughout all experiments. Scan rates 

varied from image to image, but were generally in the range of 0.25 – 1.0 μm/s. While the same 

NCHPt tip was not used to collect all images, the tips’ oscillation amplitude was generally set to 50 

mV across all experiments. 

 KPFM, operating in frequency modulation sideband mode41, was used to collect surface 

potential images. The KPFM signal was detected 20.0 kHz away from the tip’s natural resonance 

frequency with an applied bias modulation amplitude of 0.5 V. 

 Generally, all images for a sample were collected over a 48-hour period after the sample was 

first transferred into the UHV chamber. Samples were not imaged more than one week past their 

preparation date. Multiple samples were prepared and imaged for each dopant molecule. At least 

three locations were imaged on each sample. Results from images that had isolated adsorbants were 

combined into the collective data presented in the next section. All raw topography and surface 

potential images were x-slope corrected, background zeroed, and smoothed after collection. Cross-

sectional analysis of surface features was not corrected for tip convolution. 

 

3.4 Results and Discussion 

3.4.1 Surface Distribution of Azulene Molecules from Solvent Deposition 

 Figure 3.6 shows representative NCAFM topography images of azulene on a graphite 

surface, where the azulene was deposited by solution dropcasting. Bright yellow dots in the images 
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indicate the presence of azulene particles. These particles could either be single molecules or 

clusters, depending on their dimensions. 

 

Figure 3.6: Representative NCAFM topography images of azulene on graphite, prepared via solution dropcasting. (a) 
375 nm x 375 nm image, taken with a scan rate of 0.63 μm/s, dropcast from a 3.0 mM solution of azulene in hexanes. 
(b) 500 nm x 500 nm image, taken with a scan rate of 0.67 μm/s, and (c) 425 nm x 425 nm image, taken with a scan rate 
of 0.57 μm/s. Both samples shown in (b) and (c) were prepared from a 0.5 mM solution of azulene in dichloromethane. 

 The surface coverage of azulene varies greatly from location to location. Figure 3.6(a) shows 

low azulene surface coverage. Isolated particles are located along the graphite step edges, but the 

terraces are completely clean. Figure 3.6(b) has a medium amount of azulene coverage. Some larger 

clusters are visible, with a couple of isolated particles present on the terraces. Figure 3.6(c) has a 

relatively high azulene coverage. The graphite step edges are completely coated in azulene. There are 

several large clusters, along with some isolated particles, on the terraces. 

 In each image, azulene primarily adsorbs to the graphite step edges. This is typical of other 

adsorbates on graphite because the particles are energetically stabilized at the step edges. Other 

researchers have shown that gold42 and titanium dioxide (TiO2)
43 nanoparticles prefer to adsorb to 

graphite step edges. As the solvent evaporates, azulene can diffuse across the graphite surface until it 

adsorbs at the ideal location. Across tens of similar experiments, very few isolated azulene particles 

were found on graphite terraces. 

 Attempts to increase the presence of azulene particles on graphite terraces, to more closely 

mimic azulene’s interaction with graphene, were difficult with solvent deposition. A more 

concentrated azulene solution did not guarantee a higher surface coverage, as shown in Figure 3.6. 
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The solution used to prepare the sample in Figure 3.6(a) was six times as concentrated as that used 

for the samples in Figures 3.6(b) and 3.6(c), yet there was much less azulene surface coverage. Even 

the surface coverage between Figures 3.6(b) and 3.6(c) were quite different, even though the same 

concentration and amount of solution was used to dose the graphite surface. In many cases, we were 

unable to find azulene molecules on the surface after preparing a sample. We attempted to double-

dose the graphite surface with additional azulene solution, but that greatly increased the risk of 

surface contamination. 

 Furthermore, dichloromethane itself presented a 

problem for the graphite surface. While dichloromethane 

was originally used as a solvent because it could dissolve the 

most substituted azulenes that we would eventually study, 

we observed evidence that dichloromethane could damage 

the graphite surface. An example of this damage is shown in 

Figure 3.7. If dichloromethane was present on the graphite 

surface for longer than 10 seconds, etch pits would form 

primarily along the step edges. This was especially problematic when using more concentrated 

azulene solutions (> 5.0 mM), as the dichloromethane would take longer to evaporate. Hexanes was 

not pursued further as a solvent, because it did not dissolve many other azulene derivatives. 

Toluene, another solvent that could dissolve many azulene-based compounds, was not used because 

it adsorbs well to the graphite surface44. Any extra adsorbants could interfere with surface potential 

mapping. 

 Ultimately, the solvent deposition method was not ideal because it resulted in an inconsistent 

distribution of molecules on the surface. Solvent-facilitated diffusion allowed molecules to mostly 

adsorb to the graphite step edges when we wanted to see more molecules on the terraces. 

Figure 3.7: A graphite surface damaged 
by excess exposure to dichloromethane. 

This is a 1.0 μm x 1.0 μm image, taken at a 

scan rate of 1.0 μm/s.  
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Dichloromethane also could damage the graphite surface. We moved to a vapor deposition method 

that eliminated the need for solvent and would hopefully result in more azulene surface coverage. 

3.4.2 Vapor Deposition of Azulene and Naphthalene – Analysis of Molecular Dimensions 

 Figure 3.8 shows a representative set of NCAFM topography images for vapor-deposited 

azulene and naphthalene on graphite. Particles still primarily adsorb to the step edges, even in the 

absence of solvent. Although, isolated particles on the terraces were much easier to locate. 

 

Figure 3.8: Representative NCAFM topography images of vapor-deposited molecules on graphite. (a) 300 nm x 300 nm 
image of azulene on graphite, taken at a scan rate of 300 nm/s. (b) Cross section through blue line in (a). (c) 400 nm x 
400 nm image of naphthalene on graphite, taken at a scan rate of 333 nm/s. (d) Cross section through blue line in (c). 

 Topography cross-sectional analysis was used to quantify the length, width, and height of 

isolated particles. Examples of cross sections for azulene and naphthalene are shown in Figures 

3.8(b) and 3.8(d), respectively. The length and width were measured using two perpendicular cross 

sections and quantified as the full width at half maximum (FWHM) of the peaks. The length was 

automatically designated as the longer distance. The height was defined as the relative difference 

between the peak’s maximum and the background baseline. A summary of results for both 
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dropcasted and vapor-deposited azulene, and vapor-deposited naphthalene samples is included in 

Table 3.1. 

Molecule 
Deposition 

Method 
Location 

On Surface 
# Particles 
Analyzed 

Length 
(nm) 

Width 
(nm) 

Height 
(nm) 

Azulene 

Dropcast (DCM*) 
Step Edge 17 11.0 ± 0.9 9.3 ± 0.6 0.51 ± 0.09 

Terrace 8 11.7 ± 2.0 8.9 ± 1.6 0.36 ± 0.08 

Dropcast (H**) Step Edge 32 11.4 ± 0.8 9.4 ± 0.7 0.34 ± 0.04 

Vapor Deposition 
Step Edge 4 12.1 ± 5.7 10.2 ± 4.3 0.31 ± 0.15 

Terrace 32 15.3 ± 1.4 11.9 ± 1.3 0.47 ± 0.07 

Naphthalene Vapor Deposition 
Step Edge 6 11.2 ± 2.0 9.3 ± 2.6 0.23 ± 0.08 

Terrace 15 11.3 ± 1.3 9.8 ± 1.6 0.20 ± 0.04 

Table 3.1: Summary of topographical cross-sectional analysis of isolated particles on graphite. DCM*: dichloromethane 
solution. H**: hexanes solution. Averages are reported with 95% confidence intervals. 

 For samples that were prepared via solution dropcasting, particles were much more likely to 

be found on the graphite step edges rather than the terraces due to solvent-facilitated diffusion. In 

the case of dropcasting from a hexanes solution, no isolated azulene particles were found on terraces 

after several experiments. When using vapor deposition, isolated particles were more likely to be 

found on the terraces. Fewer particles were analyzed on the step edges in the vapor deposition 

samples because the step edges were normally coated with molecules; it was difficult to find isolated 

particles on the step edges with the vapor deposition method. 

 The measured 

lengths of these molecules 

range from 11 – 15 nm, 

while the widths range 

from 9 – 12 nm. We are 

not able to distinguish the 

length from the width, or azulene from naphthalene, using NCAFM because the lateral dimensions 

are too similar within error. Figure 3.9 shows the expected lateral dimensions of azulene and 

naphthalene calculated with Chem3D. The measured length and width for both molecules is about 

an order of magnitude larger than expected because the lateral resolution of these AFM-based 

Figure 3.9: Expected lateral dimensions of azulene and naphthalene obtained from 
Chem3D. The energy of the molecule was minimized with MM2 before calculating 
the distances. 
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measurements is limited by the radius of the tip. The NCHPt tips have an average radius of 25 nm 

due to the conductive coating40. Therefore, any small features imaged on the surface will have 

measured lateral dimensions in the tens of nanometers. 

 Azulene’s particle height ranges from 0.3 – 0.5 nm for all deposition methods, while 

naphthalene’s particle height is about 0.2 nm. There is no statistical difference between some of the 

measurements when error is considered. Given that the interlayer spacing of graphite sheets is 0.34 

nm,1 these measured heights suggest that azulene and naphthalene lay flat on the graphite surface 

and physisorb through π-stacking interactions. Measuring an azulene particle height slightly larger 

than 0.34 nm is not inconsistent with the previous statement because the azulene molecule does not 

exactly match the graphite lattice. Lattice mismatch can cause repulsion, resulting in a slightly larger 

distance between the graphite and azulene. Given that the naphthalene’s carbon backbone matches 

the graphite lattice, it would be unexpected to see particle heights larger than 0.3 nm. Furthermore, 

azulene’s interaction is also likely to be weaker than naphthalene’s with graphite due to the lattice 

mismatch. 

 Based on the lateral and height dimensions we identify these particles as single molecules, 

not clusters. These same particles were used for surface potential cross-sectional analysis to quantify 

how individual molecules locally affect graphite’s work function. 

3.4.3 Quantifying Effect of Azulene and Naphthalene on Graphite’s Work Function 

 Figure 3.10 shows a representative set of topography and surface potential images for vapor-

deposited molecules on graphite. These images show examples of isolated azulene (Fig. 3.10(a)) and 

naphthalene (Fig. 3.10(d)) molecules adsorbed on terraces, with their corresponding surface 

potential images. In both examples, the surface potential shows negative contrast over locations with 

molecules compared to the clean graphite terrace. However, the KPFM contrast’s magnitude 

qualitatively appears different in each image. The contrast appears to be confined to the boundaries 
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of the molecules. The surface potential images of vapor-deposited azulene are consistent with those 

of dropcasted azulene.  

  

Figure 3.10: Representative topography and surface potential images of isolated molecules on graphite terraces. All 
samples were prepared using vapor deposition. (a) 300 nm x 300 nm topography image of azulene on graphite, taken at a 
scan rate of 200 nm/s, and (b) its corresponding surface potential image. (c) Cross sections through the blue line in (a) 
and red line in (b). (d) 400 nm x 400 nm topography image of naphthalene on graphite, taken at a scan rate of 333 nm/s, 
and (e) its corresponding surface potential. (f) Cross sections through the blue line in (d) and red line in (e). 

 Cross-sectional analysis was used, on the same set of molecules presented in Table 3.1, to 

quantify some parameters related to the surface potential. This data is presented in Table 3.2. The 

relative difference in surface potential, also known as the contact potential difference (CPD), 

between where molecules were adsorbed, and the clean graphite surface was measured. Using the 

surface potential cross section in Figure 3.10(f) as an example, the measured surface potential (or 

CPD) between the tip and clean graphite terrace is about 0.1 mV. The minimum of the CPD peak 

between the tip and area with the adsorbed naphthalene molecule is about -0.05 mV. Therefore, the 

relative CPD is about -0.15 mV between the area with adsorbed naphthalene and clean terrace. This 

is reported as the “Molecule-HOPG CPD” in Table 3.2. The width (FWHM) of the surface 

potential peaks was also measured. 
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Molecule 
Deposition 

Method 
Location 

On Surface 
# Particles 
Analyzed 

Molecule – HOPG  
CPD (mV) 

CPD Peak  
Width (nm) 

Azulene 

Dropcast (DCM*) 
Step Edge 17 -0.64 ± 0.08 7.2 ± 1.0 

Terrace 8 -0.47 ± 0.06 6.3 ± 1.2 

Dropcast (H**) Step Edge 32 -0.37 ± 0.03 7.3 ± 0.7 

Vapor Deposition 
Step Edge 4 -0.20 ± 0.13 7.0 ± 2.1 

Terrace 32 -0.27 ± 0.06 9.7 ± 1.0 

Naphthalene Vapor Deposition 
Step Edge 6 -0.09 ± 0.08 --- 

Terrace 15 -0.14 ± 0.03 --- 

Table 3.2: Summary of surface potential cross-sectional analysis of isolated particles on graphite. DCM*: 
dichloromethane solution. H**: hexanes solution. Averages are reported with 95% confidence intervals. 

 The width of the CPD peaks for azulene are the same as, or smaller than, the lateral 

dimensions reported in Table 3.1. This suggests that the local doping effect on the graphite substrate 

does not extend laterally beyond where the molecule is adsorbed. Averages for the CPD peak widths 

were not reported for naphthalene because some cross sections did not show CPD contrast. 

Therefore, some measurements had no CPD peak widths. Including these measurements drastically 

distorted naphthalene’s average CPD peak width and standard deviation. 

Comparing the azulene-HOPG contact potential differences between deposition methods, 

there is spread in the values especially for molecules on step edges. Within each deposition method, 

the molecule-HOPG CPD is statistically similar whether molecules are found on step edges or 

terraces. However, the azulene-HOPG CPD’s for step edge molecules from a dichloromethane 

solution and vapor deposition are different. These surfaces were exposed to DCM for less than 10 

seconds, so it assumed that the solvent is not chemically altering the graphite substrate or azulene 

molecules. There is no reason to expect that the azulene-HOPG CPD should depend on deposition 

method. This discrepancy could be partially attributed to the small number of molecules that were 

analyzed in each category. There is also inherent error when analyzing molecules that are adsorbed 

to the step edges. “Internal” and “external” step edges were not distinguished during analysis. If 

azulene is adsorbed to an external step edge that is chemically different from the surrounding 

graphite terrace, it could affect the measured CPD. Including a mixture of molecules adsorbed to 

“internal” and “external” step edges in this analysis could explain the discrepancies in some values. 
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We combined surface potential results from terrace molecules only and present this data in Table 

3.3. Histograms of the molecule-HOPG contact potential differences are presented in Figure 3.11. 

Molecule 
# Particles 
Analyzed 

Molecule-HOPG CPD 
(mV) 

CPD Peak Width 
(nm) 

Azulene 40 -0.31 ± 0.06 9.0 ± 1.0 

Naphthalene 15 -0.14 ± 0.03 --- 

Table 3.3: Compiled surface potential data for molecules only adsorbed on graphite terraces. Averages are reported with 
95% confidence intervals. 

 

 

Figure 3.11: Histograms of the relative contact potential difference between (a) azulene and (b) naphthalene on graphite, 
respectively. Only molecules that were adsorbed on graphite terraces are included. 

 For both azulene and naphthalene, the relative molecule-HOPG contact potential difference 

is negative. This means that the local work function where a molecule is adsorbed is larger than 

clean graphite’s work function. Both azulene and naphthalene act as p-type dopants on graphite. 

The naphthalene-HOPG CPD distribution shown in Figure 3.11(b) is very narrow, centered at -0.14 

mV. There is much more spread in the azulene-HOPG CPD distribution shown in Figure 3.11(a), 
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but azulene generally has a larger p-type doping effect on graphite. This was expected considering 

that naphthalene’s structure is very similar to graphite’s, whereas azulene’s structure is quite 

different. 

 Figure 3.12 shows the 

approximate relationship between 

graphite’s Fermi level and the frontier 

molecular orbitals of azulene and 

naphthalene. This figure is adapted 

and modified from Greg Smith’s 

dissertation44, and can be used to 

explain azulene and naphthalene’s 

relative doping effect. Graphite’s 

work function is measured to be 4.6 – 4.8 eV,14-16 so it is estimated to be 4.7 eV for the purpose of 

this figure. Azulene and naphthalene’s ionization energies are measured as 7.4 eV and 8.1 eV, 

respectively.45 Azulene, a dark blue compound, absorbs in the visible region of the electromagnetic 

spectrum; the energy difference between azulene’s frontier molecular orbitals is 1.8 eV (700 nm).34, 35 

Naphthalene absorbs in the ultraviolet region at 285 nm,36 so its frontier molecular orbital energy 

gap is 4.4 eV. Using the ionization energy as the energy required to remove an electron from the 

highest occupied molecular orbital (HOMO) with the relative energy spacing between the frontier 

molecular orbitals obtained from absorption spectra determined the level placement in Figure 3.12. 

The energy of these orbitals is displayed assuming that the molecule and substrate are far apart and 

not interacting. This approximation is used to infer which direction electrons would transfer 

between a dopant and the graphite substrate. 

Figure 3.12: Relative relationship between the frontier molecular 
orbitals of azulene and naphthalene, and graphite’s Fermi level. The 
placement of these energy levels is approximate and based off multiple 
combinations of experiments. 
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 Azulene’s LUMO is closest to, and lower in energy than, graphite’s Fermi level. According 

to the integer charge transfer model46-48 described in Chapter 1, this is consistent with p-type doping 

behavior. It is favorable for electrons to transfer from graphite to azulene because azulene’s 

unoccupied orbital is lower in energy than graphite’s Fermi level. 

 Naphthalene, however, does not follow the integer charge transfer model based on Figure 

3.12. This energy level diagram suggests that there should be no charge transfer between 

naphthalene and graphite. There is not enough thermal energy at room temperature for an electron 

to transfer from graphite’s Fermi level to naphthalene’s LUMO, or from naphthalene’s HOMO to 

graphite’s Fermi level. However, we measure p-type doping behavior when naphthalene is adsorbed 

to graphite. This discrepancy suggests that charge transfer might not be the primary mechanism for 

doping in these adsorbed molecules. The pillow-effect is observed in all adsorbed molecules, but this 

should result in a decrease of the local work function (n-type doping effect) due to minimization of 

the surface dipole. Naphthalene is a nonpolar molecule, so it is not expected to strongly affect 

electron distribution in the substrate. Perhaps lattice mismatch or modification of the local 

electronic structure could be attributed to this discrepancy. If the molecule was not adsorbed in the 

most energetically favorable orientation on the surface, this could modify the surface dipole 

unexpectedly. Our straightforward model might not accurately predict the relative energies of the 

dopant’s and substrate’s electronic energy levels, if their characteristics are modified upon interacting 

with each other. 

3.4.4 Clusters’ Effect on Measured Surface Potential 

 Up to this point, data analysis focused on single, isolated molecules to quantify their effect 

on graphite’s local surface potential. However, clusters of molecules were much more  

common on graphite’s terraces. Figure 3.13 shows an example of azulene on HOPG, made with 

vapor deposition, where clusters are predominant. 
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Figure 3.13: Representative topography and surface potential images of vapor-deposited azulene on graphite, where 
clusters of azulene are predominant on graphite’s terraces. (a) 400 nm x 400 nm topography image collected using a 500 
nm/s scan rate, and (b) its corresponding surface potential image. (c) Topography and surface potential cross sections 
through a large cluster, indicated with the red and blue lines in (a) and (b). (d) Topography and surface potential cross 
sections through a small cluster, indicated with the green and pink lines in (a) and (b).  

 The size of clusters is not uniform – it varies greatly between samples and imaging location. 

Figure 3.13(c) shows topography and surface potential cross sections through a large cluster. This 

cluster is about 175 nm wide and 0.9 nm tall; these dimensions are much larger than that observed 

of the single molecules reported in Section 3.3.2. The topography of this cluster is not uniform; the 

height varies. Sometimes, as shown in Figure 3.13(d), individual features cannot be resolved within 

the cluster. This cluster appears as a single peak that is about 1 nm tall and 25 nm wide. The number 

of molecules contained within each cluster, and their orientation relative to each other, cannot be 

determined with NCAFM. The tip is too broad to be able to see fine structure within the clusters.  

 As was the case with the single molecules, the surface potential where the clusters are 

adsorbed is negative compared to the clean terrace. The doping effect also is locally confined to 

where the clusters are adsorbed. The azulene-HOPG CPD of the large cluster in Figure 3.13(c) 
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varies with the topography; it ranges from -0.15 mV to -0.4 mV. While in Figure 3.13(d), the 

azulene-HOPG CPD is about -0.5 mV. These changes in surface potential are consistent with the 

doping effect from the single azulene molecules presented in Table 3.3.  

 

Figure 3.14: An example of a naphthalene cluster on graphite. (a) 400 nm x 400 nm topography image, collected with a 
333 nm/s scan rate, and (b) its corresponding surface potential image. (c) Cross sections through the blue line in (a) and 
red line in (b).  

 These observations are not unique to azulene. Figure 3.14 shows an image of a naphthalene 

cluster on HOPG. This cluster appears as a single peak that is about 25 nm wide and 1 nm tall. 

Again, the doping effect is locally confined to the area with the adsorbed naphthalene cluster. Even 

though this cluster is about the same size as the azulene cluster from Figure 3.13(d), the molecule-

HOPG CPD is much smaller. The naphthalene-HOPG CPD is less than -0.1 mV for this cluster. 

This is also consistent with the doping effect from the single naphthalene molecules. Based on these 

cross sections, it appears that the doping effect of clusters does not differ from that of the single 

molecules. 

 We can resolve local effects on the surface potential from single molecules and clusters 

adsorbed on a graphite surface. Both azulene and naphthalene have a p-type doping effect on 

graphite, with azulene having a larger p-type effect. In both single molecules and clusters, the change 

in surface potential is locally confined to where dopants are adsorbed. The fact that the clusters 

exhibit the same p-type effect on graphite’s local surface potential as the isolated molecules is 

surprising. Although we cannot resolve structure within the clusters, it is unlikely that these 

molecules are π-stacked neatly with each other within the cluster, and relative to the graphite surface. 
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If orbital overlap between the clusters and substrate is not as favorable as the isolated molecules, this 

should decrease the probability of electron tunneling between the dopant and substrate. More work 

is needed to further develop the story of how these azulene-based dopants affect graphite’s local 

work function. This is continued in Chapter 4, where substituted azulenes are adsorbed to graphite 

and studied with KPFM. 

 

3.5 Conclusions 

 Graphene is a unique material that has been targeted for use in applications such as 

photovoltaics, batteries, catalysis, and sensors. Much work has been devoted to modifying 

graphene’s electronic properties through doping in order to tailor it for specific applications. 

Although graphene doping has been extensively demonstrated, most doping studies are bulk 

measurements. A more fundamental, local understanding of how doping occurs is necessary to 

design adsorbants to control the doping effect’s direction and magnitude.  

 Here, we used highly ordered pyrolytic graphite (HOPG) instead of graphene. Graphite and 

graphene share similar chemical and electronic properties. HOPG is commercially available and can 

be cleanly regenerated by mechanical cleaving. Graphite samples are also more consistent because 

properties of atomically thin graphene can be influenced by the supporting substrate or preparation 

method. Using HOPG allowed us to efficiently optimized deposition conditions and make definitive 

comparisons between different dopants adsorbed to graphite’s terraces.  

We proposed azulene-based molecules as a novel dopant for graphite, and ultimately 

graphene, because it is a planar, conjugated molecule that can π-stack against the graphite surface 

and it has a tunable frontier molecular orbital gap that can be systematically varied with substitution. 

We expect that changing the positions of azulene’s frontier molecular orbitals relative to graphite’s 

Fermi level will alter its doping effect. The focus of this chapter was to optimize deposition 
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procedures as well as to observe dopants’ baseline behavior on the surface. Azulene, and its 

nonpolar structural isomer naphthalene, were used as dopants in this chapter. Noncontact atomic 

force microscopy (NCAFM) was used to visualize the topography and distribution of azulene 

molecules on graphite. Kelvin probe force microscopy (KPFM) was used, simultaneously with 

NCAFM, to map local changes in graphite’s surface potential where molecules were adsorbed. 

 Vapor deposition was determined to be better than solvent deposition for coating graphite 

surfaces in azulene for several reasons. First, solvent allowed azulene molecules to diffuse and 

primarily adsorb to graphite’s step edges. We preferred to see molecules adsorbed to graphite’s 

terraces because we expect that area to most closely mimic graphene’s properties. Secondly, it was 

difficult to control the amount of azulene coverage on the surface. Thirdly, the graphite substrate 

showed evidence of surface damage after extended exposure to dichloromethane. Finally, solvent 

contamination was an issue; it would cover the surface and impede our ability to image individual 

azulene molecules. 

 Vapor deposition was determined to be the cleaner deposition method and was subsequently 

used to deposit azulene and naphthalene on graphite. Molecules still preferentially adsorbed to the 

step edges and clusters were more likely to be observed on terraces, but the increased surface 

coverage allowed for observation of more isolated terrace molecules. Topography cross-sectional 

analysis was used to measure the dimensions of single, isolated molecules. The measured lateral 

dimensions of these molecules were about an order of magnitude larger than their true size due to 

convolution with the broad AFM tip. Single molecules had heights on the order of the interlayer 

spacing of graphite, suggesting that these molecules π-stacked flat against the graphite lattice. 

 The effect of these same molecules on graphite’s local work function was also quantified 

using KPFM cross-sectional analysis. Molecules that were adsorbed on step edges were excluded. 

External step edges are chemically different from the surrounding graphite and could skew the 
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relative contact potential differences. Both azulene and naphthalene acted as p-type dopants on 

graphite, with azulene having a larger p-type effect. The doping effect was confined to the domains 

of where the molecule was adsorbed. While the integer charge transfer model predicts p-type doping 

for azulene based on energy level alignment between azulene and graphite, it suggests that there 

should be no charge transfer between naphthalene and graphite. Clusters of molecules varied in 

topography, but their effect on the surface potential was consistent with the single molecules. This 

behavior suggests that charge transfer might not be the predominant mechanism behind doping in 

these physisorbed molecules. 

 We have successfully used KPFM to map local changes in surface potential from the effects 

of single molecules. We can resolve changes in local contact potential differences when different 

molecules are adsorbed onto the surface. Further work is needed to strengthen our understanding of 

the mechanisms by which azulene interacts with, and modifies, the graphite surface. This work is 

expanded upon in Chapter 4, where substituted azulenes are investigated with NCAFM and KPFM.  
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Chapter 4: Altering Graphite’s Local Surface Potential Using 
Azulene-Based Dopants 
 
4.1 Abstract 

 This work is an extension of the research presented in Chapter 3. Azulene is an interesting, 

novel dopant for graphene because its frontier molecular orbital gap can be selectively tuned with 

substitution. In principle, shifts in the dopant’s energy levels should affect charge transport when 

these molecules are adsorbed on graphite. Highly ordered pyrolytic graphite (HOPG) substrates 

were used instead of graphene because graphite samples provide a more consistent substrate to 

compare differences in dopants’ behavior on the surface. Vapor deposition was used to deposit 

substituted azulenes on HOPG substrates. Noncontact atomic force microscopy (NCAFM) and 

Kelvin probe force microscopy (KPFM) were used in tandem to collect topography and surface 

potential maps of these samples. 

 Topographical cross-sectional analysis was used to identify single molecules adsorbed to 

graphite’s terraces. As with unsubstituted azulene, the dopant’s measured lateral dimensions were an 

order of magnitude larger than their true values due to the AFM tip’s broad radius. We were unable 

to resolve any changes in length or width with substitution on the azulene framework because these 

changes are too small to be resolved with this AFM tip. Single molecules had heights consistent with 

graphite’s interlayer spacing, indicating that they π-stack flat against the graphite surface.  

 While topographical measurements for the substituted azulenes were like that of 

unsubstituted azulene, the substituted molecules displayed different effects on graphite’s local 

surface potential. The trends in relative contact potential differences (CPD) could not be explained 

using just the integer charge transfer model. Not only does substitution shift the energy of azulene’s 

frontier molecular orbitals, it also modifies the molecule’s overall dipole moment. Published 

literature suggests that other mechanisms that modify the surface’s dipole moment are also 
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responsible for changing the surface’s local work function. Therefore, we suspect that a balance 

between charge transfer, the pillow effect, and surface dipole modifications from polar adsorbants 

are responsible for the trend in doping. A multiple linear regression that fit the measured CPDs to 

these three possible mechanisms showed moderate linear correlation when naphthalene was 

excluded from the analysis. The analysis suggested that the pillow effect and charge transfer 

mechanisms contribute more to the local doping effect than surface dipole modifications from the 

polar adsorbants. However, this analysis method was not enough to fully describe the trend in 

measured CPDs. Computational modeling of how adsorption orientation, interaction strength, and 

electronic structure changes when using different substituted azulenes as dopants would add insight 

to our experimental data. This would allow us to describe more accurately, and ultimately predict, 

the role these mechanisms play in the local doping effect. 

 We attempted to image other substituted azulenes, with nonplanar functionalities, on 

graphite but were unsuccessful because these molecules desorb from the graphite in both ambient 

and vacuum environments. The bulky substituents inhibit the azulene backbone from π-stacking 

with the graphite lattice, leading to weaker physisorption. Cooling the samples was unhelpful due to 

two competing processes. First, loosely bound contamination adsorbs to the cold samples. It also 

takes time for the sample’s temperature to stabilize inside the vacuum chamber, by which time most 

of the bulky molecules have desorbed. If our method of vapor deposition is to be continued, only 

planar substituted azulenes should be considered. 

 

4.2 Introduction 

4.2.1 Frontier Molecular Orbital Tuning of Substituted Azulenes 

 We first introduced azulene in Chapter 3 as a potential dopant for graphene because it is a 

conjugated organic molecule that could π-stack on graphene’s surface. Therefore, azulene could 
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modify graphene’s local work function through physisorption, without disrupting graphene’s native 

conductivity. Azulene’s unique frontier molecular orbital distribution provides an opportunity for 

tuning the orbitals’ energy relative to the substrate’s Fermi level. As we did in Chapter 3, we used 

highly ordered pyrolytic graphite (HOPG) as a substitute for graphene in these experiments.  

 Azulene (C10H8) is a fused 5- and 7- membered conjugated ring system that has 

complimentary frontier molecular orbital (FMO) density2, 3, as shown in Figure 4.1. Figure 4.1(a) 

shows the azulene framework labeled with the numbering convention4, while Figures 4.1(b) and 

4.1(c) shows orbital density for azulene’s highest occupied molecular orbital (HOMO) and lowest 

unoccupied molecular orbital (LUMO), respectively. FMO density is situated on alternate carbons, 

with HOMO density primarily on odd carbons (1, 3, 5, 7) and LUMO density primarily on even 

carbons (2, 4, 6, 8). Because the FMOs do not occupy the same space on the azulene backbone, they 

experience less repulsion compared to a molecule like naphthalene3. Therefore, azulene’s FMO 

transition energy is relatively low and occurs at ~700 nm in the visible region of the electromagnetic 

spectrum (azulene is a dark blue compound).3  

 

Figure 4.1: Azulene’s structure and complimentary frontier molecular orbital density. (a) Azulene backbone with 
numbering convention. Orbital density for azulene’s (b) highest occupied molecular orbital (HOMO) and (c) lowest 
unoccupied molecular orbital (LUMO). 

  This complimentary FMO density allows for either the HOMO or LUMO’s energy to be 

independently shifted through substitution. Substituents at odd positions on the azulene backbone 
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selectively affect the HOMO’s energy, while substituents at even positions selectively affect the 

LUMO’s energy.2, 3 The type of substituent matters, in addition to the substituent’s location. 

Electron donating groups (EDGs) destabilize energy levels, while electron withdrawing groups 

(EWGs) stabilize energy levels.2, 3 This phenomenon is shown using UV-Vis spectroscopy. 

 Figure 4.2 shows the UV-Vis absorption spectra for the following molecules: azulene, 2-

iodoazulene, 2-cyanoazulene, 2-chloroazulene, and 1,3-dicyanoazulene. Figure 4.3 shows structures 

of all molecules relevant to this chapter. A few crystals of each molecule were dissolved in 

chloroform (Fisher, ACS Grade, used without further purification). The spectra were collected on a 

Varian Cary100 Bio UV-Visible Spectrophotometer, using a 10 mm quartz cuvette. Although the 

exact concentration of each solution was unknown, we verified that each solution had an absorbance 

under 1.0 at λmax. The spectra were normalized before plotting. 

 

Figure 4.2: Normalized absorbance spectra of substituted azulene compounds in chloroform. * Indicates unsubstituted 
azulene’s frontier molecular orbital (FMO) transition. The table lists the wavelength and energy of each compounds 
FMO transition, as well as what FMO is affected by the substitution. The spectrum for 2-iodoazulene was collected by 
Xavier Ortiz. 
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 The peak corresponding to azulene’s FMO transition occurs at 690 nm in our spectra; this is 

in agreement with literature values2, 3. Putting electron donating substituents at the 2-position (e.g. 2-

chloroazulene, 2-iodoazulene) destabilizes (increases) the LUMO’s energy, thereby increasing the 

FMO transitional energy. On the other hand, an electron withdrawing substituent at the 2-position 

(e.g. 2-cyanoazulene) stabilizes (lowers) the LUMO’s energy, thereby decreasing the FMO 

transitional energy. The FMO transitional energy increases with electron withdrawing substituents at 

the 1- and 3- positions (1,3-dicyanoazulene) because the HOMO’s energy is stabilized. The opposite 

would be true with electron donating substituents at the 1- and 3-positions (e.g. 1,3-diiodoazulene); 

the FMO transitional energy would decrease because the HOMO’s energy is destabilized. We were 

unable to collect an absorption spectrum for 1,3-diiodoazulene due to solubility issues. Nonetheless, 

one can tune azulene’s FMO energy gap by controlling the location and type of substituent along the 

azulene framework. By independently shifting either azulene’s HOMO or LUMO one could 

potentially change and control the doping effect that these physisorbed, substituted azulenes have 

on graphite’s surface. 

4.2.2 Objectives 

 The work in this chapter is an extension of what was discussed in Chapter 3. There, we 

learned that azulene acts as a p-type dopant on graphite and that the doping effect is locally confined 

to where the azulene molecule is adsorbed. We hypothesize that this is due to azulene’s LUMO 

being lower in energy than graphite’s Fermi level. It would be favorable for electrons to transfer 

from graphite to azulene, thereby locally increasing graphite’s work function. However, this 

explanation did not hold when naphthalene was adsorbed to the graphite surface. P-type doping 

behavior was observed even though naphthalene’s LUMO is significantly higher than graphite’s 

Fermi level. In this chapter, we focus on studying the impact substituted azulenes have on graphite’s 

local work function. 
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 We imaged a series of substituted azulenes with either electron-donating or electron-

withdrawing substituents, strategically placed at locations that modified either the HOMO or 

LUMO, that were deposited on HOPG via vapor deposition. Do we observe any changes in 

adsorption behavior, compared to bare azulene, due to the addition of substituents? Does the 

magnitude of the relative contact potential difference change (CPD) change when different 

molecules are adsorbed to the surface? If so, do those changes correlate to the energy shift of 

azulene’s HOMO or LUMO? Noncontact atomic force microscopy (NCAFM) was performed in an 

ultrahigh vacuum (UHV) chamber to map the topography and surface coverage of these substituted 

azulenes. Isolated molecules adsorbed to graphite’s terraces were identified with topographical cross 

sections. Kelvin Probe Force Microscopy (KPFM) was performed simultaneously with NCAFM to 

map the relative effects of these isolated molecules on graphite’s local surface potential. Cross-

sectional analysis was used to quantify the local, relative effect on the surface potential, as well as to 

determine the extent of the lateral doping effect on the graphite substrate.  

  

4.3 Materials and Methods 

4.3.1 Materials 

 A 7 x 7 mm2 piece of single-sided highly ordered pyrolytic graphite (HOPG) was used as a 

substrate throughout all experiments (ZYB Grade, from K-Tek Nanotechnology). The HOPG 

surface was cleanly cleaved before each experiment using the Scotch tape method5. Large, upturned 

graphite flakes were peeled off the surface with tweezers. Sparsely cleaved substrates were not used 

in order to minimize unwanted surface contamination from the tape or previous experiments.  
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Figure 4.3: Structures of azulene-based derivatives that were studied on graphite. Boxes around structures indicate that 
molecule’s color. Molecules are organized based on the type and location of substituent along the azulene framework. 

The following molecules were synthesized and provided by the Barybin research group6 here 

at the University of Kansas: 1,3-diiodoazulene, 2-iodoazulene, 1,3-dicyanoazulene, 2-cyanoazulene, 

1-trifluoroacetylazulene, 1,3-bis-trifluoroacetylazulene, and 1,3-di-tertbutylazulene. Their structures 

are shown in Figure 4.3. Molecules are grouped according to the type of substituent: electron 

withdrawing (EW) or electron donating (ED). Substituents at odd positions (1,3) along the azulene 

framework mainly affect the energy of the highest occupied molecular orbital (HOMO). On the 

other hand, substituents at an even position (2) primarily affect the lowest unoccupied molecular 

orbital’s (LUMO) energy. The Barybin group verified the compounds’ purity with nuclear magnetic 

resonance (NMR) analysis. 

4.3.2 Vapor Deposition of Azulene Derivates onto Graphite Surface 

 This is the same procedure that was described in Chapter 3. A clean graphite substrate was 

placed inside a round bottom flask, along with crystals of the molecule of interest. A house vacuum 

line pumped on the flask for 5 – 10 minutes. Then, the flask was sealed and the vacuum line was 
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disconnected. An area of the flask that had crystals was locally heated using a heat gun, causing the 

molecules to sublime. As molecules sublimed, a colored vapor filled the flask; the color depended on 

the molecule, as indicated in Figure 4.3. As the vapor cooled, crystals would coat the inside of the 

flask including the HOPG substrate. The flask cooled to room temperature, and then we gently 

opened to atmospheric pressure. The sample was transferred into the UHV chamber as soon as 

possible after preparation. 

4.3.3 Noncontact Atomic Force Microscopy (NCAFM) and Kelvin Probe Force Microscopy 

(KPFM) 

 This is the same procedure that was described in Chapter 3. A UHV350 AFM/STM with an 

R9 controller from RHK Technology1 was used to simultaneously collect NCAFM topography and 

KPFM surface potential images. The microscope was contained within an ultra-high vacuum (UHV) 

chamber at a pressure on the order of 10-10 torr. NCHPt tips from NanoWorld7 were used to collect 

all images. These tips have a 300 kHz resonance frequency and are coated with a conductive PtIr 

alloy. The same tip was not used to collect all images. Most images were collected at room 

temperature (~ 22.5°C). The detailed procedure used to cool the sample inside the UHV chamber is 

described in Section 4.3.5. 

 NCAFM, operating in frequency modulation mode, was used to collect topography images. 

The shift in resonance frequency (dF) was used as the feedback loop to track the surface’s 

topography. A dF setpoint of -10.0 Hz was generally used throughout all experiments. Scan rates 

varied from image to image, but were generally in the range of 0.25 – 1.0 μm/s. While the same 

NCHPt tip was not used to collect all images, the tips’ oscillation amplitude was generally set to 50 

mV across all experiments. 
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KPFM, operating in frequency modulation sideband mode8, was used to collect surface 

potential images. The KPFM signal was detected 20.0 kHz away from the tip’s natural resonance 

frequency with an applied bias modulation amplitude of 0.5 V. 

 Generally, all images for a sample were collected over a 48-hour period after the sample was 

first transferred into the UHV chamber. Samples were not imaged more than one week past their 

preparation date. Multiple samples were prepared and imaged for each dopant molecule. At least 

three locations were imaged on each sample. Results from images that had isolated adsorbants were 

combined into the collective data presented in the next section. All raw topography and surface 

potential images were x-slope corrected, background zeroed, and smoothed after collection. Cross-

sectional analysis of surface features was not corrected for tip convolution. 

4.3.4 Tapping Atomic Force Microscopy (TAFM) in Ambient Conditions 

 A Digital Instruments Multimode AFM with a Nanoscope IIIa controller was used to collect 

topography images using tapping AFM in ambient conditions. A Tap300DLC tip from Budget 

Sensors was used to collect all images. These tips have a 300 kHz resonance frequency and are 

coated with diamond-like carbon (DLC). Generally, a scan rate of 1.0 Hz and an amplitude setpoint 

of 1.3 V was used during imaging. The same tip was used to collect all images. An optical camera 

positioned above the sample stage was used to align the laser, adjust the tip’s position, and capture 

large-scale images of the surface. 



82 
 

4.3.5 Cooling Sample in UHV Chamber 

 Some samples were cooled in the ultrahigh vacuum 

(UHV) chamber. Figure 4.4 shows a schematic of the 

cooling setup. A cylinder of N2(g) was connected to coiled 

copper tubing with flexible Tygon tubing. The coiled 

copper tubing rested inside a Styrofoam bucket and was 

submerged in liquid nitrogen. The end of the copper tubing 

was insulated and connected to the inlet line on the UHV 

chamber. A very gentle flow of N2(g) through the tubing 

cooled the chamber. The N2(g) bled into the ambient environment through the outlet line. The 

temperature, monitored using a Type K thermocouple, could be controlled by varying the level of 

liquid nitrogen inside the Styrofoam bucket and flow rate of N2(g). 

 

4.4 Results and Discussion 

4.4.1 Substituted Azulenes Show Different Surface Potential Contrast on Graphite 

 First, we investigated how azulene derivatives with halogen substituents interacted with the 

graphite surface. Figure 4.5 shows the halogenated azulenes, along with their expected dimensions.   

 

Figure 4.5: Structures and expected lateral dimensions of (a) 1,3-diiodoazulene, (b) 2-iodoazulene, and (c) 2-
chloroazulene. The energy of each molecule was minimized with MM2 in Chem3D before calculating the distances. 

Figure 4.4: Set up used to cool samples in the 
UHV chamber. This picture was provided by 
RHK Technology1. 
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These molecules were compared against each other because of their similar electron-donating 

substituents. 1,3-diiodoazulene and 2-iodoazulene differ in the locations of iodine along the azulenic 

backbone. As discussed in the introduction, substituents at odd positions on azulene selectively 

impact the HOMO’s energy while substituents at even positions selectively impact the LUMO’s 

energy. On the other hand, 2-iodoazulene and 2-chloroazulene have different halogen substituents at 

the same location on azulene. While both iodine and chlorine are electron-donating halogens, their 

donating strength differs; we wished to investigate if this impacted their effect on graphite’s local 

surface potential. 

Figure 4.6 shows representative topography and surface potential images of 1,3-

diiodoazulene, 2-iodoazulene, and 2-chloroazulene on graphite. Like plain azulene (described in 

Chapter 3), these halogenated molecules tend to adsorb to graphite’s step edges rather than the 

terraces. Clusters are predominantly found on terraces, but isolated particles could still be located. In 

some cases, loosely bound material could also be found on the graphite surface; an example of this is 

shown in Figure 4.6(a) with the 1,3-diiodoazulene on graphite topography image. This loosely bound 

material did not cover the entire surface, and areas with clean, isolated particles could still be found. 
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Figure 4.6: Representative topography and surface potential images of halogenated azulene derivatives on graphite. (a) 
500 nm x 500 nm topography image of 1,3-diiodoazulene on graphite, taken at a scan rate of 500 nm/s, and (b) its 
corresponding surface potential image. (c) Cross sections through the blue line in (a) and red line in (b). (d) 500 nm x 
500 nm topography image of 2-iodoazulene on graphite, taken at a scan rate of 500 nm/s, and (e) its corresponding 
surface potential image. (f) Cross sections through the blue line in (d) and red line in (e). (g) 300 nm x 300 nm 
topography image of 2-chloroazulene on graphite, taken at a scan rate of 200 nm/s, and (h) its corresponding surface 
potential image. (i) Cross sections through the blue line in (g) and red line in (h). 

 The corresponding surface potential images for these halogenated azulenes are also shown in 

Figure 4.6. If any contrast is visible in the surface potential image, it is negative and confined to 

where molecules are adsorbed. This is consistent with regular azulene, as discussed in Chapter 3. All 

the surface potential images shown in Figure 4.6 have the same contrast scale. Qualitatively, it 

appears that 1,3-diiodoazulene has a more negative contrast than 2-chloroazulene, and there is no 

visible contrast with 2-iodoazulene. 

 With the halogenated azulenes, we observed that the placement and identity of the 

substituent on the azulene backbone affected the measured local contact potential difference on 

graphite. We wanted to do a similar study with electron withdrawing, cyano- substituents. Figure 4.7 
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shows the structures and dimensions of these cyanated azulenes, along with their expected 

dimensions. 

 

Figure 4.7: Structure and expected lateral dimensions of (a) 1,3-dicyanoazulene and (b) 2-cyanoazulene. The energy of 
each molecule was minimized with MM2 in Chem3D before calculating the distances. 

These cyanated azulenes were compared against each other because the same substituent was 

located at different positions along the azulene framework, thereby independently modifying either 

azulene’s HOMO or LUMO. 

 Figure 4.8 shows representative topography and surface potential images of 1,3-

dicyanoazulene and 2-cyanoazulene on graphite. Isolated particles and clusters are primarily located 

on graphite’s step edges, as usual. However, it was much easier to find isolated molecules on terraces 

with these cyanated azulenes. The corresponding surface potential images show negative contrast 

that is confined to where molecules are adsorbed; this is consistent with behavior of the other 

azulene derivatives. It appears that 2-cyanoazulene has more of an effect on graphite’s local surface 

potential than 1,3-dicyanoazulene. 
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Figure 4.8: Representative topography and surface potential images of cyanated azulenes on graphite. (a) 500 nm x 500 
nm topography image of 1,3-dicyanoazulene on graphite, taken at a scan rate of 500 nm/s, and (b) its corresponding 
surface potential image. (c) Cross sections through the blue line in (a) and red line in (b). (d) 500 nm x 500 nm 
topography image of 2-cyanoazulene on graphite, taken at a scan rate of 500 nm/s, and (e) its corresponding surface 
potential image. (f) Cross sections through the blue line in (d) and red line in (e). 

 The same cross-sectional analysis that was used in Chapter 3 to quantify parameters related 

to isolated particles on graphite’s terraces was used here. Examples of cross sections through the 

topography and surface potential images are shown in Figures 4.6 and 4.8. Topographical cross 

sections were used to quantify the length, width, and height of isolated particles adsorbed to 

graphite’s terraces. The length and width were measured using two perpendicular cross sections and 

quantified as the full width at half maximum (FWHM) of the peaks. The length was automatically 

designated as the longer measurement. The height was defined as the relative difference between the 

peak’s maximum and the baseline. Surface potential cross sections were used to quantify the relative 

contact potential difference (CPD) between where molecules were adsorbed and the clean graphite 

terrace. The width (FWHM) of the surface potential peaks were also measured. These quantities are 

reported in Table 4.1. Azulene data, first reported in Chapter 3, is also included. 
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 The length of these molecules ranged from 11 – 16 nm, while the width ranged from 7.5 – 

12 nm. Within error, these length width and measurements are not distinct. These lateral 

measurements are about an order of magnitude larger than the expected dimensions from Figures 

4.5 and 4.7. As explained in Chapter 3, this is due to the 25 nm NCHPt tip radius7 that limits the 

lateral resolution of this technique. We do not observe an increase in length or width with the 

addition of substituents because the lateral dimension increases are too small to be observed with 

these broad AFM tips. When comparing the molecules’ expected dimensions from Chem3D, the 

addition of substituents increases length or width by about 2.0 Å (0.2 nm), at most. This is too small 

to be resolved with these broad AFM tips. Most of these molecules have a height between 0.3 – 0.45 

nm, which is consistent with graphite’s interlayer spacing of 0.34 nm.9 It is not surprising to measure 

heights slightly larger than 0.3 nm, considering the adsorbed molecules might not stack perfectly 

with the graphite lattice and experience some repulsion. We did measure a relatively small height for 

1,3-dicyanoazulene, which suggests that this molecule might have a stronger interaction with the 

graphite substrate. Based on the topographical measurements, we categorize these particles as single 

molecules lying flat against the graphite terrace. 

 Only a few articles have been published where KPFM has been used to map charge 

distribution of isolated, albeit relatively large, features adsorbed on surfaces. For example, KPFM 

was used to map surface potentials of isolated bicomponent nanorods (100 nm in length)10 as well as 

bulky biomolecules11; any surface potential modification was localized to where the features were 

 
# 

Particles 
Length 
(nm) 

Width 
(nm) 

Height 
(nm) 

Molecule-
HOPG CPD 

(mV) 

CPD Peak 
Width  
(nm) 

Azulene 40 14.6 ± 1.2 11.3 ± 1.1 0.45 ± 0.06 -0.31 ± 0.06 9.0 ± 1.0 

1,3-diiodoazulene 33 13.7 ± 0.9 11.1 ± 0.9 0.45 ± 0.05 -0.25 ± 0.03 9.6 ± 1.3 

2-iodoazulene 12 10.8 ± 1.0 7.5 ± 0.8 0.43 ± 0.08 0 --- 

2-chloroazulene 6 16.4 ± 2.3  12.0 ± 2.2 0.29 ± 0.11 -0.085 ± 0.025 6.1 ± 3.2 

1,3-dicyanoazulene 61 10.7 ± 0.5 8.4 ± 0.4 0.21 ± 0.02 -0.11 ± 0.02 7.2 ± 0.5 

2-cyanoazulene 57 14.7 ± 1.0 10.7 ± 0.7 0.37 ± 0.04 -0.27 ± 0.03 7.7 ± 0.7 

Table 4.1: Summary of cross-sectional analysis of isolated particles on graphite’s terraces. Averages are reported with 
95% confidence intervals. Azulene data, first reported in Chapter 3, is included here for comparison’s sake. 
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adsorbed on the substrate. Even though our work applied KPFM to much smaller organic 

molecules physisorbed onto a surface, our results are consistent with their observations. The widths 

of the CPD peaks for these azulenes are the same, or smaller than, their lateral dimensions. Even 

though substitution changes the dopant’s native dipole moment, this did not change the localized, 

spatial extent of doping. The measurements for length, width, height, and CPD peak width for the 

substituted molecules are consistent with regular azulene. However, there are measurable differences 

in the relative contact potential differences.  

Figure 4.9 shows the approximate relationship between graphite’s Fermi level and the 

frontier molecular orbitals of these substituted azulenes. This figure is adapted and modified from 

Greg Smith’s dissertation12, and is an expanded version of Figure 3.12 in Chapter 3. Graphite’s work 

function is estimated to be 4.7 eV based on previous publications.13-15 Azulene’s ionization energy 

was measured to be 7.4 eV, and is used to estimate the placement of its highest occupied molecular 

orbital (HOMO).16 Azulene’s frontier molecular orbital (FMO) electronic transitional energy, 

measured with UV-Vis spectroscopy, is 1.8 eV (700 nm).3, 17 This data was used to place azulene’s 

lowest unoccupied molecular orbital (LUMO) relative to its HOMO. The energy of the substituted 

azulene’s frontier molecular orbitals was determined using the absorption spectra in Figure 4.2. By 

measuring the FMO transition energy and knowing which FMO is affected based on the 

substituent’s type and location, the substituted azulene’s energy levels could be placed relative to that 

of regular azulene. The orbitals’ energies in Figure 4.9 is a combination of several pieces of data and 

experiments and is displayed assuming that the molecule and graphite substrate are far apart and not 

interacting. This approximation is used to infer which direction electrons would transfer between a 

dopant and the graphite substrate. 
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Figure 4.9: Relative relationship between substituted azulene’s frontier molecular orbitals and graphite’s Fermi level. 
1,3-diiodoazulene is not included because we were unable to collect its absorption spectrum due to solubility issues. 

 The energies of the substituted molecules’ FMOs shift by a small amount, between 0.05 - 0.2 

eV, compared to plain azulene. This shift should not be enough to drastically change their doping 

properties, according to the integer charge transfer model for molecules physisorbed to metals18-20 

(this model is described in more detail in Chapter 1). Because these molecules have LUMOs lower in 

energy than the substrate’s Fermi level, they should behave as p-type dopants (electrons could 

transfer from the substrate to the dopant’s unoccupied orbital). Therefore, we would expect to see a 

negative relative CPD for these molecules adsorbed on graphite. A small change in the LUMO’s 

energy might change the magnitude of the local CPD, but not the direction. On the other hand, we 

expect a change in the HOMO’s energy to not affect the doping magnitude or direction because we 

believe the LUMO to be the primary orbital involved in charge transfer. 

 First, we begin with a comparison of molecules with substituents at the 2-position: 2-

iodoazulene, 2-chloroazulene, and 2-cyanoazulene. Only the LUMO’s energy is affected by 

substitution in these molecules. 2-cyanoazulene’s relative CPD is the same, within error, as that of 

azulene. As shown in Figure 4.2, 2-cyanoazulene’s LUMO is lower in energy than azulene’s LUMO 

by 0.02 eV (a very small amount). Therefore, it is not surprising that their relative CPDs are similar. 
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 On the other hand, 2-chloroazulene and 2-iodoazulene have relative CPDs that are more 

positive than that of azulene. This shift is consistent with the fact that their LUMO’s are higher in 

energy than unsubstituted azulene’s. With this argument, we expected 2-iodoazulene to have more 

of an effect (i.e. a more negative contrast) on the local CPD than 2-chloroazulene because its 

LUMO is lower in energy. However, we saw no effect on graphite’s local CPD from 2-iodoazulene. 

It should be noted that 2-chloroazulene’s CPD is very small, even smaller than that of naphthalene 

(shown in Chapter 3), but is not too far removed from 2-iodoazulene’s CPD. This discrepancy could 

be due to the small number of molecules observed for these two compounds.  However, it is 

surprising that magnitudes of these molecules’ relative CPDs on graphite are so small (close to, or 

exactly zero). Based on Figure 4.9, their LUMOs are higher in energy than azulene’s LUMO but not 

shifted so far up as to not favorably interact with graphite’s Fermi level. The integer charge transfer 

model would predict that both these molecules should still behave as p-type dopants. This suggests 

that some other mechanism might be involved in the relative effects these substituted azulenes have 

on graphite’s local surface potential. 

 Now, we compare two molecules that have substituents that selectively affect the HOMO’s 

energy: 1,3-diiodoazulene and 1,3-dicyanoazulene. Because we hypothesized that the LUMO is the 

primary orbital involved in charge transfer, we expected any shifts in the HOMO’s energy to not 

change the relative CPD compared to azulene. This is consistent with 1,3-diiodoazulene’s relative 

CPD; it is the same, within error, to that of azulene. However, we measured a more positive CPD 

for 1,3-dicyanoazulene. Again, this suggests that considering charge transfer alone is not enough to 

explain the shifts in contact potential differences. 

 Up to this point, we have focused on the charge transfer aspect of doping. However, as 

described in Chapter 1, the work function also depends on the substrate’s surface dipole moment18-

20. The surface dipole can be modified through the pillow-effect, a result of Pauli repulsion between 
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electrons in the adsorbate and substrate. The pillow-effect always lowers the local work function 

because the surface dipole decreases. Furthermore, polar adsorbants could modify this surface 

dipole by influencing the electron distribution around where the molecule is adsorbed. We must also 

consider that placing substituents on the azulene ring changes the molecule’s dipole moment, and 

this could affect how the molecule interacts with the graphite surface. 

 Table 4.2 lists the theoretically 

modeled dipole moments for the azulene 

derivatives we’ve adsorbed on graphite to 

date. The energy of the molecular structures 

was minimized with Chem3D’s default MM2 

minimization before the dipole was calculated 

with the semiempirical MOPAC16 program21. 

A closed-shell calculation with the PM6 basis 

set was used because it most closely matched azulene’s literature4 dipole moment of 1.0 Debye (D) 

of  the available basis sets. The measured relative contact potential differences for all molecules 

imaged so far are also included in Table 4.2, for comparison. 

 Azulene’s native dipole moment points from the 7-membered to the 5-membered ring, in 

the plane of the molecule.4 Adding electronegative substituents to the 5-membered ring increases the 

dipole moment; the cyano- substituent has a particularly strong effect. There is no clear trend in 

relative CPDs with the adsorbed molecules’ dipole moment. The magnitude of the adsorbate’s 

dipole moment does not correlate directly with the magnitude or direction of the relative contact 

potential difference. But, we expect this to have some role in modifying the local work function 

based on previous work analyzing adsorbants on metal substrates.18, 20 

 
Dipole 

Moment 
(D) 

Measured 
Molecule-HOPG  

CPD (mV) 

Azulene 1.41 -0.31 ± 0.06 

1,3-diiodoazulene 3.50 -0.25 ± 0.03 

2-iodoazulene 3.27 0 

2-chloroazulene 3.38 -0.085 ± 0.025 

1,3-dicyanoazulene 6.39 -0.11 ± 0.02 

2-cyanoazulene 6.19 -0.27 ± 0.03 

Table 4.2: Theoretical dipole moments for all imaged 
molecules on graphite to date. Dipole moments were 
calculated using MOPAC16 with the PM6 basis set. Measured 
relative contact potential differences, first reported in Table 
4.1, are included for comparison’s sake. Averages are reported 
with 95% confidence intervals. 
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 One can begin to elucidate the dipole moment’s possible role by comparing azulene, 1,3-

dicyanoazulene, and 1,3-diiodoazulene. These molecules all have LUMOs at the same energy, so we 

hypothesize that the charge transfer contribution to their doping effects should be the same. From 

the integer charge transfer model, we expected to not observe a change in relative CPD when 

comparing these molecules. Azulene and 1,3-diiodoazulene have similar relative CPDs within error, 

and their dipoles are only different by about 2.0 D. 1,3-dicyanoazulene, however, has a less negative 

contact potential difference and a much larger dipole (by about 5.0 D) than azulene. This suggests 

that an adsorbate with a larger dipole moment should make the surface potential contrast more 

positive (decreasing the local work function).  

 For molecules with substituents at the 2-position, it is more difficult to analyze what effect 

the adsorbate’s dipole moment may have because the LUMO’s energy has also changed. The idea 

that a larger dipole moment would increase the local work function (show a more positive CPD) 

might also explain why the relative CPD magnitudes for 2-iodoazulene and 2-chloroazulene are so 

small. However, this idea doesn’t quite match with 2-cyanoazulene’s measured CPD. This molecule 

has a much larger dipole moment than 2-chloroazulene or 2-iodoazulene, but it’s relative CPD is 

consistent with what was expected from the charge transfer model. It should be noted that the 

placement of energy levels in Figure 4.9 are approximations and combine multiple experiments’ data. 

Azulene’s ionization energy was from a gas phase experiment reported on the NIST webbook16, 

while the FMO energy gap was obtained from solvent-based UV-Vis absorption measurements. It is 

possible that 2-cyanoazulene’s LUMO is stabilized (lowered in energy) more than what we measured 

in our absorption measurements due to solvent effects. If that is true, then we would expect a larger 

effect from charge transfer that could be offset by the contribution from the molecule’s large dipole 

moment, resulting in a relative CPD that is close to that of bare azulene. 
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 We fit the experimental results to Equation 1 using multiple linear regression to quantify the 

contributions of the pillow effect (P), charge transfer (C), and surface dipole modification (S) 

mechanisms to the relative shift in local surface potential (ΔΦ). Weighting coefficients (p, c, s) for 

each mechanism are included. 

∆Φ = 𝑝(𝑃) + 𝑐(𝐶) + 𝑠(𝑆)        (1) 

We assumed that each molecule’s pillow effect contribution is the same because all the molecules 

have similar sizes. Therefore, the pillow effect’s contribution was taken from the intercept of the 

multiple linear regression in our analysis. For the charge transfer independent variable (C), the 

molecule’s LUMO energy relative to graphite’s Fermi level was used in the analysis. For example, we 

expect azulene’s LUMO (-5.6 eV) to be 0.9 eV lower in energy than graphite’s Fermi level (-4.7 eV). 

Each molecule’s theoretical dipole moment, listed in Table 4.2, was used for the surface dipole 

modification independent variable (S). Multiple linear regression was used to find the relative 

magnitudes of the weighting coefficients in Equation 1. Table 4.3 lists the regression results for 

analyses including and excluding naphthalene. 

 When naphthalene is included, there is no 

linear correlation in the data. The R2 value is incredibly 

small, and the errors for the charge transfer and 

surface dipole coefficients are larger than the 

coefficients themselves. The data becomes more linear 

when naphthalene is excluded, although the fit is not 

perfect. The coefficients for the pillow effect and charge transfer mechanisms are much larger than 

that for the surface dipole modification. This suggests that the adsorbate’s dipole moment has a 

minor contribution to modifying the local surface potential compared to the pillow effect and charge 

transfer. This is not unexpected, considering that the adsorbate’s dipole moment is oriented 

 Including 
Naphthalene 

Excluding 
Naphthalene 

p(P) (𝒎𝑽) -0.18 ± 0.10 1.17 ± 0.48 

c (
𝒎𝑽

𝒆𝑽
) -0.055 ± 0.10 1.68 ± 0.58 

s (
𝒎𝑽

𝑫
) -0.013 ± 0.032 0.027 ± 0.020 

R2 0.065 0.742 

Table 4.3: Mechanisms’ weighting coefficients 
obtained from multiple linear regression. 
Coefficients are reported with standard errors. 
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perpendicular to the surface’s dipole because the azulenes are π-stacked flat against the graphite 

substrate. Previous studies from literature suggest that the dopant’s dipole moment plays a much 

larger role when it is oriented along the same axis as the surface dipole, as in chemisorbed self-

assembled monolayers.18, 19, 22-24 While the multiple linear regression showed moderate linear 

correlation between the three possible mechanisms and the doping effect, it did not fully describe 

the doping trend. 

 Our work was the first to use KPFM to map local surface potential modifications of small, 

isolated, physisorbed organic molecules on a substrate. We were able to resolve reproducible 

changes in the relative surface potential when different molecules were adsorbed on the surface. 

However, our simple assumptions with the multiple linear regression were not enough to fully 

describe mechanistic contributions to changing the local work function, especially when including 

naphthalene. It is possible that the pillow effect is not the same for each of the molecules studied. 

Perhaps the nature (dipole moment, polarizability) of certain substituents influences the pillow effect 

more than others. By adding substituents along the azulene framework, we could also be modifying 

the molecules’ interaction strength with the graphite substrate. It would be valuable to investigate 

how the electronic structure of the dopants and the graphite substrate change when interacting. Our 

data analysis, so far, has assumed that the bulk graphite’s work function has not changed due to the 

low surface coverage of azulene. Furthermore, our treatment of orbital energies has been limited to 

when the dopant and substrate are not interacting. While our experimental data suggests that these 

conjugated molecules π-stack flat against the graphite lattice, we are unable to extract exactly how 

the dopants are adsorbed relative to the graphite lattice structure. Computational studies would help 

broaden our understanding of the KPFM experimental data. Modeling how structure, orbital 

overlap, and electronic characteristics change upon interaction would allow us to more accurately 

describe the role that these mechanisms play in the local doping effect.  
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 Continuing our KPFM work with additional substituted azulenes would also broaden our 

picture of the interplay between the pillow effect, charge transfer, and surface dipole modification 

mechanisms. The next section focuses on the behavior of nonplanar substituted azulenes on 

graphite. 

4.4.2 Behavior of Azulene Derivatives with Bulky Substituents on Graphite 

 The Barybin group6 provided us with additional substituted azulenes to expand our library of 

graphite dopants: 1-trifluoroacetylazulene, 1,3-bis-trifluoroacetylazulene, and 1,3-di-tertbutylazulene. 

Their structures are shown in Figure 4.3. These molecules have different types of substituents, but 

the substituents’ locations selectively affect the energy of azulene’s HOMO. Using these molecules 

in surface potential experiments would expand our understanding of how the location of a 

substituent, its type, and its strength affects graphite’s local work function. 

 We used vapor deposition to deposit these molecules on 

graphite’s surface. However, after multiple experiments, we did not 

see molecules on the surface when we went to image these samples 

in the UHV chamber. To compensate, we overdosed the graphite 

with so many molecules so that a visible layer of crystals was present 

on the surface. Figure 4.10 shows an example of an overdosed 

azulene sample, where a dark blue layer of macroscopic crystals is 

seen on the surface. Yet, we were still unable to get reproducible 

AFM images of these molecules on the surface in vacuum. Even though the graphite surface was 

initially covered with molecules, upon removal from the UHV chamber the graphite surface looked 

clean and shiny as if it was just cleaved. It became clear that these molecules were desorbing off the 

graphite in the low-pressure environment. 

Figure 4.10: An overdosed 
azulene on graphite sample. A 
dark blue layer of azulene, with 
some large crystals, is visible on 
graphite’s dark grey surface. 
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 An optical camera attached to the side of our UHV SPM chamber captured this desorption 

behavior. Figure 4.11 shows a series of snapshots of an overdosed sample of 1,3-bis-

trifluoroacetylazulene on graphite. Figure 4.11(a) shows the surface immediately after it was 

transferred into the UHV chamber (defined as zero minutes elapsed). Red-orange crystals are clearly 

visible on the surface. After 40 minutes (Fig. 4.11 (b)), fewer of these crystals are visible. After 4 

hours (Figs. 4.11(c) and (d)), no visible orange residue remains on the graphite surface. The surface 

now looks grey and shiny, which is typical of freshly cleaved graphite surfaces. The 1,3-bis-

trifluoroacetylazulene molecules desorbed off the graphite surface in the vacuum environment. 

 

Figure 4.11: Desorption behavior of 1,3-bis-trifluoroacetylazulene on graphite in a vacuum environment. Time elapsed 
indicates how long had passed after sample was transferred into the vacuum chamber. (a) Surface immediately after 
sample was transferred into vacuum chamber. (b) Surface after 40 minutes in vacuum chamber. SPM scan head with 
AFM tip had been lowered to the surface. (c) Surface after 249 minutes in vacuum environment. SPM scan head still 
close to surface. (d) Surface after 275 minutes in vacuum environment. SPM scan head had been retracted away from 
surface. (e) Pressure in the vacuum chamber, measured with an ion gauge. 

The pressure, shown in Figure 4.11(e), increased after the sample was introduced inside the 

chamber. While it is normal for the pressure to spike as the load-lock gate is opened, the pressure 

typically decreases immediately after the gate is closed as the ion pump eliminates any residual 
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material introduced from the sample transfer. With this sample, the pressure increased for about an 

hour after the transfer gate had been closed. Then, the pressure began to decrease again. The 

desorbing 1,3-bis-trifluoroacetylazulene molecules were responsible for the pressure spike. Once 

most of the molecules had desorbed from the graphite surface, the pressure inside the chamber 

began to decrease again. 

 We were able to capture NCAFM topography images of this particular 1,3-bis-

trifluoroacetylazulene on graphite sample; these images are presented in Figure 4.12. Figure 4.12(a) 

was captured one hour after the sample was transferred into the vacuum chamber. Clusters of 

adsorbed material are visible along the step edges and terraces, particularly at the top of the image. 

Figure 4.12(b) was captured in the same location as Figure 4.12(a), but an additional hour had 

passed. The clusters visible in the first image have diminished in size or disappeared altogether. 

Because the tip does not contact the surface during NCAFM imaging, we do not attribute the 

desorption of molecules to tip disruption. The optical camera images in Figure 4.11 show clear 

desorption over the entire graphite surface, not just in areas we had imaged with NCAFM. 

 

Figure 4.12: 1.0 x 1.0 μm2 topography images, taken at a scan rate of 1.0 μm/s, of 1,3-bis-trifluoroacetylazulene on 
graphite (a) one hour and (b) two hours after the sample had been transferred into the vacuum chamber. 

 1,3-di-tertbutylazulene, 1,3-bis-trifluoroacetylazulene, and 1-trifluroacetylazulene do not 

physisorb as well to graphite due to their bulky substituents. The tertbutyl- and trifluroacetyl- 

substituents are nonplanar, so they inhibit the π-stacking interaction between the azulene backbone 



98 
 

and graphite lattice. Therefore, these nonplanar azulene derivatives do not physisorb as strongly to 

graphite as their planar counterparts. There is enough thermal energy available at room temperature 

for these bulky molecules to readily desorb in a low-pressure environment. 

 We attempted to take tapping atomic force microscopy (TAFM) topography images of 

another bulky azulene, 1-trifluoroacetylazulene, in ambient conditions. We wanted to see if ambient 

pressure would slow, or even stop, desorption from the graphite surface. While we were unable to 

capture clear images of clusters with TAFM, the optical camera above the sample captured 

desorption behavior (shown in Figure 4.13). Immediately after sample preparation (Fig. 4.13(a)), the 

graphite surface was covered in splotchy areas of adsorbants. As time passed, these patchy areas 

grew smaller and disappeared completely after an hour and half. Dark particles, which we assume to 

be relatively large clusters of physisorbed 1-trifluoroacetylazulene, are left behind and persist on the 

surface.  

 

Figure 4.13: Optical camera images of 1-trifluoroacetylazulene on graphite in ambient conditions. The tapping AFM 
chip and cantilever (illuminated by red laser) are visible on the right of all images. (a) This picture was captured as soon 
as possible after sample preparation, defined as “zero” elapsed time. The remaining images were captured (b) 24 minutes 
and (c) 91 minutes after (a). 

 Even in ambient conditions, the nonplanar substituted azulenes desorb off the surface due 

to their inhibited π-stacking interactions with the graphite substrate. If future experiments are to be 

conducted with azulene-based molecules on graphite or graphene, their substituents should be 

planar to ensure enough molecules stably physisorb to terraces. 
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4.4.3 Effect of Cooling UHV SPM Sample 

 At room temperature, nonplanar azulene-based molecules desorb readily off graphite at 

ambient and UHV pressures. Perhaps cooling the samples would slow the desorption process 

enough to allow us to image these samples. Cooling samples is a technique routinely used in 

scanning probe microscopy to achieve atomic resolution25, or to manipulate molecules on a 

surface.26-28 Cooling surfaces reduces thermal motion, making it easier to resolve atoms29. Our RHK 

UHV350 system is equipped with a cryostat that can be cooled to liquid nitrogen temperatures (77.4 

K or -195.8 °C, at atmospheric pressure).  

We opted to use the cooled 

N2(g) method described in Section 

4.2.5, after consultation with RHK, 

because it was easier to implement and 

would introduce less vibrations into the 

SPM system than pumping liquid 

nitrogen through the cryostat. As 

shown in Figure 4.14, we could control 

the sample temperature by manipulating 

the N2(g) flow rate and volume of liquid nitrogen covering the copper cooling coils. The stage’s 

temperature stabilized at approximately -80 °C with a relatively “fast” N2(g) flow rate and a large 

volume of liquid nitrogen covering the copper cooling coils. However, with a “slower” flow rate and 

smaller volume of liquid nitrogen, the stage’s temperature stabilized at a warmer -15 °C. In both 

cases, it took about two hours for the stage temperature to stabilize. 

 We used plain, cleanly-cleaved HOPG as a test sample to verify that we could operate the 

microscope at cooler temperatures. As a first pass, we transferred a piece freshly cleaved HOPG 

Figure 4.14: Tracking temperature of UHV SPM scan stage during 
cooling process. “Flow Rate” refers to N2(g) being released from 
gas cylinder. “Liquid Nitrogen” refers to the amount of liquid 
nitrogen covering the copper cooling coils in the styrofoam bucket.  
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into the UHV chamber while the stage was at room temperature. The HOPG sample rested on the 

stage as it cooled over the course of two hours and stabilized at -82°C. NCAFM topography images 

of this cooled HOPG sample are shown in Figure 4.15.  

 

 

 

 

 

 

 

While most of the terraces appear pristine, the step edges appear covered in adsorbed 

material. This material also clusters on terraces (Figure 4.15 (b)), although it is not widespread 

enough to cover the entire surface. We assume this is loosely bound material that was introduced as 

the sample was transferred into the chamber or is material outgassing from the chamber’s walls.30 

We suspect that compounds typically found in air (N2, O2, H2O, Ar, CO2, etc.) are adsorbing to the 

cooled HOPG sample. We repeated this experiment but waited 2.5 hours before beginning to cool 

the stage in hopes of allowing the chamber’s ion pump to remove any contaminants. However, we 

still observed material adsorbing to the HOPG surface. This adsorbed contamination could interfere 

with KPFM measurements, so instead we cooled the sample to a warmer -15 °C; we did not observe 

any adsorbed contamination on the HOPG surface at this temperature. 

 With our current method for vapor depositing molecules onto graphite, cooling the samples 

was unhelpful in slowing the desorption of the bulky substituted azulenes. Two competing processes 

limit the usefulness of this technique. First, it takes about two hours for the stage’s temperature to 

stabilize which is enough time for most of the bulky molecules to desorb off the graphite surface.  

Figure 4.15: NCAFM topography images of HOPG cooled to -82.0 °C. (a) 1.0 μm x 1.0 μm image, 

taken at a scan rate of 1.0 μm/s. (b) 300 nm x 300 nm image, taken at a scan rate of 0.6 μm/s, 
within the scan area of (a). 
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Second, cooling the stage before transferring in the sample introduces contamination that could 

adsorb to the surface. In this case, contamination adheres to the stage and sample before being 

eliminated by the ion pump inside the chamber. This is especially problematic if the stage is cooled 

below -15 °C. Then, in addition to competing with contamination, one still needs to wait for the 

sample’s temperature to stabilize on the cooled stage. If cooling the stage is to be used in the future, 

a different deposition method needs to be implemented where these samples are not prepared, then 

introduced to ambient conditions before being transferred into the UHV chamber. 

 

4.5 Conclusions 

 By placing substituents at strategic locations around azulene’s framework, the frontier 

molecular orbital energy gap can be tuned by independently shifting the energy of either the highest 

occupied molecular orbital or lowest unoccupied molecular orbital. In principle, this should change 

the charge transport interaction when these molecules are adsorbed on graphite. Vapor deposition 

was used to deposit substituted azulenes on graphite. Then, noncontact atomic force microscopy 

(NCAFM) and Kelvin Probe Force Microscopy (KPFM) were used simultaneously to collect 

topography and surface potential images of the samples in an ultrahigh vacuum chamber. 

 Topographical cross sections were used to identify single molecules adsorbed to graphite’s 

terraces. As was observed with azulene (reported in Chapter 3), measured lateral dimensions were an 

order of magnitude larger than the molecule’s true size due to the AFM tip’s broad radius. We are 

unable to see any changes in length or width with substitution because these changes are too small 

to be resolved with the broad AFM tip. Single molecules had heights consistent with the interlayer 

spacing of graphite, which suggests that they π-stack flat against the graphite surface. No difference 

in adsorption behavior was observed with the substituted azulenes compared to unsubstituted 

azulene. 
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 While topographical measurements for the substituted azulenes were similar to regular 

azulene, the substituted molecules displayed different relative contact potential differences (CPDs) 

on graphite. However, the trends in relative CPDs could not be explained using just the integer 

charge transfer model for physisorbed molecules on metals. Substitution also changes the molecule’s 

dipole moment, as well as the energy of the dopant’s frontier molecular orbitals. A polar adsorbent 

could influence the surface’s dipole moment, thereby changing the local doping effect. We 

hypothesized that a balance between charge transfer, the pillow effect, and the adsorbate’s dipole 

moment is responsible for the shifts in relative CPDs. We carried out a straightforward multiple 

linear regression to quantify the weighting coefficients for each mechanism. There was no linear 

correlation when naphthalene was included in the analysis, but a moderate linear correlation (R2 = 

0.742) was observed when naphthalene was excluded. The coefficients’ magnitude suggest that the 

pillow effect and charge transfer mechanisms are the main contributors to local surface potential 

modification, rather than the dopant’s native dipole moment. While we can experimentally observe 

changes in local work functions when different molecules are adsorbed onto a graphite surface, our 

simple model was not enough to fully explain data trends. Computational studies about adsorption 

orientation, orbital overlap, and changes in electronic structure upon adsorption would expand our 

understanding of the experimental trends. This additional information would allow us to more 

accurately describe each mechanism’s contribution to modifying the local work function. 

 We tried to observe other azulenes, with nonplanar substituents, on graphite, but we were 

unable to do so because these molecules desorb from the graphite surface in both vacuum and 

ambient environments. The bulky substituents inhibit the azulene backbone from π-stacking with 

the graphite lattice, leading to weaker physisorption. Cooling the samples proved to be unhelpful 

due to two competing factors: loosely bound contamination adsorbs to the sample at temperatures 

below -15 °C and it takes time for the samples’ temperature to stabilize. If our method of vapor 
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deposition is to be continued, only substituted azulenes with planar substituents should be 

considered for future experiments. 
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Chapter 5: Nanolithography on NaCl Resist Layers for Formation of 
Metal Nanostructures in Harsh Environments 
 
5.1 Abstract 

 Metallic nanostructures are increasingly useful for plasmonic sensing devices, 

photodetectors, catalysis, and light-harvesting for energy applications. Organic resist layers, such as 

self-assembled monolayers (SAMs) or polymers, are commonly used in bottom-up metallic 

nanostructure fabrication but are not suitable for atomic layer deposition’s high temperatures. 

Furthermore, organic resist layers are difficult to remove from the substrate without exposing the 

metallic structures to harsh reagents. We aim to create a novel resist layer using sodium chloride 

(NaCl), and other salt compounds, on Si(111) that can withstand ALD conditions, be patternable 

using scanning probe lithography, and be removed using a simple solvent wash after metal 

deposition. Aqueous deposition of NaCl proved to be problematic because NaCl is so soluble in 

water. Macroscopic coffee-ring features that were too large for AFM imaging and patterning formed 

locally on the Si(111) surface. Vapor deposition for 30-45 minutes deposited NaCl nanoparticles on 

the surface in an incomplete layer. Nonetheless, we were able to create recognizable patterns in the 

samples using scanning probe lithography. We demonstrated that the patterned NaCl-Si(111) 

samples could be coated in gold using thermal evaporation and withstand that process’s vacuum and 

heat conditions. Any NaCl particles not completely encased in metal could be removed using 

deionized water, leaving a recognizable imprint in the deposited gold. If a thin, uniform layer of salt 

could be deposited on a surface it could be used as a viable resist layer for high heat and vacuum 

metal deposition processes. The work presented in this chapter was ultimately continued by Dr. 

Sasanka Ulapane, where he used CaCO3 (water insoluble salt) nanoparticles as a patternable resist 

layer.1 
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5.2 Introduction 

 There has recently been great emphasis on miniaturizing metallic structures as the demand 

for smaller electronic devices and the need to conserve expensive metals increases. Metallic 

nanostructures are useful for plasmonic sensing devices2-5, surface enhanced Raman spectroscopy 

(SERS)6, photodetectors7, catalysis8-11, and light-harvesting for energy applications12-14. The metallic 

nanostructure’s properties are highly dependent on their chemical identity, size, and shape. Solution-

based synthesis of metallic nanoparticles provides well-defined control over the nanostructure’s size 

and shape15, 16, but lacks the ability to control their placement on a surface. Versatile techniques are 

required to manufacture small metallic structures, with controlled shape and orientation, on a variety 

of substrates. 

 Metal can be deposited on a surface using various techniques such as electrolysis (also 

known as electroplating)17, electroless deposition18, 19, atomic layer deposition (ALD)20, and thermal 

evaporation21. On a bare substrate, these techniques deposit metal over the entire surface. To create 

defined metal structures, resist layers can be deposited over the surface and patterned. Where there 

is resist material, metal is blocked from interacting with the substrate. The resist layer can be 

removed after metal deposition, leaving the desired metal feature behind on the surface. 

  Organic materials are commonly used as resist layers in nanofabrication. Some organic 

molecules can spontaneously form self-assembled monolayers (SAMs) on substrates. The head-

group of a molecule chemisorbs to a specific substrate, while intermolecular interactions stabilize the 

tails, so the molecules stand in an upright orientation on the substrate.22 This spontaneous process 

stops once the substrate is covered, therefore SAMs are only one molecule thick.22 Formation of 

SAMs requires specific molecule-substrate chemistry. For example, thiol-based molecules specifically 

bind with gold surfaces23 and silane-based molecules bind to silicon substrates.24, 25 Polymer thin 

films are also used in nanofabrication.26, 27 Unlike SAMs, organic polymers do not require specific 
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chemistry to bind to a surface; they can be deposited through solvent dropcasting and subsequent 

spin-coating.28  

 Some of the resist layer must be removed to expose the underlying substrate for metal 

deposition. Several techniques have been developed to control the orientation and shape of metal 

structures on surfaces. Top-down fabrication techniques, such as stencil lithography (also known as 

shadow mask deposition)29, 30, microcontact printing31, and imprint lithography32, 33 create well-

defined metallic structures but are limited to creating features with lateral dimensions of more than a 

hundred nanometers. Electron-beam lithography34 can make nanometer-sized features, but requires 

expensive equipment. Bottom-up fabrication techniques allow for the growth of smaller metal 

features. Particle lithography35 methods are an affordable way to pattern large areas of organic resist 

layers, but the size and shape of the resulting metallic nanostructures are limited by the shape and 

spacing of the particles.  Scanning probe patterning techniques36, while lacking throughput, allow for 

precise control over the location and shape of patterns in resist layers.  

Extensive work has been done in our research group using atomic force microscopy (AFM) 

to shave away areas of SAMs37 and ultimately deposit metal on the exposed substrate using 

electroless deposition, as shown in Figure 5.1.38 In this publication, our group used formed well-

packed silane SAMs on a silicon substrate.38 Then, as shown in Figure 5.1(c), scanning probe 

lithography was used to remove a selective area of the SAM; enough force was applied to the AFM 

tip to also remove silicon’s native oxide layer (SiO2) and expose the underlying silicon (Si) 

substrate.38 Finally, as shown in Figure 5.1(d), electroless deposition was used to spontaneously grow 

metal (either gold or silver) only in the area with exposed Si.38 Using scanning probe lithography, in 

conjunction with a resist layer, allows one to control the placement, size, and shape of metal features 

grown on the surface. 



110 
 

 

Figure 5.1: Using scanning probe lithography and electroless deposition to grow metallic features with defined shape, 
size, and orientation on a substrate. (a) Piranha-cleaned silicon (Si) substrate, with native oxide (SiO2) on surface. (b) 
Octadecyltrichlorosilane molecules self-assemble into a densely packed monolayer on the SiO2 surface. (c) Scanning 
probe lithography is used to remove a selective area of the monolayer and oxide layer, exposing the underlying Si 
substrate. (d) Electroless deposition is used to spontaneously deposit gold or silver metal on the exposed Si, creating a 
metal nanowire. No metal is deposited on areas protected by the monolayer. Reprinted with permission from Reference 
38. © 2020 American Chemical Society. 

 While organic-based resist layers have been used as templates for metallic nanostructure 

growth in solution, they do present some challenges. SAM formation requires specific molecule-

substrate chemistry, so SAMs cannot be formed on just any material. It is also difficult to remove 

any organic material after metal deposition. SAM removal with solution-based methods requires 

exposure to harsh reagents39, 40 that can damage the metal nanostructures.41 Furthermore, organic 

resist layers are not suitable for every metal deposition method. Atomic layer deposition (ALD) and 

thermal evaporation requires elevated temperatures and vacuum environments20 that could cause 

decomposition of organic molecules.  

 We are interested in developing a novel resist layer that can be applied to a wide variety of 

substrates, withstand ALD conditions, and can be removed easily leaving the metal nanostructures 

intact. Salts are interesting candidates because they are very common and inexpensive. In principle, 

they can be deposited on any substrate; no specific chemistry is required for salts to adhere on a 
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surface through physisorption. Salts have very high melting points, so they could withstand the high 

temperatures in ALD. Many salt compounds are water-soluble; a gentle water soak could remove the 

salt resist layer without damaging the metal features.  

In this chapter, we present a proof of concept experiment using sodium chloride (NaCl) as a 

potential resist layer on Si(111) substrates. NaCl was used because it is water-soluble and was 

available in large quantities in our lab. We tested various solvent and vapor deposition methods for 

depositing NaCl onto Si(111). The surfaces’ topographies were mapped using contact atomic force 

microscopy (AFM). Scanning probe lithography using a stiff AFM tip was attempted on any suitable 

NaCl-Si(111) samples. Contact AFM was also used to verify that patterns were successfully made on 

the NaCl-Si(111) samples. Finally, we coated a patterned NaCl-Si(111) sample in gold (Au) using a 

thermal evaporator. Then, we soaked the Au-NaCl-Si(111) samples in water to test whether we 

could remove the residual salt from the surface after metal deposition, potentially creating a 

recognizable metal structure. 

 

5.3 Materials and Methods 

5.3.1 Materials 

 Sodium chloride (NaCl), 30% hydrogen peroxide (H2O2), and concentrated sulfuric acid 

(H2SO4) were purchased from Fisher Scientific. Single-sided, polished, boron-doped Si(111) wafers 

were purchased from Virginia Semiconductor (Fredericksburg, VA). 99.999% gold (Au) shots were 

purchased from Alpha Aesar. 

5.3.2 Piranha-Cleaning Si(111) Substrates 

 Pieces of Si(111) (about 1 x 1 cm2) were cut off the main wafer using a diamond scribe. The 

Si(111) substrates were placed in piranha solution (3:7 mixture of 30% H2O2: concentrated H2SO4) 

for about 20 minutes. Caution: piranha solution is extremely corrosive, and potentially explosive if capped in a 
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sealed container. The solution should be handled with caution, using the appropriate personal protective equipment! 

The piranha solution was made in small quantities, as needed, and neutralized immediately after use. Piranha 

solution is a common method for cleaning silicon, especially in the semiconductor industry. It is a 

strong oxidizer that removes any adsorbed organic material and reforms the silicon hydroxide layer 

on the silicon surface.40 After piranha cleaning, the silicon surface is hydrophilic.42 Then the Si(111) 

substrates were removed from the piranha solution, rinsed profusely with deionized (DI) water, and 

dried with a gentle flow of N2(g). 

5.3.3 Solvent Deposition of NaCl onto Si(111) 

 NaCl(aq) solutions in DI water were made at several concentrations: 0.1 M, 0.5 M, 1.0 M, 1.5 

M, 2.0 M. A few drops of NaCl(aq) solution were dropcast onto a piranha cleaned Si(111) substrate 

from a disposable glass pipette. Enough solution was deposited to completely cover the surface 

without spilling over its edges. We tested three different evaporation techniques: 

1. Ambient Evaporation: The samples were left on the benchtop overnight for the water to 

evaporate ambiently. 

2. N2(g) Drying: The NaCl(aq) solution sat undisturbed for 10 minutes, before a gentle flow of 

N2(g) was used to dry the surface. 

3. Hot Plate Evaporation: A hot plate was set to a temperature between 50 °C – 80 °C. The hot 

plate’s temperature was monitored with a beaker of water and thermometer. Once the hot 

plate’s temperature stabilized, a piranha-cleaned Si(111) substrate was placed on the hot plate 

for at least 10 minutes. Then, a few drops of NaCl(aq) were deposited on the hot substrate. 

The sample was left on the hot plate until the water bubble evaporated. 

5.3.4 Vapor Deposition of NaCl onto Si(111) 

 A 1.0 M NaCl(aq) solution, in a large Erlenmeyer flask, was brought to a rolling boil on a hot 

plate. An Erlenmeyer flask, rather than a beaker, was used because the relatively small neck focused 
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the flow of emitting vapor from the boiling solution. Reverse-clamp tweezers, supported with a ring 

stand and clamp, held a piranha-cleaned Si(111) substrate face down. The sample level with the top 

of the flask, over the boiling solution (within the emitting vapor cloud). The Si(111) substrate was 

held over the boiling solution for 30 – 45 minutes. Then, the sample was removed and dried with a 

gentle stream of N2(g). 

5.3.5 Imaging NaCl – Si(111) Samples with Contact Atomic Force Microscopy 

 The surface topography of the NaCl – Si(111) samples was mapped using a Digital 

Instrument Atomic Force Microscope (AFM) with a Nanoscope J Controller, operating in contact 

mode. A standard silicon nitride tip (NP-S10, k=0.06 N/m) tip from Bruker was used for imaging; 

the same tip was not used to collect all images. While the scan rate and setpoint varied from image 

to image, they were generally set between 0.7 – 1.5 Hz and 2.5 – 3.0 V, respectively. 

5.3.6 Patterning NaCl-Si(111) Samples with Atomic Force Microscopy 

 The NaCl - Si(111) samples were patterned with the same Digital Instruments AFM with a 

Nanoscope J Controller. The AFM still was operated in contact mode, but a Tap300 DLC AFM tip 

from Budget Sensors was used instead. These Tap300 DLC tips are very stiff (k = 40 N/m) and 

robust due to their diamond-like carbon (DLC) coating. For patterning, a setpoint of 1.0 V and scan 

rate between 1.1 – 1.3 Hz was used. The DLC tip was scanned completely over an area at least 

twice. Later, the same area was imaged in contact mode with the floppier NP-S tip to verify that a 

pattern was successfully made. 

5.3.7 Gold Evaporation onto Patterned NaCl-Si(111) Samples 

 An Edwards AUTO 306 Vacuum Coater was used to thermally evaporate gold (Au) metal 

onto the patterned NaCl - Si(111) substrates. The patterned NaCl-Si(111) samples were mounted 

inside the vacuum chamber, facing down towards a wire basket containing Au shots. The Au was 

heated once the pressure in the chamber was at or below 5.0 x 10-6 torr. The Au thickness deposited 
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on the sample’s surface was monitored with a quartz crystal microbalance (QCM). 15 nm of Au was 

deposited on the patterned NaCl – Si(111) substrates, at a rate of 2 – 3 Å/s.  

 After the gold coating, an optical microscope was used to visually inspect the sample’s 

surfaces; topography images were also captured with contact AFM. Then, the samples were soaked 

in deionized (DI) H2O(l) to remove the NaCl. 

 

5.4 Results and Discussion 

 In this section, we present results in our development of a novel NaCl resist layer on Si(111). 

First, we optimized deposition conditions by testing solution and vapor deposition methods. Next, 

we attempted to create patterns on NaCl-Si(111) samples using scanning probe lithography. Finally, 

we coated the patterned NaCl-Si(111) samples with gold and attempted to remove the NaCl using a 

water rinse. 

5.4.1 Solvent Deposition of NaCl onto Si(111) Results 

 First, we tried using solvent deposition (also known as dropcasting) to deposit NaCl films 

onto Si(111). Figure 5.2 shows pictures of how representative dropcasted NaCl-Si(111) samples 

visually appeared after the water had evaporated. Macroscopic, opaque, white NaCl crystals are 

adsorbed on the shiny, grey Si(111) substrate. We did vary the concentrations of dropcasted 

NaCl(aq) solutions, but the amount of salt deposited on the surface did not noticeably change. A 

summary of solution dropcasting results is listed below. 
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Figure 5.2: Pictures of NaCl on Si(111) deposited via dropcasting. (a) 1.5 M NaCl(aq) dropcasted. Dried using ambient 
evaporation. (b) 1.0 M NaCl(aq) dropcasted. Dried using hot plate evaporation.  

 Figure 5.2(a) shows a representative ambient evaporation sample, where a ring of thick, 

uneven NaCl crystals is visible at the center of the surface. The salt distribution is very uneven and 

localized. The majority of the Si(111) surface is shiny, indicated that no adsorbed NaCl is present on 

most of the sample. A little salt is visible around the sample’s boundaries because some of the 

solution seeped over the edges overnight; this was a common occurrence with the ambient 

evaporation samples. We suspect that air drafts in the fume hood were responsible for disturbing the 

samples. 

 No picture was included for the N2(g) dried samples, because they looked like clean Si(111); 

no visible salt was deposited using this drying method. Water doesn’t evaporate quickly enough for 

N2(g) to be an efficient drying method. The gas stream just pushed solution around on the surface 

until it spilled over the edges. 

 Figure 5.2(b) shows a representative sample dried using a hot plate. The salt was more evenly 

distributed across the surface because the water evaporated relatively quickly compared to the other 

drying methods. The salt was thicker at the edges of the ring and thinner in the middle, while some 

clean Si(111) areas are visible in the center of the sample. Especially at higher hot plate temperatures 

(~ 80 °C), water would become trapped under solid salt as NaCl crashed out of solution. When this 
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trapped water evaporated, it forced some of the solid salt to pop off the surface. This was less of an 

issue when the hot plate was cooled to 50 °C.  

 Regardless of drying method, solution deposition is not a viable way to deposit a uniform 

coating of NaCl onto a substrate. N2(g) drying did not result in any salt deposition. Ambient and hot 

plate evaporation resulted in localized, uneven, “coffee-ring” features on the Si(111). Coffee-ring 

features are deposits that are thicker at the edges, yielding ring-like features on the surface; these are 

a common problem with dropcasting methods.43 This effect is thought to be due to an uneven 

capillary flow that pins colloidal particles towards the edges of the droplets.44-46  

Salt is very soluble in water: 360 g/L (6.2 M) at 20 °C.47 With an initial NaCl(aq) 

concentration around 1.0 M, some of the water can evaporate before NaCl crashes out of solution 

and deposits on the surface (like leaving a glass of salt water on a windowsill). Dosing the surface 

with more NaCl(aq) does not smooth the salt distribution; it results in larger, more localized 

features. Even if the starting concentration of NaCl(aq) was increased to be closer to the solubility 

limit, too much salt would be on the surface to pattern with AFM. Even at these “low” 

concentrations the salt features are too large to image with AFM, let alone pattern. For this proof of 

concept experiment, a method is needed that deposits smaller salt particles on the surface in a 

thinner, more uniform distribution. 

5.4.2 Vapor Deposition of NaCl onto Si(111) & Patterning with Atomic Force Microscopy 

 Instead of solvent deposition, we opted to try this vapor deposition method in hopes that 

the vapor from the boiling solution would carry some salt particles out of solution. After using this 

vapor deposition method, the Si(111) substrates lost their sheen. This indicated that something had 

adsorbed to the surface, but the features were not visible with the naked eye. Figure 5.3 shows 

representative AFM topography images of a vapor deposited NaCl – Si(111) sample. 
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Figure 5.3: AFM topography images of NaCl-Si(111) prepared using 45 minutes of vapor deposition. All images are 
collected at different locations on the same sample, using a 3.0 V setpoint. (a) and (b) are both 20 x 20 μm2 images, taken 
at a scan rate of 0.74 Hz. (c) is a 5.0 x 5.0 μm2 image, taken at a scan rate of 1.17 Hz. (d) Table of particle analysis data 
for NaCl particles in (a), (b), and (c) obtained from Bruker’s Nanoscope Analysis software program (v. 1.4). Averages are 
reported with their standard deviations. 

 Unlike the solvent deposition samples, macroscopic salt crystals were not visible on the 

vapor deposition samples with the naked eye. We were able to successfully images these samples 

using AFM, which showed NaCl particles distributed over much of the Si(111) surface. We were 

able to image the same location multiple times, using the NP-S tips in contact mode, without 

moving the NaCl particles. The built-in particle analysis feature within Bruker’s NanoScope Analysis 

software (version 1.4) was used to analyze the density, height, and diameter of the particles for each 

AFM image in Figure 5.3; this data is tabulated in Figure 5.3(d). There is a large spread the particle 

analysis data, but we can characterize these features as NaCl nanoparticles (NPs) due to their 

dimensions.  
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 The particle density listed in Figure 5.3(d) correlates with what is visually observed in Figure 

5.3’s AFM images: the NaCl NP coverage varies with scanning location. However, the coverage was 

on the same order of magnitude; we could find areas with NaCl particles relatively easily. We also 

conducted vapor deposition trials where we varied the deposition time. Below 30 minutes, not 

enough NaCl was deposited on the surface; it was difficult to find locations on the surface that had 

NaCl NPs present. On samples that were prepared using vapor deposition for 45 minutes or longer, 

we observed some areas with much larger NaCl particles as shown in Figure 5.4. In this case, we saw 

much larger NaCl particles, yet a smaller particle density, than what was observed in Figure 5.3. The 

traditional NaCl cubic lattice structure is visible with these particles. Instead of depositing more 

NaCl NPs on the surface with longer deposition times, we hypothesize that the NaCl aggregated in 

the presence of the water vapor. The NaCl particles in Figure 5.4 are so large that it would be 

difficult to manipulate them with a stiff AFM tip.  

 We decided that 30-45 minutes of vapor deposition provided the ideal NaCl NP size for 

patterning. Although the Si(111) surface was not completely covered in NaCl, the surface coverage 

was high enough to test if we were able to pattern. We used a DLC tip, in contact mode, for AFM-

based patterning of the NaCl-Si(111) samples. Afterwards we imaged the same location, using a NP-

Figure 5.4: NaCl-Si(111) prepared using vapor deposition for 45 minutes. (a) 15 x 15 μm2 AFM topography image, 
taken with a 0.91 Hz scan rate and 3.0 V setpoint. (b) Particle analysis data for (a) obtained from Bruker’s 
Nanoscope Analysis Software (v. 1.4). Averages are reported with their standard deviations. 
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S tip in contact mode, to verify that the patterning was successful. Figure 5.5 shows AFM images for 

two square patterns made on different NaCl-Si(111) samples. 

 

Figure 5.5: Patterning NaCl-Si(111) with AFM. (a) 15 μm x 15 μm topography image, taken with a 0.91 Hz scan rate 
and 2.5 V setpoint, of a 30 minute vapor deposition sample before patterning. (b) 20 μm x 20 μm topography image, 
taken with a 1.13 Hz scan rate and 2.5 V setpoint, of an 8 x 8 μm2 pattern. (c) Cross section through blue line in (b). 
Pink arrows indicate the pattern’s borders in (b) and (c). (d) 15 μm x 15 μm topography image, taken with a 0.87 Hz scan 
rate and 2.5 V setpoint, of a 45 minute vapor deposition sample before patterning. (e) 20 μm x 20 μm topography image, 
taken with a 0.85 Hz scan rate and 3.0 V setpoint, of a 5 x 5 μm2 pattern. (f) Cross section through blue line in (e). Pink 
arrows indicate the pattern’s borders in both (e) and (f). 

 Figure 5.5(a) shows a 30 minute vapor deposition NaCl-Si(111) sample prior to patterning. 

Particle analysis calculated the average particle density, height, and diameter to be 1.387 

particles/μm2, 72 ± 16 nm, and 244 ± 56 nm, respectively. As shown in Figure 5.5(b), a DLC tip 

was used to carve an 8 x 8 μm2 pattern in the general area that Figure 5.5(a) was captured. The AFM 

tip moved the NaCl NPs to the edge of the pattern, forming a border, leaving the interior free from 

particles. The pattern’s borders were incomplete, most likely due to the partial NaCl NP surface 

coverage. Cross sectional analysis, shown in Figure 5.5(c), was used to confirm the pattern’s 

dimensions. The pattern in Figure 5.5(b) was measured to be 7.91 μm x 7.83 μm (horizontal x 

vertical); this is consistent with the expected dimensions. 
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 Figure 5.5(d) shows a 45 minute vapor deposition NaCl-Si(111) sample prior to patterning. 

Particle analysis calculated the average particle density, height, and diameter to be 0.68 

particles/μm2, 164 ± 39 nm, and 563 ± 196 nm, respectively. The NaCl NPs in Figure 5.5(d) are 

significantly larger than those in Figure 5.5(a). Nonetheless, the DLC tip was able to completely clear 

away a 5 μm x 5 μm pattern in the general vicinity that Figure 5.5(c) was captured. This pattern’s 

borders are still incomplete, some of the edges and corners are less defined. As these larger particles 

piled up at the edge of the pattern, they became more difficult to manipulate with the tip. The 

dimensions of this pattern were measured with cross-sectional analysis to be 5.5 μm x 5.2 μm 

(horizontal x vertical). This is consistent with the expected dimensions, although slightly less 

accurate than the pattern in Figure 5.5(b). 

 
Figure 5.6: Rectangular patterns on NaCl-Si(111). Both AFM topography images are 20 μm x 20 μm and were taken 
with a 1.13 Hz scan rate and 2.5 V setpoint. (a) 10 μm x 2.5 μm (4:1 aspect ratio) and (b) 10 μm x 1.25 μm (8:1 aspect 
ratio) patterns. 

Square patterns have a 1:1 (length: width) aspect ratio. By changing the aspect ratio during 

patterning, we could change the shape patterned onto the NaCl-Si(111) samples. Figure 5.6 shows 

AFM topography images of two rectangular patterns that were made on the same sample shown in 

Figure 5.5(a). By keeping a constant scan size and varying the aspect ratio on the AFM controller, 

the vertical scan distance can be manipulated. In Figure 5.6(a), a 10 μm scan size with a 4:1 aspect 

ratio was used to pattern a 10 μm x 2.5 μm (measured to be 10.4 μm x 2.6 μm) pattern onto the 
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NaCl-Si(111). In Figure 5.6(b), a 10 μm scan size with a 8:1 aspect ratio was used to pattern a 10 μm 

x 1.5 μm (measured to be 10.3 μm x 1.4 μm) feature onto the surface. Although the same surface as 

Figure 5.5(a) was patterned here, the rectangular pattern’s borders are less defined than the square 

pattern in Figure 5.5(b). In the rectangular features, the tip was patterning a smaller area and 

therefore moving less NaCl particles. Because the moved NaCl NPs form the pattern’s borders, the 

borders are more incomplete if a smaller area is patterned.  

 We’ve demonstrated that it is possible to pattern NaCl nanoparticles on a Si(111) surface 

using scanning probe lithography. Even though the NaCl surface coverage was incomplete, 

distinguishable patterns could be made so long as scan sizes of several μm2 are used. We can control 

pattern’s dimensions and shapes by manipulating the AFM’s scanning parameters.  

5.4.3 Coating NaCl-Si(111) Samples with Gold  

 Now that distinguishable patterns could be made on NaCl-Si(111), the next step in this 

proof of concept procedure was to coat the patterned samples in gold metal. Creating metal 

nanostructures with controlled sizing and surface placement, and high aspect ratios has applications 

for plasmonic devices.2 Plasmons are quantized oscillations of free electrons in metals that are 

resonant with visible to near IR light.6, 48 Metallic nanostructures with sharp features (high aspect 

ratios) show localized enhancement of electric fields due to plasmonic effects, which can enhance 

the detection in Surface Enhanced Raman Spectroscopy (SERS).6 The plasmon resonance can be 

tuned by manipulating the metal’s shape and aspect ratio.48, 49 Therefore, plasmonic features can act 

as sensors because their plasmonic resonance shifts when material adsorbs to the feature. In this 

work, a patterned NaCl-Si(111) sample was coated in 15 nm of gold using a vacuum evaporator. 

Figure 5.7 shows AFM images of the sample before and after being coated with gold. 
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Figure 5.7: AFM topography images of 30 minute vapor deposition NaCl-Si(111) samples (a) before and (b) after being 
coated with 15 nm of gold in a vacuum evaporator. Both images are 15 μm x 15 μm and were taken with a 1.1 Hz scan 
rate and 2.5 V setpoint. (c) Particle analysis obtained from Bruker’s Nanoscope Analysis (v. 1.4) program for (a) and (b). 
Averages are reported with their standard deviations. 

Figure 5.7(a) shows the topography image of a 30 minute vapor deposition NaCl-Si(111) 

before being coated with gold. The particle density, height, and diameter are consistent with 

previous samples that were able to be patterned. Figure 5.7(b) shows the topography image of this 

sample after it had been coated with 15 nm of gold. The surface topography in Figure 5.7(b) looks 

so similar to that of 5.7(a) because the entire sample has been coated in the same amount of gold. 

The height and diameter of the particles in Figure 5.7(b) are larger than in 5.7(a). However, they 

increased more than expected for a 15 nm coating. Because these images were collected in different 

locations, the differences in dimensions and particle density could be attributed to the inherent 

variability in these vapor deposition samples. 

 However, we had visual confirmation that the sample was coated in gold. A metallic gold 

shine was visible on the surface with the naked eye. Under an optical microscope, the same metallic 

gold shine was visible over areas that gold had covered bare Si(111). An opaque, white haze was 

seen where gold had deposited over NaCl. Large NaCl particles were still visible under the AFM 

optical microscope. This indicated that the NaCl-Si(111) sample could withstand the vacuum and 

warm conditions required for vapor deposition of metals. 

 After verifying that the patterned NaCl-Si(111) substrate was coated in gold, the next step 

was to soak the sample in water to attempt to remove the salt. Figure 5.8 shows AFM topography 

images of a pattern before and after being soaked in water. 
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Figure 5.8: Coating patterned NaCl-Si(111) sample in gold and subsequently soaking sample in water. All AFM 
topography images are 20 μm x 20 μm and were collected with a 1.3 Hz scan rate and 2.5 V setpoint. (a) 10 μm x 10 μm 
pattern before gold coating (b) Same pattern after coating with 15 nm of gold and soaking in DI water for 20 minutes. 
(c) Same as (b), but an additional 5 minutes of being sonicated in DI water. (d) Cross section through the blue line in (b). 

Figure 5.8(a) shows a 10 μm x 10 μm pattern NaCl-Si(111) pattern after being coated in gold; this 

pattern was measured to be 10.2 μm x 10.7 μm with cross-sectional analysis. Some NaCl particles 

were too large to be moved by the DLC tip, but most of the pattern is clean. The pattern’s borders 

are incomplete; this is consistent with previously patterned samples. However, the pattern is 

distinguishable from the rest of the sample.  

After coating the patterned sample with 15 nm of gold, it was soaked in DI water for 20 

minutes. Afterwards, a metallic gold shine was still visible on the surface with the naked eye. The 

white, opaque features disappeared and not many large NaCl particles were visible under an optical 

microscope. Soaking in water was enough to remove the macroscopic NaCl features from the 

surface. Figure 5.8(b) shows an AFM image of the pattern after the gold-coating and water soak. 

While some raised features are still visible, some of the salt particles were removed leaving behind 
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holes on the surface. A cross section through one of these holes (Figure 5.8(d)) shows its depth to 

be about 15 nm (consistent with our expected gold thickness). The NaCl NPs dissolved when 

exposed to water; any gold deposited over these features was free to diffuse away in the solvent. The 

raised features in Figure 5.8(b) indicate that not all the NaCl dissolved when exposed to water. Even 

after sonicating the sample in water for an additional 5 minutes (Figure 5.8(c)), no additional salt 

appears to have dissolved. We suspect that gold completely encased some of the smaller NaCl 

features, thereby blocking water’s access and preventing them from dissolving. 

Even though these NaCl-Si(111) samples are not suitable as true resist layers, we did 

demonstrate that small salt particles could be manipulated with an AFM tip to create a recognizable 

pattern. So long as the NaCl particles were not completely encased by gold, they could be dissolved 

with water leaving an imprint of the pattern in the deposited gold. It has been shown that uniform 

NaCl thin films could be deposited on silicon substrates using thermal evaporation.50 Further 

experiments on such a sample would include testing if a uniform layer of NaCl was patternable with 

AFM, and if the complete resist layer could be removed with water after metal deposition. The work 

presented here led Dr. Sasanka Ulapane to use insoluble CaCO3 nanoparticles as a patternable resist 

layer for metallic nanostructure growth.1 

 

5.5 Conclusions 

 A thin layer of salt could act a versatile, robust resist layer that could withstand deposition 

conditions unsuitable for other commonly used organic resist materials. In principle, salts can be 

deposited on any substrate because they don’t require any substrate-specific chemistry to adhere to 

the surface through physisorption. Salts can withstand high temperatures that would decompose 

organic SAM or polymer resists. Many salts are also water-soluble, and therefore could be removed 

from a surface through a gentle water rinse without damaging the desired metal features. This work 
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aimed to demonstrate that it was feasible to deposit sodium chloride (NaCl) on a Si(111) substrate, 

pattern it with scanning probe lithography, coat the sample in gold, and remove the NaCl resist layer 

with water. 

 NaCl is so soluble in water that solution deposition proved to be an unusable deposition 

method. NaCl does not crash out of solution until enough water evaporates and the solubility limit 

is reached. A macroscopic, uneven, coffee ring structure forms locally on the surface leaving the 

remainder of the Si(111) substrate clean. The large salt crystals were too large to be imaged, let alone 

patterned with AFM. 

 Vapor deposition for 30-45 minutes proved to be a method that deposited NaCl 

nanoparticles (NPs) over wide areas of the surface that could be imaged with AFM. However, the 

NaCl NPs did not cover the entire surface. NaCl NPs aggregated in the humid environment with 

longer deposition times instead of forming a thicker, more uniform coating over the Si(111) 

substrate. Nevertheless, the partial surface coverage was enough to test if NaCl NPs could be 

manipulated with scanning probe lithography. 

 We demonstrated that NaCl NPs could be manipulated with a stiff DLC tip. So long as the 

NaCl NP surface coverage was high enough, patterns could be created on the surface. They were 

distinguishable from the background topography, even though their borders were incomplete. The 

pattern’s size and shape could be controlled by the AFM scanning parameters. 

 Patterned NaCl-Si(111) samples were able to withstand conditions required for thermal 

evaporation of metals. After coating a patterned NaCl-Si(111) sample in 15 nm thick gold metal, we 

soaked the samples in deionized water. We confirmed that the larger and macroscopic NaCl particles 

dissolved in the water, leaving behind an imprint of the pattern in gold. Because NaCl did not cover 

the entire surface, some of the smaller NaCl particles were fully encased in gold and did not dissolve 

in water.  
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 These vapor-deposited NaCl-Si(111) samples could never function as a true resist layer 

because of their incomplete NaCl surface coverage. Nevertheless, this work provided a blueprint for 

future experiments.  If a thin, uniform layer of salt was deposited on a substrate, the salt layer could 

be patternable with AFM, serve as a true resist layer, and be easily removed with a solvent rinse 

without disturbing the desired metal features. 

 Dr. Sasanka Ulapane, a former member of the Berrie group, extended this idea.1 Instead of 

using a soluble salt in water, he created a suspension of insoluble calcium carbonate (CaCO3) 

nanoparticles in water and dropcasted it over various substrates (Si, glass, mica). Because the CaCO3 

NPs were insoluble, they deposited in a uniform, 3 μm thick layer on the surface. The weakly 

interacting nanoparticles were patternable with atomic force microscopy, even when they covered 

the entire surface. The entire surface of the samples was coated with 30 nm – 50 nm of gold. Water 

could not be used to remove the CaCO3 resist layer, as CaCO3 is insoluble in water. Instead, he 

soaked the samples in subsequent solutions of ethylenediaminetetraacetic acid (EDTA) and 

hydrochloric acid (HCl). EDTA is known to chelate Ca2+ ions and metal carbonates tend to react 

with acids. This lifted the nanoparticle mask and extraneous gold, while leaving the gold patterns 

undisturbed. More details about Dr. Ulapane’s work are written in his doctoral dissertation.1 We 

demonstrated that it is possible to use salt compounds as versatile resists that can withstand thermal 

evaporation conditions, be patterned using scanning probe lithography, and easily removed using 

solution processing. Increasing the versatility of fabrication methods for small metal features is 

important for bringing viable, manufacturable nanodevices to market. 
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Chapter 6: Conclusions and Future Directions 

6.1 Overview 

 The research presented in this dissertation is focused on understanding and manipulating 

nanoscale properties at interfaces. The nanoscience field has matured from its original focus of 

synthesizing and measuring properties of novel, isolated nanomaterials to one that is incorporating 

nanostructures into useful devices for energy and sensing applications. The nanomaterials’ behavior 

can be altered when in contact, or combined, with other materials. Locally probing and controlling 

nanoscale interactions is essential for bringing practical nanomaterial devices to market. This 

dissertation’s work is centered on two materials of interest for nanoscale applications: graphene and 

metal nanostructures. 

Graphene is a material that, while interesting for a wide variety of uses, must be modified to 

work for any niche application. Pure graphene is a “zero bandgap semiconductor”, but its unique 

electronic band structure means it can be doped to induce either metallic or semiconductor 

behavior. Graphene doping has been extensively demonstrated, but most studies are bulk 

measurements and lack local information about how dopants modify the work function. We 

proposed using tunable, azulene-based molecules as physisorbed dopants for graphene. In our work, 

we used highly ordered pyrolytic graphite (HOPG) substrates as a model for graphene. Graphene 

and graphite share similar properties, but graphite substrates are more consistent and reproducible. 

Using HOPG substrates allowed for reliable comparisons of dopants’ behaviors across multiple 

samples. In Chapters 3 and 4, we used noncontact atomic force microscopy (NCAFM) and Kelvin 

probe force microscopy (KPFM) to correlate local changes in graphite’s work function with the 

topography of adsorbed dopants.  

Plasmonic sensors require metallic nanostructures with well-defined shapes, placement, and 

orientation on an interface. Bottom-up fabrication methods for metallic nanostructures use organic 
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resist layers that are limited for use on certain substrates. Self-assembled monolayers (SAMs) require 

a specific substrate on which to chemisorb. SAMs, and organic polymers, require harsh reagents to 

remove them from a surface; such reagents can damage the desired metal structures. Furthermore, 

organic resist layers cannot withstand the high temperatures required for atomic layer deposition 

(ALD) metal growth. In Chapter 5, we developed a novel salt-based resist layer for metal 

nanostructure growth that is more versatile than organic resist layers. Conclusions and a brief 

discussion of possible future directions are the focus of the remainder of this chapter. 

 

6.2 Altering Graphite’s Local Surface Potential with Azulene-Based Dopants 

Graphene has been the focus of dedicated research towards tailoring its unique electronic 

properties for use in applications such as photovoltaics, batteries, catalysis, and sensors.  Although 

doping of graphene is extensively demonstrated, most doping investigations rely on bulk 

measurements. A more local understanding of how dopants interact with the surface and modify its 

local surface potential is key to designing adsorbants that can control the doping effect’s direction 

and magnitude. 

 In the work presented in Chapters 3 and 4, we proposed using azulene-based molecules as 

novel dopants for graphene. Azulene is a planar, conjugated ring system that can π-stack with the 

graphene lattice without lowering its native conductivity. Most importantly, azulene has a 

complimentary frontier molecular orbital (FMO) density that allows the energy of the highest 

occupied molecular orbital (HOMO) or lowest unoccupied molecular orbital (LUMO) to be 

selectively tuned via substitution.1, 2 By tuning the interaction between the dopant’s frontier 

molecular orbitals and the substrate’s Fermi level, we expected to see a change in the local doping 

effect. Most literature exploring how to tune a surface’s local work function use chemisorbed 

dopants. But, azulene’s unique FMO distribution presents a systematic way to modify a surface’s 
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local work function through physisorption. In all work presented here, HOPG was used as a 

substrate instead of graphene. HOPG and graphene have similar chemical and electronic properties, 

but graphite samples are more reproducible. Graphene, being only a single layer thick, is easily 

modified by its supporting substrate.3 Graphite substrates are commercially available, and their 

surface can be cleanly regenerated using mechanical cleaving. Using graphite substrates allowed for 

dependable data comparisons between multiple molecules and samples. 

Samples were imaged using scanning probe microscopy in an ultrahigh vacuum chamber. 

Noncontact atomic force microscopy (NCAFM) and Kelvin probe force microscopy (KPFM) were 

operated simultaneously to obtain maps of local topography and surface potential of these azulene-

based molecules on graphite. Topographical maps were used to study the orientation of isolated, 

adsorbed molecules on the graphite surface. KPFM maps surface potential, which is directly related 

to a sample’s local work function. KPFM is not a commonly used scanning probe technique, but 

there are examples in literature where it has been used to study relatively large features of densely 

packed self-assembled monolayers (SAMs)4-9, large biomolecules10, or metal nanoparticles11, 12. Here, 

we used KPFM to map local surface potential modifications of small, isolated, physisorbed 

molecules. The surface potential images were used to correlate local contrast with topographical 

features in order to quantify the doping effect’s lateral distribution on the surface. By comparing 

measured relative contact potential differences (CPD) for different substituted azulenes on HOPG, 

we also aimed to explore the different potential mechanisms responsible for the doping effect of 

these physisorbed molecules. 

Using NCAFM and KPFM to map the topography and surface potential of samples, we 

aimed to answer several questions about isolated azulene-based molecules adsorbed on graphite. 

What is the best method to deposit azulene-based molecules onto the surface? How do the 

molecules orient themselves on the surface? Do azulenes induce a change in the local surface 
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potential of graphite? If so, how far does this doping effect extend laterally on the surface? Does the 

magnitude or direction of the local surface potential modification change when different substituted 

azulenes are adsorbed on graphite? Do these changes correlate to shifts in the energy of the 

azulene’s frontier molecular orbitals? 

 To begin, we optimized deposition procedures using unsubstituted azulene. Solvent 

deposition was problematic for several reasons. First, solvent allowed molecules to diffuse across the 

surface and preferentially adsorb to graphite’s step edges. We preferred to have molecules adsorb to 

graphite’s terraces because the step edges are oxidized and chemically distinct from the terraces. 

Comparing data for molecules on the terraces would be more consistent and a closer model to the 

dopant’s interaction with graphene. Second, it was difficult to control the amount of azulene 

deposited on the surface. Third, solvent contamination and damage to the substrate were also 

persistent issues. Vapor deposition was determined to be the cleanest, most reliable method for 

depositing azulene molecules on graphite. This technique was subsequently used to deposit other 

substituted azulenes on graphite. 

 Topography cross-sectional analysis was used to identify single molecules adsorbed to 

graphite’s terraces. Single molecules had heights consistent with the interlayer spacing of graphite, 

suggesting that they adsorb flat to the graphite lattice through π-stacking interactions. In all cases, 

the measured lateral dimensions were larger than the molecule’s true size by an order of magnitude 

due to convolution from the broad AFM tip. For this reason, we were unable to quantify any 

changes in the dopant’s lateral dimensions with substitution on the azulene framework because the 

changes were too small to resolve. 

 While topographical measurements for the substituted azulenes were consistent, we were 

able to resolve differences in the local contact potential difference (CPD) when different molecules 

were adsorbed to the graphite. Therefore, changing the azulene-based molecule adsorbed on the 
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surface changed the effect on graphite’s local work function. In all cases, the local graphite doping 

effect was confined to the domains of where the molecule was adsorbed; this did not change when 

substituents were added to the azulene backbone. However, the trends in CPDs could not be 

explained with the integer charge transfer model alone. All the molecules studied were predicted to 

act as p-type dopants on graphite, based on the relative energies of the azulenes’ frontier molecular 

orbitals and graphite’s Fermi level. The added substituents did not shift azulene’s FMOs enough to 

change that prediction. Substitution on the azulene framework also changed the molecule’s dipole 

moment in addition to its frontier molecular orbital energy gap. Any modifications to the surface 

dipole moment through the substrate’s interaction with the dopant, be it due to the pillow effect or 

polar adsorbants, would change the local work function. A simple multiple linear regression showed 

moderate linear correlation between the measured CPDs and three doping mechanisms when 

naphthalene was excluded from the analysis. The energy level alignment between the dopant and 

substrate clearly plays a role in the observed local doping behavior, but it is not the only 

contribution. Our simple model was not enough to fully describe the trends in measured CPDs.. 

 To add to our knowledge of the interplay between the pillow effect, charge transfer, and 

surface dipole modification mechanisms, we attempted to study additional substituted azulenes on 

graphite. These particular molecules were nonplanar, and we were unable to image them on the 

surface.  Bulky substituents inhibit the azulene backbone from π-stacking with the graphite lattice, 

leading to weaker physisorption. These nonplanar molecules desorbed off the graphite in both 

vacuum and ambient environments, so we were unable to image them on the surface. Cooling the 

sample proved problematic due to loosely bound contamination and the amount of time it took for 

the sample’s temperature to stabilize. Potential future work to expand our knowledge about the 

mechanistic contributions to the local doping effect is discussed later in this section. 
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 This work was able to locally map how a small, isolated, physisorbed molecule affects a 

surface’s local work function. We observed that the dopant’s effect is very localized to where the 

dopant is adsorbed, and this was not affected by substituting the parent molecule. Distinct 

differences in local contrast are observed for different molecules, which suggests that there is a 

critical relationship between the molecular structure and the doping effect. However, this 

relationship is not straightforward. Additional research could expand our understanding of how the 

balance between the pillow effect, charge transfer, and surface dipole modification dictates changes 

in the local work function.  

Additional planar, substituted azulenes should be investigated to expand our library of 

azulene-based dopants. 2,6-dicyanoazulene would be particularly interesting to image on the graphite 

surface. The placement of the cyano-functionalities cancels out their individual dipole moments; 2,6-

dicyanoazulene should have the same dipole moment as unsubstituted azulene. While that 

molecule’s overall dipole moment doesn’t change, the energy of azulene’s LUMO is selectively 

modified. It would be interesting to see if that molecule has a large effect on graphite’s local work 

function.  

 Scanning tunneling microscopy (STM) methods could be used on these conductive samples 

to corroborate our KPFM measurements. In  
𝑑𝐼

𝑑𝑉
  spectroscopy, plotting the change in current with 

applied voltage as a function of the applied voltage, is directly related to the local density of states.13 

Therefore, one could extract spatial information about how the substrate’s Dirac point shifts based 

on where the tip is located.14, 15 With 
𝑑𝐼

𝑑𝑧
 spectroscopy, the change in current with respect to tip-

sample distance is directly related to the tip-sample barrier height.13 This barrier height is thought to 

be linked to the sample’s local work function.16, 17 STM tips, especially those produced from 

electrochemical etching, are sharper than the metal-coated probes used for KPFM in this work.18 
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Using STM would potentially have a resolution advantage over AFM-based techniques. Because 

STM is a scanning probe technique, these local spectroscopic measurements could be compared 

with the shifts in local work function obtained from KPFM.  

 Other techniques could provide structural information about how these dopants adhere to 

graphite. Because graphene and graphite are Raman active, tip enhanced Raman spectroscopy 

(TERS) could provide additional, local, characterization of doping.19, 20 The ratio of peak intensities 

(ID/IG) of graphene’s D peak (1350 cm-1) and its G peak (1580 cm-1) is used to characterize defects 

on the surface; and differences in dopant-induced modification on the graphene surface would cause 

(ID/IG) to change.  

 Multiple linear regression was used to show the correlation between the measured CPDs and 

contributions from the pillow effect, charge transfer, and surface dipole modification mechanisms. 

This regression did show moderate linear correlation between the local doping effect and these 

mechanisms, but the correlation could be improved. Previous studies have used these three ideas to 

describe the contributions to changes in the work function, but our results suggest that this is not 

sufficient. Computational studies could add insight to our experimental data to completely describe 

the doping process. For example, density functional theory (DFT) calculations have shown how 

graphite’s bandgap changes based on the structure and orientation of molecules adsorbed to its 

surface.21, 22 Modeling how adsorption orientation, interaction strength, and electronic structure 

changes when using different substituted azulenes as dopants would allow us to more accurately 

describe, and ultimately predict, the role that these mechanisms play in the local doping effect. 

 Most importantly, these azulene-based dopants should be deposited onto graphene. Debate 

in the literature continues about graphene’s true work function, but it generally thought to be lower 

than graphite’s by about 0.3 eV.23 It would be interesting to observe if the Fermi level shift between 

graphite and graphene impacts the local contact potential differences of the adsorbed azulene 
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derivatives. Evidence exists that graphene’s supporting substrate also modifies its work function3; 

that contribution cannot be ignored when mapping relative effects of adsorbed dopants on the local 

work function. 

 

6.3 Nanolithography on NaCl Resist Layers for Formation of Metal Nanostructures 

 Fabricating high aspect ratio metallic nanostructures directly on a surface has applications 

for plasmonic sensing devices, catalysis, and photovoltaics. Organic resist layers, such as self-

assembled monolayers (SAMs) and polymers, have been patterned using lithographic techniques. 

Then, metal nanostructures are grown on the exposed substrate using solvent-based reactions such 

as electroless deposition. However, organic resist layers are not suitable for every metal deposition 

technique. Organic resists would decompose in the high temperature and low-pressure environment 

required for atomic layer deposition (ALD). In addition, removing organic resists requires exposing 

the metal nanostructures to harsh, potentially damaging reagents. SAMs can only chemisorb to 

certain substrates, which limits their widespread use. We aimed to create a novel resist layer using 

sodium chloride (NaCl) on Si(111) that would be a more versatile protective coating for high 

temperature, bottom-up metal nanostructure fabrication. In principle, this salt resist layer could 

withstand ALD conditions, be patternable using scanning probe lithography, and be removed using 

a simple solvent wash after metal deposition. 

 Because NaCl is so soluble in water, solvent deposition of salt onto the Si(111) substrate 

proved impractical. NaCl formed macroscopic coffee-ring features locally on the surface that were 

too large to pattern or image with atomic force microscopy (AFM). Vapor deposition, from a boiling 

salt solution, deposited NaCl nanoparticles onto the Si(111) surface. Although the NaCl coverage on 

the substrate was incomplete, we were able to create recognizable patterns on the samples using 

AFM. The pattern’s shape and dimensions can be controlled by modifying the AFM scanning 
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parameters. We demonstrated that the patterned NaCl-Si(111) samples could be coated in gold via 

thermal evaporation and survive that method’s vacuum and heat conditions. Any NaCl nanoparticles 

not totally encased with gold were able to be removed by soaking the sample in deionized water. A 

recognizable imprint was left behind in the deposited gold metal. 

 This work was continued by Dr. Sasanka Ulapane, a graduate of our research group.24 He 

created a suspension of insoluble calcium carbonate (CaCO3) nanoparticles in water. Because of the 

nanoparticle’s insolubility, they were able to be dropcasted in a uniform layer onto a wide variety of 

substrates. The weakly interacting nanoparticles were patternable using scanning probe lithography. 

The patterned samples also withstood a gold coating via thermal evaporation. A water rinse would 

not remove the CaCO3 resist layer due to insolubility. Instead, solutions of 

ethylenediaminetetraacetic acid (EDTA) and hydrochloric acid (HCl) were used to remove the 

nanoparticle mask without damaging the gold structures. 

 If a uniform layer of NaCl on a surface could be achieved, that would greatly improve its 

viability as a true resist layer. It has been shown that uniform NaCl layers can be deposited on silicon 

using thermal evaporation.25 Continuing work should be done to see if NaCl could be deposited on 

other substrates in this manner. Scanning probe lithography would have to be optimized on a 

sample with a continuous NaCl film, due to the relatively strong interactions between compacted 

salt crystals. The NaCl crystals within the continuous film need to be small enough to be 

manipulated by an AFM tip for patterning. Not only are smaller particles easier to manipulate with 

an AFM probe, as demonstrated with Dr. Sasanka Ulapane’s calcium carbonate films, they result in 

more defined patterns.24 Then, we would have to test if a continuous NaCl film could be removed 

with a water soak after being coated in gold. Further characterization on the resulting metal 

structures would verify their conductivity using a four-point probe method.26, 27  
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6.4 Final Statement  

 The work in this dissertation focuses on understanding, and manipulating, local 

modifications at interfaces. Chapter 3 and 4 used scanning probe microscopy to study the 

organization of physisorbed dopants on a substrate on the molecular level. This work used Kelvin 

probe force microscopy to successfully map local surface potential of isolated, small, physisorbed 

organic molecules, a system not yet studied with this technique. The knowledge obtained about the 

dopant’s adsorption behavior on the surface, from both topography and surface potential images, 

illustrates the critical relationship between a dopant’s structure and its local effect on the substrate. 

Our work aimed to weight the previously studied doping mechanisms for physisorbed molecules 

and found that a straightforward linear fit was not enough to fully describe the molecules’ effects on 

the local work function. This research advanced the techniques required to locally probe isolated, 

physisorbed molecules’ behavior on surfaces. And, it also provided important information to 

consider for designing adsorbants that can systematically tune a substrate’s work function through 

physisorption. The knowledge obtained in our idealized, ultrahigh vacuum environment can be 

extended to ambient conditions. This work is important as two-dimensional materials28 such as 

graphene29, molybdenum disulfide (MoS2)
30, and tungsten disulfide (WS2)

29 are incorporated into 

functional devices. 

 Chapter 5 focused on developing a novel salt-based resist layer for bottom-up metal 

structure growth. The work expands the versatility of metal nanostructure fabrication. Salt-based 

resist layers can be deposited on, and physisorb to, any desired substrate. They can withstand high-

temperature conditions required for thermal evaporation and atomic layer deposition (ALD) 

techniques. And, salt resist layers are relatively easy to remove from the surface without damaging 

the desired metal features. This research makes it easier to grow metallic features with controlled 
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orientation, placement, and size on a variety of substrates, which is crucial for plasmonic sensor 

development. 

 Nanoscience, as a broad field, has matured from focusing on the properties of isolated 

nanomaterials to incorporating nanostructures together to create useful devices. Locally probing and 

controlling interactions at the nanoscale is crucial to understanding how heterostructures behave and 

is necessary so nanodevices can be rapidly engineered. We hope that our work proves useful for 

incorporating nanomaterials into viable, practical, and manufacturable devices. 
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