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Abstract 

Swarms of unmanned aerial systems (UASs) usage is becoming more prevalent in the 

world. Many private companies and government agencies are actively developing analytical and 

technological solutions for multi-agent cooperative swarms of UASs.  However, the majority of 

existing research focuses on developing guidance, navigation, and control (GNC) algorithms for 

a swarm of UASs and proof of stability and robustness of those algorithms. In addition to 

profound challenges in control of a swarm of UASs, a reliable and fast intercommunication 

between UASs is one of the vital conditions for success of any swarm.  Many modern UASs 

have high inertia and fly at high speeds, which means if latency or throughput are too low in 

swarms, there is a higher risk for catastrophic failure due to inter-collision within the swarm. 

This work presents solutions for scaling the number of collaborative agents in swarm of UASs 

using a frequency-based hierarchy. This work identifies shortcomings and discusses traditional 

swarm communication systems and how they rely on a single frequency that will handle 

distribution of information to all or some parts of a swarm. These systems typically use an ad-

hoc network to transfer data locally, on the single frequency, between agents without the need of 

existing communication infrastructure. While this does allow agents the flexibility of movement 

without concern for disconnecting from the network and managing only neighboring 

communications, it does not necessarily scale to larger swarms. In those large swarms, for 

example, information from the outer agents will be routed to the inner agents. This will cause 

inner agents, critical to the stability of a swarm, to spend more time routing information than 

transmitting their state information. This will lead to instability as the inner agents’ states are not 

known to the rest of the swarm. Even if an ad-hoc network is not used (e.g. an Everyone-to-

Everyone network), the frequency itself has an upper limit to the amount of data that it can send 
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reliably before bandwidth constraints or general interference causes information to arrive 

too late or not at all. 

This work proposes that by using two frequencies and creating a hierarchy where each 

layer is a separate frequency, large swarms can be grouped into manageable local swarms. The 

intra-swarm communication (inside the local swarm) will be handled on a separate frequency 

while the inter-swarm communication will have its own. A normal mesh network was tested in 

both hardware in the loop (HiTL) scenarios and a collision avoidance flight test scenario. Those 

results were compared against dual-frequency HiTL simulations. The dual-frequency simulations 

showed overall improvement in the latency and throughput comparatively to both the simulated 

and flight-tested mesh network.  
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1 Introduction 

The upcoming years will have a higher demand for UAS technologies, whether it be 

Amazon deploying UASs to deliver packages to houses or being used for Intel light shows [1]. 

However, one challenge that is still being addressed is that of scalability. Intel’s world record 

swarm size is controlled through one computer [2] and does not necessarily deal with the same 

challenges other systems might face. Intel does not need the UASs to communicate to every 

individual UAS (UAS lacks intelligence to make major decisions) nor do they necessarily need a 

lot of information from those UASs. They also can stop the UASs and transition them to a hover 

mode if something goes wrong, which is not an option in fixed wing aircraft. To take on the 

challenge of scalability within a system that needs every drone to be intelligent, a hierarchy is 

established to reduce the bandwidth consumed by the swarm, and thus allowing more units to be 

added and scalability to be better achieved. The lower frequency is used in the upper tiers of the 

hierarchy as a method of keeping communication between local swarms and the controller, such 

as a ground station, of the swarms over longer ranges. The higher frequency is used for a local 

swarm to communicate internally, as it has higher bandwidth available and has shorter range so 

that local swarms have less impact on each other. This work’s contribution is using two 

communication frequencies (900 MHz and 2.4 GHz) in the swarm and show that by doing so the 

scalability of the swarm is improved. Each local swarm has a unit dedicated to using the lower 

frequency communication to keep in contact with the other swarms as well as receiving new 
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commands from the controller. This can be seen in Figure 1 where the controller is depicted as a 

Cessna aircraft.  

 

Figure 1: Dual Frequencies Being Used to Establish a Hierarchy. 

 

 The purpose for using two frequencies is to expand the limit for the number of aircraft 

that can run simultaneously. If all aircraft are communicating on one frequency, the bandwidth 

available on that frequency will eventually be depleted and delays or additional packet loss will 

occur. By using two frequencies, additional systems can be added to a local swarm until capacity 

is reached. At this point, a new local swarm can be added. There is also the constraint of needing 

to work on small aircraft that are using commercial-off-the-shelf (COTS) components. These 

components are not expensive, and this idea tries to not focus on something that could be solved 

through more expensive hardware. However, better hardware does not mean the idea would not 

be applicable. Additionally, there is a size constraint within the fuselage, see Figure 2, meaning 

that additional equipment that might improve communications are not viable. One difference that 
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became apparent in later testing is the different communication protocols available on the 2.4 

GHz system and the 900 MHz system. The 2.4 GHz did not offer mesh, only Everyone-to-

Everyone (E2E). The main difference between mesh and E2E is how data is transferred between 

the units. In a mesh, the master keeps the network synchronized and handles the Request to Send 

/ Clear to Send (RTS/CTS), but this allows two endpoints to talk directly to each other without 

needing to go through the master unit. In an E2E environment, all data is first routed through the 

master and then retransmitted to the endpoints. Typically, the advantages of ad-hoc networks are 

that neighbors can talk to each other freely without needing a controlling unit. This allows the 

network to self-heal if UASs go outside of the reach of the network temporarily and bandwidth 

can be saved by only talking to local units. Inside of this multi-frequency hierarchy it might not 

gain as strong of an advantage. Ideally, the lower the tier on the hierarchy a unit is, the smaller 

the area it must cover. If the area is small enough, the advantages of ad-hoc do not necessarily 

apply. Either the movements in the area do not cause the unit to leave the network or the area is 

small enough to the point not many units can exist inside of it. Later in the results and discussion 

section, the differences between the two networking configurations are explored. Additionally, 

ad-hoc is not necessarily scalable. If information is being routed throughout a large swarm, this 

can cause the units in the center, a critical section for stability, to not send their state information 

in a timely manner, as they will be routing information from one end of the swarm to the other. 

This could cause instability within a given swarm. 
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Figure 2: Fuselage 

 

There has already been significant research into hierarchies within the networking realm. 

Some dive into the creation of clusters and the hierarchy of clusters [3-6] to improve the overall 

energy efficiency and scalability of the wireless sensor networks (WSNs), however, these fall 

into the lower mobility category, where the network topology is not prone to movement. This 

means for the environment at the KUFRL, where a UAS can move 40+ ft/s, the solutions are not 

ideal. For higher mobility environments, the protocols focus on adaptability of the topology [7] 
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[8] to handle the dynamic changes and therefore ignore a structure like a hierarchy.  Aside from 

WSNs, hierarchies have been used to provide scalability within the internet like the open shortest 

path first (OSPF) protocol [9]. These studies show that the idea of a hierarchy being used for a 

communication network is not new. 

Many papers that deal with swarms of UASs or multi-robot missions do not necessarily 

focus on communication scalability. Some focus on the scalability of the mission (e.g. 

adaptability/efficiency of a swarm) [10-12] as that is only what they are seeking to show or 

somehow exploit. Others do not show communication scalability (e.g. packet loss with increased 

number of agents) [13-15] even when dealing with swarms. This is not to say that no papers 

mention communications, but they are not the focus [16][17] or are planned for their future 

works [18]. 

Hierarchies are also studied within the aviation realm as well [19] [20] and have been 

shown to be stable and useful for distributing tasks amongst UASs. To this end, it is also useful 

to seek a hierarchical structure. This would allow for multiple groups of UASs, whose missions 

can vary, and allow an operator to quickly gather information in a larger area. This, combined 

with the scalability aspect, allows for a large group of independent swarms to be given various 

tasks over a larger area (e.g. search and rescue at sea). Another aspect that should be recognized 

is the difference between how communication is treated in aviation research and communication 

research. Within the aviation community there are a variety of ways communications are 

considered that do not necessarily reflect what would be occurring when two or more UASs 

wanted to talk to each other. In some papers, no assumptions are made about communication 

[21][22] but information is assumed to be distributed instantly within the swarm. Others assume 

that communication is occurring [23] but no specifics are given on what the communication 
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configuration is (i.e. Mesh, P2P, etc.) or the quality of the communication channel. Sometimes 

the assumption for the communication is that it is not occurring at all [24] and rather the UAS is 

using other sensors (Lidar/Radar) to detect vehicles. This might work for slower UAS systems, 

but not necessarily for all UAS types, velocities, or mission configurations. In other works, 

communications are flushed out and assumptions are made with the intent on trying to work 

around the potential limitations of a UAS in a radio dense environment. However, the 

assumptions can be limited. For example, one paper deals with swarm assignment understood 

that a communication channel would not be perfect, and the swarm assignment algorithm still 

needed to work [25]. The assumptions on the communication channel is that it is in either a 

disconnected state or connected state, but no information on if latency or packet loss would have 

impacts on the overall system. The paper mentions that to avoid collisions the units cannot travel 

at velocities that would allow them to traverse over a defined communication radius in a single 

timestep. This implies that at higher velocities the communication radius would need to be 

expanded. Expansion of the communication radius would allow them to see a UAS before it 

moves closer, but this also means the power of the communication device would increase and 

therefore more neighboring UAS communications could be interfered with. Another paper 

sought to address the potential problems of loss of line of sight and communications within a 

potentially noisy environment [26]. By knowing ahead of time where a UAS can go, a plan to 

reroute data can be constructed when line of sight is lost. However, as mentioned, it requires 

previous knowledge on where the UAS is going. In an intelligent swarm setting, there could be a 

general area or path the UAS is constrained to for a mission, but the movements of the UAS and 

how it decides to approach the mission is ultimately up to the algorithm running on board. 
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What is different between this paper and the previously mentioned papers is the application. 

Dual frequency communication lines are not touched upon in the previous papers. Admittedly, 

those papers deal mostly with the algorithms to form the hierarchies, control of the swarm, or the 

scalability of the algorithm and do not assume much about the communication line. However, by 

using two communication frequencies the amount of bandwidth consumed should be lower than 

if all UASs are talking on the same frequency. Furthermore, the ideas presented in the papers can 

still, to some degree, apply to the dual communication frequency, further expanding the 

scalability. The aim of this research is to find out to what degree the dual communication 

frequencies improve the overall scalability of the systems. 
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2 Theory 

The reasoning behind choosing a dual-band communication system will be explained 

here. It is known that for each communication line, there is only a certain amount of bandwidth 

that can be used before no more data can be transferred. For the 900 MHz the wireless 

transmission bandwidth is 172000 bps. Given that the main data packet being transmitted 

currently to other UASs and the ground station is of size 240 bytes, and that the message is 

transmitted at a rate of 5 Hz. The estimated number of UASs that could potentially be allocated 

on this frequency is shown below in equation 1. 

⌊ 
172000 𝑏𝑝𝑠

(240 𝑏𝑦𝑡𝑒𝑠∗8 𝑏𝑖𝑡𝑠 𝑝𝑒𝑟 𝑏𝑦𝑡𝑒)∗5𝐻𝑧
 ⌋ = 16 𝑈𝐴𝑆𝑠     (1) 

The number conversion is floored as only a whole UAS can be supported. This 

calculation is ideal as it assumes 100 percent of the bandwidth is used and no errors occur during 

any point of a message transmission and no other information is being transmitted. The 16 UASs 

could be extended further if the data message is reduced to only the relevant information, such as 

position and velocity. The remainder of that information is useless for the UASs themselves 

when communicating to other UASs. If the information is limited to only the information the 

UAS uses, then the number of supported UASs becomes equation 2. 

⌊ 
172000 𝑏𝑝𝑠

(28 𝑏𝑦𝑡𝑒𝑠∗8 𝑏𝑖𝑡𝑠 𝑝𝑒𝑟 𝑏𝑦𝑡𝑒)∗5𝐻𝑧
 ⌋ = 153 𝑈𝐴𝑆𝑠    (2) 

Now, this calculation only shows how many UASs could potentially fit within the limited 

bandwidth, but that number would not be achievable without intensive communication software 

running in the background. However, it could work if that small information packet is separated 

onto another communication frequency. In this case, 2.4 GHz will be used. This is for two 
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reasons, the first being the need for an additional frequency to have the smaller packet on, the 

second is for the properties of 2.4 GHz frequency. At the 900 MHz frequency, the expected 

range and penetration capability is higher, but the available bandwidth is lower. Conversely, the 

2.4 GHz frequency has shorter range and penetrative capabilities but allows for higher 

bandwidth, which is desirable for local swarm communications. Considering the shorter range, in 

theory, the local swarms could be separated by a certain distance to minimize the effects of 

interference coming from neighboring local swarms. By combining both frequencies, it should 

allow for many more UASs to be added to a swarm. Taking the two calculations above, however 

unrealistic they may be, with each UAS on the 900 MHz frequency supporting a local swarm, up 

to 2432 UASs could be supported. The 16 UASs on the 900 MHz frequency would also be part 

of the local swarms and should be removed from the total count. 

(16 𝑈𝐴𝑆𝑠 ∗  153 𝑈𝐴𝑆𝑠) − 16 𝑈𝐴𝑆𝑠 = 2432 𝑈𝐴𝑆𝑠    (3) 

It is unlikely that this is achievable as those numbers are made with ideal assumptions, 

however, at a smaller scale the theory still holds. Based on experience working with these 

systems, rather than sixteen UASs on the 900 MHz, four to six would be more realistic and 

instead of 153 UASs on the 2.4 GHz, four to six UASs would also be more achievable. This 

would allow the system to go from only four to six UASs only using the 900 MHz to twelve to 

thirty UASs in the dual-band system. 

It might also be possible to further expand upon scalability by using channel splitting. By 

giving the radios specific frequency ranges to work on, additional radios can be added to separate 

frequency ranges without the fear of causing significant interference. This could boost the 

number of agents in the swarm and allow us to scale further. This idea is explored further in the 

Results and Discussion section. 
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3  Hardware and Implementation  

3.1 Hardware 

A block diagram, shown in Figure 3, lays out the avionics for our UASs. The main 

computer on the avionics is the Jetson Nano, which runs Ubuntu 18.04 as the operating system. 

The Robotic Operating System (ROS) framework is installed onto the Nano. This framework 

runs all the software for the UAS. The Nano retrieves information about the state of the UAS 

from the Pixhawk Flight Controller. The Pixhawk acts as a data acquisition board and collects 

the information from the attached IMU, GPS, and pressure sensors. The Pixhawk also allows 

servos to be controlled from the Nano using its offboard control method. These control values 

are sent over Mavlink messages using a USB-serial interface. Manual control can be enabled in 

the Pixhawk software as well and is controlled via a PPM signal from the 2.4 GHz receiver from 

the controller. 

 

Figure 3: Avionics - Figure modified from [27] 
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3.2 Communication Flow 

In this section, the details of how data is transferred between two endpoints will be 

discussed. Mavlink, a “library for lightweight communication” [28], is used to encapsulate the 

data being transmitted. Figure 4 shows a minimal packet structure of the mavlink message. The 

header contains all the information to describe the packet, its destination, and its source. Only 1 

byte in the header is dedicated to the payload size which causes the maximum payload size to be 

limited to 255 bytes. The payload is also limited to 64 possible fields. If the 64 fields are filled 

before the payload size is met, no more fields can be added to the message and, therefore, no 

more data can be added to the message.  

 

 

Figure 4: Mavlink Packet Structure 
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Once the data is formatted into a packet, it is transmitted via a RS-232 connection to a 

Microhard P900 or P2400 [29] [30] at a specified rate. Inside the Microhard there are up to 255 

internal buffers, that can be up to size 255 bytes. This is detailed in Figure 5. 

 

Figure 5: Data transfer between the Jetson Nano and the Microhard unit 

 

The data is then transmitted over the wireless link and broadcast to other Microhard units. 

The microhard units are set up in a mesh network configuration. This means that any unit can 

talk to another unit without needing to go through a centralized node. There is one controller 

node that ensures that the exchange of data between two points in the mesh is synchronized, but 

data does not need to flow through that node, only the process of setting up the synchronization. 

The protocol used to exchange data can be changed between time-division multiple access 

(TDMA) and RTS/CTS. In case of the TDMA protocol, very little overhead is exchanged 

between the nodes for communication as each node will have their own time slot to transmit the 

data. RTS/CTS requires each node be given a random wait time to request the ability to send. 
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Ideally, the nodes would send to a specified nodes MAC address when transmitting data for 

specific devices. However, most messages are meant for every UAS within the swarm, not an 

individual UAS. The only messages that would potentially benefit from this unit addressing 

would be waypoint messages as those would be directed either to the ground station or the leader 

of the local swarm. As such, the current setup uses broadcast messages, and packets are filtered 

at the application layer on the Nano. Upon successful arrival to other units the mavlink message 

is captured by Intel’s MAVLink Router (IMR) [31]. The IMR will scan the incoming data for a 

valid mavlink message and once it finds one, it will transmit the packet via UDP to any endpoint 

specified. The only current endpoint given is a ROS node whose job is to unpack the mavlink 

messages and extract the desired information. This setup can be seen in Figure 6, which only 

depicts one Microhard. 

 

Figure 6: Internal Communication Flow of the Jetson Nano 

 

It then publishes that information to the rest of the ROS system via ROS messages. This 

node also subscribes to ROS topics that give information about the current location and attitude 
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of the vehicle. These subscriptions are spawned in separate threads from the main execution loop 

of the node and will pull messages into a structure as soon as the data is available. The main 

execution thread is started in a separate thread within the ROS node and its job is to receive 

incoming messages and send outgoing messages. This occurs at a fixed rate as specified by the 

user. The fixed rate only occurs within the main loop and should not affect the subscription 

threads. This is to ensure that the amount of data pushed to the Microhard is not overwhelming 

the internal buffers and causing overwrites, but that the data that is pushed will be up-to-date 

information about the state of the avionics. The flowchart for the code execution can be seen in 

Figure 7. 

 

Figure 7: ROS Serial Node Flowchart 
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For the dual-band hierarchy to work, a small tweak needs to occur within the ROS 

system. When it is expanded to two frequencies, there should be some information that is 

communicated between both the 900 MHz ROS serial node and the 2.4 GHz ROS serial node. 

This is because the 900 MHz node will receive more information relating to the overall mission 

and that data needs to be disseminated to all lower UASs within the hierarchy. Conversely, UAS 

information from the lower rungs of the hierarchy need to be displayed on the ground station, 

which talks on the 900 MHz channel. Figure 8 shows this dual-band setup, and how the internal 

ROS structure is planned. Notice that on the 2.4 GHz Microhard, there is no IMR. This is 

because IMR expected a connection before allowing information to be passed to the serial node. 

If two IMR connections are used on two different UASs, and nothing else, there will be no 

communication between the units, because both units are expecting the connection. On the 900 

MHz, the ground station initializes the connection. Since there is no ground station on the 2.4 

GHz, the serial node directly connects to the Microhard via pymavlink. Pymavlink does the same 

handling as IMR, but in the past it seemed to have problems when the packet size was too large 

or being sent too fast. 
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Figure 8: Dual-band Internal Communication Setup 

 

3.3 Considerations 

In this section, some of the decisions that are decided on early in the design process will 

be discussed. Earlier in this chapter, in Figure 5, is a description of the internal buffers of the 

Microhard. In theory, that means the Microhard can hold up to ~65,000 bytes before 

broadcasting them out. The problem with this is that there can be a slow buildup of messages 

inside the internal buffers. This can lead to information being delayed for up to 2-3 second, or 

even worse, valid data being sent for 2-3 seconds after a software failure occurred. This delay is 

unacceptable when it comes to UAS information and can cause a plane to become unrecoverable 

without an operator's knowledge, cause delays to the ground station operator who is relaying 

critical information to the pilot, and cause general confusion to what actions are visibly seen and 

what is being shown. To keep this latency low, the number of buffers is reduced to three for 



 

17 

 

initial flight tests. However, a higher number of internal buffers is ideal as this will reduce the 

chances of overwriting the internal buffers and potentially causing messages to become 

corrupted before the buffers are sent. 

Another decision made early on is the use of Mavlink. This choice is made for a few 

reasons. Mavlink is a simple method for converting data into some form of packet that can be 

transferred. The emphasis on the minimalistic packet structure along with the small packet size 

made it an ideal candidate for real-time operations for the UAS. Alongside this, multiple open 

source ground stations supported the standard messages already included within Mavlink. This 

made early development quick and significantly easier, and only minor modifications for the 

ground stations are needed to support custom messages. It is also significantly easier for 

aerospace majors to adjust the messages and integrate their functionality into the UAS. Since it is 

not guaranteed that anyone working on this system would necessarily have the programming 

background to understand a custom message format, buffer handling, CRC computation, or 

setting up a connection to a UDP port and serial port, it then becomes most paramount that the 

software is easier to understand and does not require too much time to be understood and 

modified if the need arises. This is also partly why IMR is used as it will handle the buffer 

management and detect the messages within those buffers. This also comes from experience 

from working with some of the earlier systems. The Flight Research Lab (FRL) previously had a 

custom ground station that had a custom communication protocol. The format of a packet is 

described in an XML which is then referenced as the raw buffer is being scanned for messages. 

When new data is requested to be added to the ground station, it becomes a near impossible task 

due to lack of documentation. To avoid situations like this Mavlink is chosen as it has readily 

available documentation on how to use it and requires minimal training time to understand how 
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it works. In conjunction with using IMR, the most that needs to be understood from the 

perspective of a new person is how to differentiate between message types as IMR sends a 

detected message and not a buffer. To summarize this point, the decisions that are being made in 

the software must not be so complicated that it takes multiple months for someone to understand 

how to add or remove the data they need long after the last person trained on it has left, because 

the communication software must support and be understood by everyone who works on these 

systems. 
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4 Experimental Methodology 

For most of the tests, Hardware in the Loop (HiTL) simulations are used. HiTL 

simulations are tests involving actual flight test ready avionics, inside of a grounded UAS. Using 

Six degrees of freedom (6DoF) simulations, the aircraft then simulates itself flying after being 

given an initial set of states and waypoints. This is used instead of software testing as it has all 

necessary parts (i.e. UAS spending time transferring and reading information from one another, 

radio waves colliding in the air, etc.) of actual flight accounted for, while requiring actual flight. 

The general process for both indoors HiTL simulations and flight testing is to prepare 

each UAS that is going to be used for the test. This included modifying the configurations of the 

Microhard units, ensuring that each UAS has its own ID, and making sure UAS has the same 

software running on it. Once each UAS is prepared and the ground station is ready, the units are 

turned on as specified by the test. The UAS is then allowed to run its mission, which is uploaded 

from the ground station, for some time without interruption, unless parameter changes occur. If 

parameter changes occur, the UAS will listen and respond to the ground station as quickly as 

possible before returning to normal communications. During the parameter change the plane is 

still “flying”, so once normal communications return, state information about the UAS is up to 

date. Once the UAS has finished its test, a shutdown command is sent to the UAS. Data is then 

collected from the UAS and processed later. The data collected can include latency information, 

sequence loss for ping messages, sequence loss for data messages, and throughput percentages. 

Throughput percentages are calculated by taking the number of data messages sent and dividing 

by the number of messages received by a particular UAS. More details will be given for each 

individual test in the Results & Discussion section as each test can vary in what is being used and 

how it is configured.  
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5 Results & Discussion 

5.1 Justification for Work 

One of the initial tests that is done on the Microhards, is to see if there is a limit to the 

number of units that can be placed on the 900 MHz frequency to justify using two frequencies. 

One register in the P900 Microhard is the “Repeat Interval” or S115 register. In their manual, 

they suggest setting this value to “number of devices / 2” (i.e. if there are 10 UASs in operation, 

S115 should be set to 5). This test is performed with two devices in HiTL mode talking to each 

other. After each test, the Microhard’s S115 value is changed. The register values being tested 

are 1, 3, 10, 20, 100. Through experimentation it is shown that S115’s value can dramatically 

alter the throughput of the device, as seen in Figure 9. 

 

Figure 9: Register S115's Value Versus the Throughput of a UAS 
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Setting S115 to the appropriate value does correspond to the highest throughput. 

However, an important note is that as the register value increases, the throughput of the device 

lowers dramatically. These estimates are also liberal, as there are only two devices and no other 

traffic is being sent from other units. If 200 devices are used, the probability that two will RTS at 

the same time goes up and since only one will get the CTS, the others throughput will go down. 

This experiment shows that adding additional devices, regardless of available bandwidth, will 

reduce the throughput of all other devices on the network. This also shows that at some point, the 

network itself will run out of resources for additional units and a new schema must be used to 

scale the network. With that being said, in the next section, a baseline for the 900 MHz 

frequency will be found. 

5.2 Baseline for 900 MHz Frequency 

For this experiment, four planes are tested inside in HiTL mode along with one ground 

station. The ground station is the master of the mesh communication network. They are set up as 

a normal flight test operation. Ping messages are being sent at 1 Hz while the main data message 

is sent at 5 Hz. All units are powered up at approximately the same time. 

One of the first things that stood out is that R2’s (vehicles are referred to as R1 - R4) ping 

is significantly worse than all other UASs. Not necessarily in latency, but in its sporadic nature 

of receiving pings as seen in Figure 10. While all other UASs consistently receive the packets, as 

seen in Figure 11, R2 seems to struggle and misses a high number of sequences for the ping 

message. The first thought to test is a possible bias in terms of power up order. The Microhard is 

using RTS/CTS for the communication protocol and the ground station unit monitors to see if the 

RTS should be allowed or not. It is thought that possibly a RTS from the first UAS to power up 

would give that UAS advantage in the future as it would be the first one to RTS the second time 
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since all units are sending at a regulated 5 Hz.  To check to see if this is a possibility, the second 

test is conducted. 

 

 
Figure 10: Latency Results for Baseline Testing 



 

23 

 

 
Figure 11: Sequence Loss for the Ping Message During Baseline Testing 

5.3 Baseline - Checking Power Up 

This test is conducted the same as the first, the only difference being the power up order. 

In this test, the power up is R1 -> R2 -> R3 -> R4. After powering up one unit, it is left on for 

approximately 60 seconds before the next unit is turned on. This is to ensure that both units are 

settled, and data can be collected for only those units being on. The test is then repeated and the 

power up order is reversed (R4 -> R3 -> R2 -> R1). 

After running the first power up test, it seems that the suspicion is confirmed. R4 has the 

worst performance, as seen in Figure 12 and Figure 13, in terms of receiving ping data from all 

other units while everyone else performed about the same. However, before concluding 

anything, a second test is conducted with the reverse power up order to confirm the bias. This 

time there is a significant change in behavior of the system, which is seen in Figures 14 and 15. 

Once R1 (the last unit to be powered) is turned on, all communication within the system is 
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quickly halted. The cable going to the Microhard is flashing green, indicating data is being sent, 

but none of the units are communicating with one another and the ground station showed that 

there is no new information from any of the UASs. The test is conducted again, shown in Figures 

16 and 17, to confirm that this phenomenon is occurring. The second test revealed that it is, and 

subsequent tests all confirmed that communications would stop after some time. After some 

experimenting, it is discovered that IMR is sending corrupted packets. Essentially, a bug is 

occurring where if corruption started to occur, IMR would repeatedly and quickly send only the 

corrupted messages. The communication channels would quickly shut down as all resources are 

being dedicated to this rapid sending of corrupted messages. This then reinforces the idea that 

there is an upper limit for a singular frequency where information can no longer be successfully 

transferred. If the corrupted messages are reinterpreted as other information being sent (e.g. route 

discovery packets), then those packets have a direct impact on other UASs information being 

successfully transferred. A patch made for IMR made it to only send known, valid messages and 

this seemed to fix the problem. The baseline for that will be shown in the next section. 
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Figure 12: Latency Results for Baseline - Power up R1, R2, R3, R4 
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Figure 13: Sequence Loss for Ping Message - Power up R1, R2, R3, R4 

 

Figure 14: Latency Results for Baseline - Power up R4, R3, R2, R1 
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Figure 15: Sequence Loss for Ping Message - Power up R4, R3, R2, R1 

 

 

Figure 16: Latency Results for baseline - Power up R4, R3, R2, R1 - Test 2 
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Figure 17: Sequence Loss for Ping Message - Power up R4, R3, R2, R1 - Test 2 

 

5.4 Baseline - IMR Patch 

Once the IMR patch is installed and working, another test is conducted to find the 

baseline for the 900 MHz. This test is conducted the same way as the first baseline test. From the 

results in Figures 18 & 19, it can be seen that that the patch significantly helped reduce the 

number of missed sequences and seems to have helped stabilize the behavior between all the 

units. There is no longer any latency above ~600 ms and sequence loss has generally stabilized 

between all the units. Although it may seem that the sequences for the ping are bad, going up to 

6 seconds of missing sequences (1 Hz * 6 Sequences missed), the ping message is smaller than 

the main data message and sent at a slower rate. Figure 20 shows that the majority of the missed 

sequences in the data message all fall below 5 missed sequences. This means that very rarely will 

one second pass with no new information being given to the UAS. On top of that, the majority of 
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sequences are not missed. This baseline is stable enough for a flight test to be conducted with 

these settings. The flight test results will be presented in the following section. 

 

Figure 18: Latency Results for Baseline - IMR Patch 
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Figure 19: Sequence Loss for Ping Message - IMR Patch 

 

Figure 20: Sequence Loss for Main Data Message - IMR Patch 
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5.5 Flight Test Data 

5.5.1 One Actual, One Virtual Flight (1A1V) Test 

The first flight test that is conducted is a two-agent flight test with a ground station. One 

agent, R1, is an actual aircraft that is being piloted either by a pilot or autopilot. The other agent, 

R3, is a virtual agent. It is set up to be in HiTL mode and given a mission in the same flight test 

area as R1. The agents are doing collision avoidance, and by having one virtual agent and one 

actual agent, the autopilot can be assessed in its ability to avoid without risking a mid-air 

collision. The ground station is still the master of the mesh communication network. 

In Figures 21 and 22 it can be seen that for just two agents, even as one agent is moving 

around, latency remains under 150 ms on average for each agent. The sequence loss for the main 

data message also manages to stay under five missed sequences on average, as seen in Figure 23. 

In the cases where sequence loss goes above ten, it means that waypoint upload is occurring. As 

mentioned earlier, talking to the ground station takes priority, which can cause significant delays 

between UASs if something goes wrong. However, the alternative (sending data while doing 

waypoint upload), usually causes waypoint upload to become difficult. 

It should also be noted that the sequence loss for the ping message and the main data 

message are not strongly correlated to one another. That is to say, R3’s sequence loss for the 

ping message shows quite a few sequences missed while the data message shows only 11 times 

more than one sequence is lost. This could show that either smaller messages are prone to more 

loss or that infrequent messages being sent in a message dense system could have a higher 

chance of being lost. That being said, that is not being explicitly tested for and those conclusions 

cannot really be drawn from this, but in future tests the ping sequence loss will be excluded 
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(unless needed) as its main purpose is to find latency, and its sequence loss is not necessary to 

include. 

The last thing that this test shows is that there is a discrepancy in throughput. R1 seems 

able to readily send to R3 with a 96% success rate, seen in Table 1. However, the inverse is not 

true and R3 only has an 88% chance to successfully send. This does show a bias within the 

network, but it is too early to conclude anything meaningful. The next couple of tests will 

continue to add agents and see if the trend continues. 

 

Figure 21: Latency Results - 1A1V Test 
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Figure 22: Sequence Loss for Ping Message - 1A1V Test 

 

Figure 23: Sequence Loss for Main Data Message - 1A1V Test 
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Table 1: Throughput between both UASs - 1A1V Test 

 

5.5.2 One Actual, Two Virtual (1A2V) Test 

The second flight test is conducted in the same way as the first, but instead of one virtual 

agent there are now two, R4 being the additional virtual agent. The behaviors of all the units are 

the same, and all will be performing collision avoidance with one another. 

The first point to notice of these tests is the ping, shown in Figure 24. Adding an 

additional agent to the mesh did not significantly alter the latency between the agents, going 

from ~75 ms latency seen in Figure 21 earlier to ~100 - 150 ms. One thing that increased is the 

latency fluctuations. This can be seen clearly on R3’s latency graph, where R4’s latency to R3 

can jump from ~20 ms to ~300 ms within a few sequences. At least in this context, using latency 

to try and adjust information being sent out to other UASs, for other UASs to have accurate 

location information, is not really viable. 

Continuing to the throughput, Table 2 shows that there is still an imbalance between the 

throughputs to the devices. R3 and R4 both have an equal chance (~85%) to send a successful 

data message through. However, R1 has a higher chance of sending to R3 and R4 (~98%). At 

this point it is assumed that since R1 is flying at an altitude of ~350 feet, it has a better chance at 

transmitting data successfully to the other units. In the next test, another actual UAS will be 

added to the flight and see if it has the same throughput to R3 and R4. 
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Figure 24: Latency Results - 1A2V Test 

 

Figure 25: Sequence Loss for Main Data Message - 1A2V Test 
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Table 2: Throughput between UASs - 1A2V Test 

 

5.5.3 Two Actual, Two Virtual (2A2V) Test 

This flight test remained the same as the last two, but an additional actual UAS is added. 

To keep the area safe and avoid midair collisions, R2 is flown at a lower altitude than R1. R1 is 

pushed to ~400 feet, while R2 is set to ~300 feet in the air. 

The results of this test are interesting. First, the fluctuating nature of the latency has 

moved to all units, as seen in Figure 26, and there is more sequences that are lost, as seen in 

Figure 27. This shows that by adding additional units, the instability of latency between all 

devices is increased. Second, while the fluctuations are becoming unstable, it seems the 

additional units are only adding to the latency linearly. At two units, latency is generally less 

than 75 ms. Three units caused the latency to remain less than 150 ms. Four units seems to keep 

the majority latency data below 225 ms. Of course, four is too small of a sample size and there is 

no guarantee that it holds, and it seems like on R2 that it is pretty close to not following that 

trend. Finally, an interesting note is that these results are like the IMR patch results. This means 
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for later tests that are conducted indoors, they should hold the same properties as if they are 

being flight tested. 

Throughput, presented in Table 3, is an interesting case. The hypothesis from the last test, 

that greater altitude can result in greater throughput, seems to not hold. R1 and R2 both send to 

R3 and R4 exceptionally well, with the inverse being not true. The interesting part is that R1 

does not send to R2 as well as it sends to R3 and R4. Additionally, R3 and R4 send to each other 

much better than R1 and R2 send to each other. R2 is always designated to fly ~100 feet lower 

than R1 for safety. What that shows, is that a swarm of UASs with varying altitudes could have 

the throughput affected simply by where an individual unit is in relation to all others. This is not 

to say altitude is 100 percent at fault. During a flight test many things can go wrong (e.g. loose 

connections, frayed cables, etc.). In this case, antenna alignment between all the different UASs 

could explain the drop in throughput. However, it still stands that R4’s throughput to R1 dropped 

~10% between this test and the last, with the only difference being the addition of R2. This test 

would need to be reconducted with another UAS positioned at potentially 200 feet to see if it 

would maintain good throughput to R3 and R4 while having lower quality throughput to R2. The 

other hypothesis is that motion leads to lower throughput. R1 and R2 are both flying while R3 

and R4 are static. Every unit sends well to the static units, but not to the mobile units. Although, 

with radio waves traveling at the speed of light, it seems less likely that units moving at ~45 ft/s 

would have that much impact. 

These tests and the IMR patch test give us a good baseline for the 900 MHz mesh 

network and how additional units can affect the network as they are added in. In general, each 

added unit causes latency to fluctuate more. Additionally, throughput of certain devices starts to 

drop dramatically depending on their location and behavior. R4’s throughput to R1 dropped 8% 
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by simply adding an additional unit as seen in Tables 2 and 3. It also shows that missed 

sequences are inevitable and communication with no delay should not be anticipated. 

The next section in this test integrates the 2.4 GHz system and tests the latency of that 

system and sees if it causes any additional delays on the 900 MHz system. 

 

Figure 26: Latency Results - 2A2V Test 
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Figure 27: Sequence Loss for Main Data Message - 2A2V Test 

 

Table 3: Throughput between UASs - 2A2V Test 
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5.6 Dual Frequency Baseline 

The first test that will be done is a baseline, where there will be four units. Each unit is 

given a 900 MHz and a 2.4 GHz. The 2.4 GHz system does not have mesh capabilities, as that 

was misinterpreted from the unit’s description when purchased. Instead, the 2.4 GHz system will 

be using E2E. The 2.4 GHz units will all be talking to each other, as if they exist all on the same 

team. There will be one master (R1) and the rest will be endpoints. The ground station will not 

be connected to the 2.4 GHz system, only the 900 MHz system as the master. The test is then run 

in the same fashion as the baseline tests. The 2.4 GHz system is sending a smaller packet of ~50 

bytes (including additional mavlink formatting) at 5 Hz, as the 2.4 GHz system is proposed as a 

communication line with minimal data needed between the planes. 

This test is conducted to see if the 2.4 GHz radios being close to the 900 MHz radios 

causes significant interference or not. It also establishes a baseline for the E2E communication 

protocol for other tests to compare against. 

The first thing of note is that the 900 MHz communications do not seem affected by the 

proximity of the 2.4 GHz system, see Figure 26 and Figure 28. This is expected as they are 

separated in frequency far enough, but the additional costs internal to the Jetson Nano 

(processing time, additional ROS messages, etc) could have caused communications to slow 

down. The second point is the throughput has improved comparatively, see Table 4, to the flight 

test. However, these units are also all contained within the same room and it could be proximity 

that causes the improvements, rather than their static nature being the cause.  From this point on 

the 900 MHz information is not included as it remains the same though all dual frequency tests. 
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On the 2.4 GHz frequency there are some interesting results. For one, the fluctuations 

that are seen on the 900 MHz are not as prevalent. In Figure 30, R2’s latency information seems 

to have each UAS near a distinct delay. R1 is ~200 ms, while R3 and R4 are closer to ~400 ms. 

R4 has the highest amount of fluctuation out of all of them, but even inside that R1 seems to 

maintain a latency ~200 ms. Sequence loss is also remarkable as there are only eight instances of 

missed sequence information across all UASs. The advantage, it seems, for an E2E system is the 

reliability and predictability comparatively to a traditional mesh network, with the main 

disadvantage being the additional bandwidth being consumed by retransmitting all messages 

through the master unit. One thing that stood out from this, however, is the throughput in Table 

5. At first it seemed that the throughput performed marginally better than the 900 MHz units. 

This contradicts the sequence logging as it shows that very few sequences are missed, which 

means most packets are delivered successfully. This discrepancy comes from the fact that the 

units are turned on one-by-one (plugged into power/battery for full startup). The first unit that 

powers up will be transmitting data that no other unit will receive, and therefore log. This 

explains the massive difference in throughput communications between R1 and R4, as R1 would 

be powered on first and powered off first. R4 would be the opposite, being last in every test. 

Knowing this, the throughput between units that would be turned on next to each other should be 

the highest. The throughput shows this as R1 to R2 throughput is 95%, R2 to R3 is 94%, and R3 

to R4 is 95%. This means that the throughput estimates are conservative in nature and are easily 

above 95% for what they received. After seeing the results from this test, the next step is to see if 

two local swarms would cause interference with each other. 
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Figure 28: Latency Results - Dual Frequency Baseline - 900 MHz 

 

Figure 29: Sequence Loss for Main Data Message - Dual Frequency Baseline - 900 MHz 



 

43 

 

 

Table 4: Throughput between UASs - Dual Frequency Baseline - 900 MHz 

 

Figure 30: Latency Results - Dual Frequency Baseline - 2.4 GHz 
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Figure 31: Sequence Loss for Main Data Message - Dual Frequency Baseline - 2.4 GHz 

 

 

Table 5:  Throughput between UASs - Dual Frequency Baseline - 2.4 GHz 
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5.7 Dual Frequency - One Band/Two Network IDs 

This test is set up the same way as the first. The main difference is that the 2.4 GHz 

systems now have two masters (R1 and R3). Each master is given a unique network ID and the 

endpoints are given the same network ID. Both networks exist on the same band, as in there are 

no restrictions on what frequency or channels, they can use for transmitting and receiving. This 

causes the endpoints to only talk to the master with the matching network ID as it has. 

Effectively, this creates two local swarms that are talking on the same frequency in close 

proximity to each other. What is being sought is if by doing this, additional units could 

potentially be added to those local swarms. 

The results from this test show a few things. The first is that all latency information 

dropped to ~75 - 150 ms, as seen in Figure 32. Comparatively to the last test where the latency 

hovered ~200 ms - 400 ms. Additionally, only two sequences are missed during transmission in 

all UASs, seen in Figure 33. Throughput also climbs up to 95%-99% in all cases (Tables 6 and 

7). This shows that additional units can still be added to each network, although for our tests 

additional units are not available. Since previous tests showed that four units on the 2.4 GHz 

system are adequate, in theory, two additional units could be added to each network. At that 

point, the system would have scaled from four UASs to seven UASs. 

However, this does not conclude the testing on the 2.4 GHz system as scalability might 

be achieved better through splitting the channels, which is the purpose of the next few tests. 
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Figure 32: Latency Results - Dual Frequency One Band/Two Network IDs - 2.4 GHz 

 

 

Figure 33: Sequence Loss for Main Data Message - Dual Frequency One Band/Two Network IDs - 2.4 GHz 
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Table 6:  Throughput between R1 and R2- Dual Frequency One Band/Two Network IDs - 2.4 GHz 

 

 

Table 7:  Throughput between R3 and R4- Dual Frequency One Band/Two Network IDs - 2.4 GHz 

5.8 Dual Frequency - Two Bands/Two Network IDs 

This test is conducted the same as the first dual frequency test. However, instead of both 

masters being on the same band as one another, each is limited to half of the band that Microhard 

allowed. The endpoints are limited in the same fashion. The idea being, that being on separate 

bands, the two communication devices will not cause as much interference as they would if they 

can use the same channels. By doing this, local swarms can be isolated onto independent bands 

to not interfere with neighboring local swarms. 

The latency, shown in Figure 34, for the test seems to follow the same results as the one 

band/two network id test. Each UAS latency stays within the same range as the previous test, but 

the patterns they form are more concentrated (fewer extreme outliers). This is the first test that 

shows no sequences missing from any of the UASs (Figure 35). Although, it is not a significant 
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change from the previous test as only two sequences are missing in that test. Nevertheless, the 

excellent sequence results correlate to the throughput for all systems being near 98%, save R3 as 

R4 did not start smoothly (Tables 8 and 9). 

The results from this test show that separating the frequency into distinct bands can be 

used to scale independent swarms. By not having local swarms all on the same band, interference 

can be reduced, and overall throughput can still be maintained. The maximum number of bands 

the Microhard allow us to create, without excluding too many channels to meet bandwidth 

constraints, is three. The next tests that follow this squeeze these systems into those smaller 

bands to see if it causes adverse effects or if separation is still a viable strategy. 

 

Figure 34: Ping Results - Two Bands/Two Network IDs Test 
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Figure 35: Sequence Loss for Main Data Message - Two Bands/Two Network IDs Test 

 

 

Table 8: Throughput between R1 and R2 - Two Bands/Two Network IDs Test 

 

Table 9:  Throughput between R3 and R4 - Two Bands/Two Network IDs Test 
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5.9 Dual Frequency - Three Bands/One Network ID 

This test is a repeat of the baseline test. The difference is that the 2.4 GHz frequency has 

been split into its smallest parts (3 distinct bands). The master (R1) and all endpoints are then 

constrained to one of these bands. The purpose of doing this is to see if reducing the system to 

using the smallest band available (fewer channels to hop on) will impact the overall performance 

of the system. 

One of the first things that is noticeable in this test compared to the baseline test is the 

nature of latency. While there are still some deviations, the fluctuation between them has leveled 

out considerably. In all UAS data, other UASs start to form their own band of latency. For R2’s 

graph in Figure 36, R3 and R4 are both solidly ~225 ms of delay while R1 is ~100 ms. R1’s 

latency graph has the highest amount of fluctuation, but even then, there are noticeable trends for 

all other UASs. These systems latency is highly predictable in this case and could be used for 

some applications in the future. Additionally, the sequences lost for the main data message 

remain about the same, at a total of seven, for all UASs depicted in Figure 37. Throughput, in 

Table 10 is excellent. All UASs report a throughput of 98% or above. 

This data shows that potentially having four UASs on a single 2.4 GHz band could allow 

us to scale local networks even further. Going from potentially three UASs to twelve UASs, 

assuming that there are three independent 2.4 GHz bands with four UASs on each band. It should 

also be noticed that these networks have not hit their upper limit yet, and latency is still well 

below a two second threshold that is being targeted. This means that for each additional UAS 

that could be added to a local swarm, every other local swarm can also get another UAS as well. 
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The next test that will be conducted is if it would be smart to use all available bands on a 

given frequency, or if adjacent bands cause interference on neighboring bands. The previous test 

shows that neighboring bands does not cause interference but does keeping an empty band 

between the networks improve overall performance. 

 

Figure 36: Latency Results - Three Bands/One Network ID Test 
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Figure 37:  Sequence Loss for Main Data Message - Three Bands/One Network ID Test 

 

 

Table 10: Throughput between UASs - Three Bands/One Network ID Test 
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5.10 Dual Frequency - Three Bands/Two Network IDs/Separate Bands 

As mentioned previously this test is about seeing if having a band that has no information 

being transmitted between the bands being used for communication has any noticeable impact on 

the behavior of the communication systems. 

The results show very little difference between this test and the Two Bands/Two Network 

IDs test. Latency falls in approximately the same ranges with similar behavior as can be seen in 

Figure 38, there is no loss of sequences in Figure 39, and throughput (Tables 11 and 12) remains 

high in both cases. This is an expected result as the communication systems performed very well 

in the Two ands/Two Network IDs test, and any benefits from having an empty channel would 

be insignificant. Where this test would need to be repeated is when the bands start to hit their 

capacity. Then the three bands would need to be tested at their capacity and compared to two 

bands with an empty band between them. The next text will be to see if two network IDs on the 

same band cause any interference issues. 
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Figure 38:  Latency Results - Three Bands/Two Network IDs Test/Separate Bands 

 

 

Figure 39: Sequence Loss for Main Data Message - Three Bands/Two Network IDs Test/Separate Bands 
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Table 11: Throughput between R1 and R2 - Three Bands/Two Network IDs Test 

 

Table 12: Throughput between R3 and R4 - Three Bands/Two Network IDs Test/Separate Bands 

 

5.11 Dual Frequency - Three Bands/Two Network IDs/Same Band 

This is the final test and it is designed to try and see if Two Network IDs on the same 

compact band cause more interference as compared to the One Band/Two Network IDs test. The 

purpose is to try and see that even if these networks are separated in their own mind, they can 

still impact each other. 

While the latency information looks about the same as compared to the One Band/Two 

Network IDs test (Figure 40), there are small increases in the latency for R1 and R3. R1 went 

from an average of ~91 ms latency to ~125 ms latency and R3’s average latency went from ~123 

ms to ~136 ms latency. R2 and R4 did not seem to be affected as much and R2’s average latency 

went from ~93 ms latency to ~94 ms latency while R4’s average latency went from R4’s average 

went from ~109 ms to ~112 ms. The sequence information in Figure 41 also shows an increase 

in the number of missed sequences. While much of the time no sequences are missed, 
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comparatively there are significantly more single sequences that are missing. Throughput 

remains about the same in both cases and can be seen in Tables 13 and 14. 

Combining this information together, there are some issues arising from placing two 

networks onto the same constricted band. Although the differences seem minor, placing an 

additional unit into a network will potentially increase the latency and sequence loss of another 

unit in the separate network. This shows, again, that there is a limit to how many units a 

frequency can hold and reinforces the idea that multiple frequencies used in a hierarchical 

situation can help scale swarms. 

 

Figure 40: Latency Result - Three Bands/Two Network IDs/Same Band 
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Figure 41: Sequence Loss for Main Data Message - Three Bands/Two Network IDs/Same Band 

 

 

Table 13: Throughput between R1 and R2 - Three Bands/Two Network IDs/Same Band 

 

Table 14: Throughput between R3 and R4 - Three Bands/Two Network IDs/Same Band 
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5.12 Discussion 

The significance of this work shows that communications within a swarm of UASs is 

important. When increasing the number of agents during the flight tests, latency went up and the 

sporadic nature of that latency also increased. This shows that adding additional units to a 

network, regardless of their relative position to other units, can still negatively affect other units. 

On top of this, in the pre-IMR patch tests, it is shown that a network will eventually hit a limit in 

the amount of information that can be successfully sent. Both facts show that a single frequency 

has limitations when it comes to the scalability for a swarm. However, when using two 

frequencies, the tests show that local swarms perform better than when all UASs are on a single 

frequency. Comparing the results from the 2A2V flight test, Figures 5.18 and 5.19, to the “Dual 

Frequency - Three Band/Two Network IDs/Separate Band” test, Figures 5.30 and 5.31, a clear 

distinction is drawn. In the latter tests, the latency is lower and more stable and the sequence loss 

for the main data message is zero. Stable latency means that information from one UAS to 

another can be modified to account for the delay more accurately. Additionally, there were no 

outright negative side effects shown when using band splitting compared to the single band tests. 

This shows that band splitting could be used to both scale the number of agents and prevent local 

swarms from causing interference with one another. Finally, since the 2.4 GHz system is using 

E2E, while the 900 MHz was using mesh, this work showcases the ability of the hierarchical 

system working with different communication protocols. The area a local swarm is responsible 

for decreases the lower the swarm is on the hierarchy. While ad-hoc is useful for swarms where 

agents might disconnect from the network, in smaller areas it loses its advantages. Other 

protocols, that have higher throughput, should not be ignored as viable communication protocols.   
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6 Future Work 

This research brought forth many different ideas. The first and foremost is the idea of 

connecting information up the hierarchy in a flight test situation. Early on, it became abundantly 

clear that it would be difficult to design an intelligent hierarchy for distributing information in 

between layers of the hierarchy. There needs to be a way to track if a mission is successfully 

distributed to lower layers. Each layer needs protections in case a UAS does crash/disconnects, 

or to communicate to other local swarms of the rouge UAS. If the master of a local swarm 

crashes, it needs to be replaced by another unit. Allocation of UASs being added to the hierarchy 

has to be accounted for and automated. The ability to move UASs to different local swarms or 

different hierarchy layers is needed for the adaptability of the swarm. These and many other 

additional protocols to follow in case something goes wrong or if additional actions need to be 

performed. 

Additionally, the ideas presented in this should be retested using only ad-hoc 

connections. This is mostly to look and see how those networks scale in comparison to the ones 

Microhard allowed. It could be possible that those networks perform better or worse and it would 

be an interesting comparison to make and would link back to studies done in the UAS field. 

Another idea that arose during all of this is using grid-based allocation for the local 

swarms. Essentially, given an area where the full swarm needs to search, it will be broken down 

into smaller sections and those areas are where the local swarms should be searching. The twist 

to this idea is that the grids can also allocate which channels the local swarms will be talking on. 

Ideally, two local swarms that are allocated to the same channel do not sit next to each other on 

the grid. This is because the communication in one local swarm could cause interference in the 

other if it is close enough. This could be limited by dynamically changing the power output of 
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the radios midflight. The Microhards do allow for a radio to be reconfigured while it is powered 

on, but that might pose a safety risk and should be tested. 

Security is also a concern when it comes to swarms of UASs, especially in this instance 

where masters are responsible for multiple aircraft in a local swarm. These masters would be 

valuable targets as they are higher up in the hierachy. This could be solved using ad-hoc, as at 

that point there are no network masters, but there would still be one point that has access to the 

upper layers of the hierarchy. Certain protocols could shift the master of the local swarm, but 

then an adversary could simply mimic a local UAS and receive the position. While security was 

not the focus of this research, its impacts into the overall scalability of a swarm should be further 

researched. 

Finally, the ideas presented should be tested with a higher number of UASs. At the time, 

only four could really be made and tested. Ideally, the number of UASs are slowly added until 

the system has too much information to handle. The thing that will most likely hit the limit first 

is the rate at which the CTS could be sent, in the RTS/CTS transaction, not necessarily 

bandwidth constraints. When testing what rate to use for the main data message in the UASs, the 

ground station could only ever report ~35 Hz total for all systems. For example, R1 and R2 could 

fluctuate between ~15 - 20 Hz, but the total of the two would always be near ~35 Hz.  
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7 Conclusion 

This work sought to address communication scalability within a swarm of UASs. By 

using two frequencies, it is shown that better scalability is achieved. While scalability has been 

addressed in the form of GNC algorithms, many papers have not included communication delays 

and throughput into their considerations. After testing various configurations including changes 

in swarm size, mission, and formations, it became clear that communication scalability has a 

major impact on larger swarms. Each additional unit added will impact the overall 

communications of every other unit, even if nothing about those units physically changes. Each 

unit added, while still having an overall impact in their local swarm, will hit a limit as each 

swarm will have a capacity on the number of units before an additional local swarm is created. 

By doing this, the latency on the lower rungs will decrease and throughput will increase 

dramatically. This method could also prevent instability within a larger swarm, since the center 

of the local swarm will not need to route as much information comparatively to a single 

frequency swarm. This scalability is pushed even further by splitting the lower rungs of the 

hierarchy over different channels.  

The significance of this work is twofold. First, larger swarms are possible while still 

maintaining latency and throughput requirements. This is critical for these larger swarms, in 

applications such as collaborative sensing, as higher latency causes instability within the swarm, 

leading to catastrophic failures. Additionally, missions like collision avoidance require lower 

latency to ensure all distance constraints are preserved, for each agent. Secondly, communication 

and the interaction it imparts on swarms of UASs cannot be ignored, especially when dealing 

with claims of scalability. It has been repeatedly shown that additional units will eventually 
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cause unacceptable throughput loss or latency. Future claims of scalability within a swarm 

environment should clearly state the communication requirements as needed per application. 
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