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ABSTRACT

A steady vortex-lattice method was used to solve the lifting surface
equation for an axial flow fan. The type of fan studied was designed for industrial
and ventilation applications and in thermofluid systems such as cooling towers.
The fan blades were thin cambered surfaces manufactured from metal sheets. The
numerical approach was inviscid and results in a boundary value problem with
viscous effects partially accounted for by application of drag coefficient data. A
non-linear wake alignment procedure was used to account for the effects of
vorticity shedding in the wake and variation in wake geometry with operating
conditions. The wake alignment procedure was semi-free with wake input
parameters required for accurate use of the technique. A study of the wake
parameters gave trends in the variation of their values with flow rate. At "free-air"
conditions, flow visualization estimates of these parameters were found to agree
with those from the computations. Comparisons between the measured and
predicted fan performance with and without a surrounding duct were especially
good at the "free-air" condition for wake parameters determined from flow
visualization and an inlet velocity profile measured using hot-wire anemometry.

To enable better understanding of basic flow phenomena and to provide
data for verification of numerical analyses, a method for measuring unsteady
surface pressure on a rotating axial-flow fan blade was devised. Unsteadiness of
pressure on the blade surfaces was due to the effects of upstream fan motor
supports and other installation features. A pressure transducer and signal
amplification circuit were mounted on a circuit board at the rotating hub with
signals taken off the rotating shaft through copper disk-mercury slip rings. Tubing
was run from the transducer, along the trailing edge of the blade, to the radial
location of the pressure taps and then at a constant radius to the taps. One blade
was instrumented to measure suction-side surface pressures; another was
instrumented to measure pressure-side surface pressures. The pressure difference
across the blade was determined and the data were corrected for time lag and
distortion caused by the tubing.

The pressure difference measurements were compared with aerodynamic
loading computed using the vortex-lattice method. Both unsteady pressure
measurements and their time-averaged values were utilized in the comparison. The
best agreement between the predicted and unsteady loading measurements was
found in the most uniform regions of the inlet flow.
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NOMENCLATURE

acceleration, ft/sec?

area, ft’

brake horsepower, hp

chord length, ft

drag coefficient

lift coefficient

power coefficient

induced power coefficient

b lost lost power coefficient

torque coefficient

thrust coefficient

diameter, ft; and drag force, Ibf
specific diameter

force, Ibf

gravitational acceleration, ft/sec?
gravitational constant, 32.174 1bm ft/lbf s?
total pressure, 1bf/in?, in. H,0
cascade incidence angle

advance coefficient

lift force, Ibf

mass, Ibm

mass flow rate, lbm/sec

helicopter rotor figure of merit
number of blades

static pressure, 1bf/in.?, in. H,0
torque, ft Ibf

radial distance from center of rotor, ft
tip radius of rotor, ft

distance from vortex singularity
angular spacing between cascade rotor blades
time, sec

thrust, 1bf

velocity, ft/sec, ft/min

velocity components in the x, y, and z directions, ft/sec, ft/min
volumetric flow rate, ft'/min

specific work

rate of work, power, hp
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pressure head elevation, ft
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Greek Letters

o angle of attack

B, cascade flow inlet angle

B, cascade flow outlet angle

B.-B, cascade flow turning angle

B., cascade mean flow angle

Y vorticity density, ft/sec

r circulation, concentrated strength of a vortex segment

o cascade deviation angle

AD net drag force, Ibf

AH net total pressure rise, Ibf

AL net lift force, Ibf

AP net static pressure rise, pressure impulse across actuator disk, 1bf/in.%
in. H,0

AQ net torque, ft Ibf

€ swirl coefficient

n efficiency

0 blade pitch

0, cascade camber angle

A cascade local flow coefficient

\Y specific volume, ft*/lbm

P density, Ibm/ft’

o blade solidity

¢ perturbation velocity potential, flow coefficient
L) velocity potential

Yy total pressure coefficient, stream function
() rotational speed, rpm, rad/sec

() vorticity, ft/sec

o, specific rotor speed

Subscripts

atm atmospheric
a axial

c camber

d difference
disk actuator disk
D drag

¢ exit

fan fan

i induced, inlet
1 lower surface
L 1ift
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Overstiike

mean

preswirl

torque

relative to rotor blade, in blade frame of reference
specific, afterswirl

variable required to operate device

static pressure

thickness

rotor tip

total pressure

thrust

upper surface

component of variable put to desired use

wake excursion variable far downstream
rotational

upstream of rotor

downstream of rotor

free stream, i.e. craft velocity for advancing propeller

rate
average
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CHAPTER 1

INTRODUCTION

Axial-flow fans have been built since even before the Industrial Revolution.
These machines are a subset of axial-flow turbomachines which can range in
application from machines designed to move large amounts of fluid against low
pressures to multi-stage axial-flow compressors. This study is concerned with the
former, a device commonly used in ventilation applications. While the rotor blades
of some of these machines have airfoil cross-sections, the fans explored in this
study do not; their blades are thin-plate blades. Usually, the methods of analysis
or design are determined on the basis of blading solidity and assumptions about the
inlet and outlet flow. Generally, the designer will select the blading solidity best
suited to the flow requirements by making use of either design or analysis methods
such as those presented by Wallis (1983) or their own experience and methods.
One complaint voiced about these techniques is the large amount of information
that must be known from experience or assumed in order to approach the problem.

However, with the age of the digital computer has come the possibility of
taking an arbitrary three-dimensional blade geometry, a given rotational speed and
a given flow rate and computing the flow field using computational fluid dynamics
(CFD). From the flow field solution, pressures and forces on the blade can be
determined; from these results the fan efficiency can be determined. Three-
dimensional full field solvers can be used to solve such problems but the
computational costs are still too high for routine analysis and optimal design. The
purpose of this study was to see whether or not a CFD technique which has been
used in helicopter rotor and marine and ship propeller applications is also
applicable to axial-flow fans.  This method, the vortex-lattice method (VLM), is a
singularity-based panel method which gives the aerodynamic loading of a lifting
surface assuming potential flow outside of the discretized vortex sheets. The VLM
is a full three-dimensional potential flow field solver with the added advantages
that acrodynamic forces on the lifting surface are directly computed and velocities
arc only computed on the blade surface, where they are of immediate interest. The
VLM is recognized in the aerospace industry as a robust routine design and
analysis tool; its many applications will be discussed in Chapter 3.

The ultimate objective of this work is to develop such a robust design and
analysis tool for axial-flow fans, a tool which could be used as the "engine" in an
optimal design program or "expert" system. The VLM meets important
requirements, being fast and capable of handling complex geometries, for the
computational method in such an optimization procedure. Highly sculptured
marine and ship propellers and helicopter rotor tips have been shown to have
improved low noise characteristics and it appears that experimental results for fans



show similar acoustic improvements (Brown, 1977 and Wei and Zhong, 1988). In
order to take advantages of the benefits of three-dimensional flow effects, an
efficient three-dimensional flow solver such as the VLM is needed.

The immediate objectives of the current study represent the first step toward
the ultimate objectives. An examination of the literature of flow visualization
techniques was undertaken to identify techniques which would provide insight into
the flow field. The results of this review are presented in Chapter 2. Flow
visualization techniques were used with the goals of providing a fundamental
understanding of the flow through the fan, assisting in the interpretation of hot-
wire anemometry measurements and determining wake parameters required for
input to the VLM. An important immediate objective was to see whether or not
providing the velocity profile and wake input parameters from observations and
measurements at "free-air" (zero static pressure rise) conditions enables the VLM
to accurately predict the measured performance.

Another, important objective of the study was to measure the blade surface
pressures and determine the pressure difference, or aerodynamic loading, across the
blade. The measurement of blade surface pressures also gives insight into the flow
over the fan blade and provides a basis other than total fan performance for
comparison with computations. The measured unsteady pressure on the blade
provides details as to the degree of unsteadiness of the aerodynamic loading which
the blade experiences due to upstream motor supports and other inlet flow
phenomena. A comparison between the VLM results and the pressure
measurements establishes the degree to which the VLM-predicted aerodynamic
loading matches the unsteady measurements. The blade surface flow visualization
performed in this study gives supporting physical evidence to the unsteady pressure
measurements.



CHAPTER 2

REVIEW OF FLOW VISUALIZATION TECHNIQUES

2.1 Overview

As stressed by Wallis in his comprehensive work on axial-flow fans
(Wallis, 1983, p. 361) flow visualization should be an integral part of axial-flow
fan research and development. The major qualitative goals of visual study are to
establish flow directions, and determine regions of separated, recirculating and
disturbed flow in order to understand and improve fan design. In general,
instrumental measurements without some physical picture of the flow field can lead
to improper conclusions. Furthermore, following the evaluation of the flow field
by visual means (especially a complex erratic flow field such as the present in situ
fan flowfield), the type of instrumentation required and the extent of study to be
applied to the problem can be decided upon in a more informed manner. An
overview of recent developments and future expectations and trends in flow
visualization is given by Settles (1986). In this work, the use of flow visualization
techniques is farther reaching.

In the present work flow visualization techniques were used to analyze and
evaluate the fan inlet conditions and the wake geometry qualitatively and
quantitatively in order to estimate some parameters used in the numerical study. In
addition, the existence of non-ideal flow phenomena such as flow separations and
regions of unsteady flow was investigated and documented. As good inlet flow
velocity data are required to effectively use the PSF-2 steady lifting surface
computer model, the hot-wire anemometry measurements of the inlet were assisted
by flow visualization techniques in both the orientation of the probe and prevention
of misinterpretation of measurements. Also, the identification of flow separation
regions aided interpretations of the blade pressure measurements conducted in the
current study, and a correlation between blade surface flow visualization and
pressure measurements lent credibility to the latter.

2.2 Smoke Flow Visualization

Often classified as a particle tracer flow visualization technique, smoke has
been used in many applications to visualize flow, and these applications are
generally non-turbulent and low speed flows. Smoke is a difficult technique to use
for a swirling flow. However, the smoke tube method is similar to the use of
colored dye injection in water. It is the use of the dye technique (and a hope to
adapt the technique using the smoke tube for air flows) as in the study of large
area flows in plexiglass model chambers by Sucker and Boenecke (1982) which is
of interest here in the study of wake and inlet flow properties. Wallis (1983)



stated that smoke is useful in visually testing fans, but gives no examples of its
use. The personal experience of this author shows it to be tough to use.

Essentially the smoke provides for visualization of a flow structure or a
flow field by scattering incident light. A smoke of adequate light scattering quality
for flow visualization must be employed; TiCl, was one possibility (i.e. Freymuth,
Bank and Palmer, 1985) and was the only type of smoke used in the present study.
TiCl, produces smoke by the reaction

TiCl, + 2 H,0 => TiO, + 4 HCI

There is enough moisture in the air of even the most arid climates for production
of the desired titanium dioxide smoke. Also, the hydrochloric acid released in
TiCl, smoke can be greatly diminished by bubbling through a water bath before
releasing it. TiCl, smoke also has the tendency to form additional precipitates
which can clog filament tubes. These problems can be overcome by adding CCl,
to the TiCl, in the mixing chamber. TiCl, smoke is generally only suitable for
flows up to 5 fps.

For higher speed applications one could use a mist of a-bromonapthalene
(C,o H; Br), which has been applied to the study of flows in axial compressors at
speeds up to 500 fps, Maltby and Keating (1962). The high luminosity of these
organic mists does have a price in that they are extremely toxic, and should never
be inhaled.

A tracer gas can be used to visualize flows. Such techniques are desirable
because a tracer can more exactly follow the motion of the main flow. The ozone
(0,) flow visualization technique of Stedman and Carignan (1985) appears to be
an excellent method for this reason, and it has the same properties of air in
turbulent flow conditions. The developers of this method were studying rates of
photolysis of ozone in the atmosphere when a release of dilute ozone between a
mercury lamp and a "black light" poster made them think there was smoke in the
room. They thought this would be of interest not only because they could see the
shadow of an invisible object, but also they thought it might be of benefit to those
studying turbulence for the reasons previously mentioned. Ozone cannot be stored
in any way; it must be produced at the time of use. They produced a stream of
about 1% ozone by passing air through a strong electric corona. Ozone is toxic,
but does not have to be produced in high enough quantities with this technique for
toxicity to be of concern. The components of an ozone flow visualization
technique required are an ozonizer, ultraviolet light source and fluorescent
backdrop. Ozone appears as a dark cloud on the fluorescent backdrop when it
passes between the backdrop and an ultraviolet light source. This is due to ozone's
absorption of ultraviolet light, and the luminescence of the fluorescent backdrop.
This potentially useful technique has yet to be used (to the writer's knowledge).



This also serves as an example of the serendipity sometimes involved in the
development of flow visualization techniques.

2.2.1 Smoke Illumination

Illumination is of the utmost importance to the visualization of smoke lines
or smoke flow. When illuminating smoke lines or filaments from smoke tubes, the
illumination is generally from the front with conventional light sources (spot lights,
halogen lights, etc.). In this type of illumination the photographs are made from
the same direction as the illumination. Larger volumes or sheets of smoke which
reveal boundary layers, flow separations, and wakes are best illuminated using
sheets of light which are recorded by photographing normal to this plane.

Light sheets can be produced from conventional light sources, and one of
the best conventional light sources can be made from a slide projector, using a
slide with a small slit in it to produce a light plane of several millimeters width
which can be focused and manipulated. Lasers provide the best sources of light
planes, and this technique has made a dramatic impact on the visualization of
smoke seeded flows; see Philbert, Beaupoil, and Faléni (1979), Mueller (1985) and
Stanislas (1985). One of the earliest implementations of this technique was at the
ONERA (Office National d'Etudes et de Recherches Aérospatiales) wind tunnel as
presented by Philbert et al. (1979). Lasers can produce very narrow sheets of
intense light, about 0.3 mm in width, and also provide a variety of power levels
which make a dramatic improvement in the visualization of these structures. Such
laser light sheets are produced by first passing the laser beam (He-Ne, Ar, and
pulsed ruby have been used) through a cylindrical lens or a glass rod to get a plane
of light. This plane is then narrowed and focused by passing the beam through a
converging lens. Laser light sheets have the added advantage of producing
fluorescence in molecular seeding particles such as iodine and sodium (Settles,
1986). Lasers used in laser induced fluorescence techniques must be tunable and
quite powerful; the smoke-like seeding materials are corrosive.

2.3 Particle Tracing Techniques

Although smoke consists of foreign particles which are often classified as
tracer particles, the term particle tracing technique generally refers to techniques
where the flow is seeded with a concentration of particles low enough that their
individual motion can be discerned (Emrich, 1983). The movement of a single
particle can be observed and recorded. But, does the motion of such a particle in
the flow truly reproduce the motion of the fluid? There is general agreement that
it does not on a microscopic level, however, in some cases the differences between
particle and fluid motions are so small that the technique provides useful
qualitative and quantitative information. Foreign particle-flow interaction has been
the subject of numerous theoretical and experimental works due to its importance



in such applications as laser-doppler anemometry, optical probe velocimetry, and
multi-phase flows. For deeper discussion of the theories of particle-free flow in
non-turbulent flows, the interested reader is directed to Merzkirch (1987, p. 39) and
Somerscales (1981). In turbulent applications there are important considerations
about the limiting turbulent frequencies a particle is capable of following. This is
investigated in detail by Somerscales (1981) and Hinze (1975).

Tracer particles must meet a number of criteria. Other than those already
discussed concerning smokes, the two remaining criteria are a minimum of slip
(difficult to measure) between the particle and the fluid in which it is borne and
high visibility. These two criteria are not easily met together. If the particle
density approaches that of the fluid, then it is almost neutrally buoyant, and the
first criterion (negligible slip) is met. Generally, this criterion is met if the particle
is small enough. However, a small particle is difficult to detect with the naked
eye, let alone record photographically. A description of particles used in some of
the most difficult flow visualization applications, thermally driven flows, is given
by Matisse and Gorman (1984). Of great concem in applications of particle
tracing (Matisse et al., 1984), is that the sedimentation time of a seeded particle be
much less than the characteristic time over which the experiment is performed.
The sedimentation time t, is determined by the characteristic length of the flow
being investigated divided by the sedimentation velocity v,. The sedimentation
velocity can be approximated by the terminal velocity of a sphere falling through a
fluid of differing density; this terminal velocity is given by the Stokes formula
(Matisse and Gorman, 1984)

2 r’g (o’ 1
Ve =V =§.Tg(%—1J (2)

for a particle of radius r and density p and a fluid of density p’ and kinematic
viscosity V.

2.3.1 Applying the Tracer Technique

Generally, the particle traces are photographed normal to the light plane in
which they are illuminated and, whether or not the flow field is three dimensional,
a two dimensional image is usually recorded. There are examples of efforts to
record the three-dimensional motion. The particle trace has a length that is
actually proportional to the average local fluid velocity at that point. The most
serious source of error in this technique is the accuracy of the shutter speed. Also,
care must be taken in flows with great differences in velocities. The faster the
flow, the shorter the exposure needed to capture good flow streaks. This trade off
(between faster and slower velocities) can be hard to achieve in fields with wide
ranges of velocities. Also there is a question of contrast; a fast moving particle



exposes itself at given points on the film for a shorter length of time than does a
slow particle. This variety of contrast can lead to problems in developing and
printing the film.

This technique can be misleading or ambiguous in flows which have
regions of reversed flow. Providing a burst of light at the start of a photographic
exposure to mark the particle starting point assists in the determination of flow
direction in these difficult instances. Measurements of the particle streaks when
mapping out the velocity field are generally performed using negatives, and the
accuracy of these measurements introduces a possible source of error.

2.3.2 Lighting and Photographing Particle Tracers

In order to capture the entire flow field (or at least a large portion), its
qualitative characteristics as well the velocity field at the given instant, suitable
lighting and recording (photographic equipment) are needed. The flow must be
seeded with particles, and this is done with equipment not unlike the smoke
generators which have been previously described. Except for the case of particle
deposition, the characteristics of the equipment are less critical. However, a
critical parameter in these experiments is the camera shutter speed or exposure
time. The distance a particle travels in the photograph is assumed to have been
traversed during the length of exposure, and it is from these two sources of
information that the particle velocity is calculated.

Illumination for particle tracing is usually some variation of two methods;
light sheets and stroboscopic lighting. Light sheets are the most common, and
have been described earlier as produced by a conventional projector or by
expanding a laser beam through a cylindrical lens. The laser systems used range
from 5 mW Helium-Neon lasers up to S W Argon lasers. The light sheets used are
no thicker than about 1 mm, and the plane is generally no higher than 10 cm.

Such a plane reveals a two-dimensional velocity field only, and only so long as the
particle remains illuminated in the plane. This major drawback can not only be
misleading, but also can render the technique useless in determining velocity
components normal to the plane. This is, however, not a difficulty for flows which
lack a complex three-dimensional structure. There are limited solutions to the
problem: Van Meel and Vermij (1961) used several parallel light sheets of
different colors to discern motion normal to the planes by particle color changes.
Illumination by the use of stroboscopic light planes can be used to give
information on the residence time of the particle in the light plane. With a steady
light plane one has no idea whether or not the particle streak began in the plane,
let alone whether it stayed in the plane during the entire exposure; but with longer
exposure times and a flashing light plane, particle motion entering and leaving the
plane is readily observed. Still, interpretation and skill is required in making
decisions about such observations.



2.3.3 Examples and Applications

Sparks and Ezekiel (1977) developed LSV (Laser Streak Velocimetry) from
a desire for full field velocity mapping, and additionally to develop a non-obtrusive
velocity measuring method. A criticism of LDV (Laser doppler velocimetry)
techniques is that they are limited to point by point measurements and it is
desirable to develop a "full-field" non-obtrusive technique. Very small particles
were introduced into the flow, and illuminated by a 3.5 W argon laser formed into
a 0.3 mm sheet by passing it first through a cylindrical lens and then through a
spherical lens. The cylindrical lens (that forms the plane) is mounted on a rotor so
the plane can be easily and precisely oriented to any given angle. The flow they
examined was that of air around a 1.6 cm cylinder placed in a wind tunnel. The
experiments were viewed and recorded in the test section of the wind tunnel, a 10
cm x 10 cm section. The speed of the flow was limited to velocities under 10 m/s
due to the shutter speed limitation of 1 ms. These exposure constraints (lengths of
particle streaks and lighting) restricted them to using high speed film (ASA 3000).
The best results were achieved using 10 um diameter talc particles dispersed at an
appropriate distance upstream of the test section by manually squeezing a plastic
bottle. No effort was made to sort or sieve the particles other than to allow larger
particles to naturally settle out in the wind tunnel during the course of the
experiment. Water particles (aerosols) were also attempted (diameter 5 um), but
were found to be weak light scatterers. Streak particle photographs were taken in
increments of 0.2 mm above the surface of the test section, and extended to S mm
above the section. Sparks et al. compared the results of their technique to the
well-known theoretical solution of boundary layer flow and found their results to
be within 4% provided they used only the longest streaks. At that time they said
there was no way to measure instantaneous velocities in such an unsteady flow,
and also no theory for such an unsteady vortex flow. LSV provided the only
means of measuring the velocities.

Chen and Emrich (1963) used lycopodium powder, oil droplets, and
cigarette smoke in their investigations of shock-tube boundary layer flow. They
say (but provide no data) that they investigated the tracing characteristics of
aluminum flakes, silica, and zinc oxide. The strength of the shock used in their
investigation (P,,, the ratio of pressures across the shock) ranged from 1.2 to 2.
For this thesis, the pertinent information is their study of the various particles used
as tracers, the response of the tracer particle to the flow, and the influence of
particle size on the technique's use and validity. In order to predict the response
time of their technique, the time it would take a particle entrained in the flow to
acquire the mean flow velocity, Chen et al. derived an expression for the
relationship between particle and gas velocity as a function of time. This
derivation began with the assumption of a particle size of about 20um.



2.3.4 Helium Bubbles

One way of producing neutrally buoyant particles is to use the helium
bubble method. In this method soap bubbles down to about 1 mm in diameter can
be produced using a bubble generator. The neutral buoyancy of the bubbles
emitted into the flow can be further improved on by passing the generated bubbles
through a settling chamber before emitting them to the flow. This eliminates
bubbles which are either too heavy and too light. This technique produces bubbles
which are capable of faithfully following torturous paths with minimal bursting.
One must tolerate some mess when using the technique, and the models used must
also withstand moisture. This technique provides information about the nature of
streaklines in the flow, but is difficult to use in giving whole-field information as
do some of the tracer techniques. The use of helium bubbles for axial-flow fan
application is unreported in the literature, but would be similar to the air bubble
injection technique which has been used with success on marine propellers (Yausa
and Ishii, 1982) and helium bubble injection in helicopter rotor work (Gray, 1992).

Helium bubble generators are used a great deal in wind tunnel testing in the
study of aerodynamics. It can, however, be used in more ways than it has been,
and it is with this in mind that this sort of literature has been reviewed. Santanam
and Tietbohl (1985) working at the boiler manufacturer, Riley Stoker Corporation,
investigated complex three-dimensional flows of which there are many in the field
of power generation (burners, furnaces, piping networks, heat exchangers,
deaerators, condensers etc.). Needless to say, such three-dimensional flows are
difficult to analyze mathematically. With these difficulties in mind, Riley Stoker
implemented a program of flow visualization using helium bubble techniques.
Scale models of the equipment are made of clear plastic so the flow might be seen
and recorded, and through these models was blown air seeded with helium bubbles
which traced out the streaklines of the flow. Their generator produced neutrally
buoyant bubbles of about 1/8 in. diameter. Generally, they used video tape to
record their experiment for closer analysis. The importance of lighting was
stressed. Helium bubbles require very bright directional lighting with dark
backdrops to achieve good contrast. Lights with too wide a diffusion angle may
illuminate stray objects and cause blotches on the film. At Riley Stoker several
different lighting techniques were used. For very large exterior flows, they used a
six-foot long light box in which were seated five, 150 W spot lights, and the sides
of this box were high in order to reduce the beam expansion for the reasons given
above. Conventional slide projectors were used in some cases for illumination, but
they lacked control of the diffusion of light. Adjustable beam angle lamps of 150
W and 300 W were also employed in small area illumination. These adjustable
beam lamps were capable of narrowing the beam to the size of a quarter when the
source is ten feet away. Generally Riley Stoker employed light sources with the
beam direction opposite to that of the flow. Flows were then observed and
recorded normal to the streaklines.



If still photographs were taken, the camera was usually place about 5 feet
from the model, and the f-stop set between 1.4 and 2.8. Exposure times depended
on the flow and the desired streak length, but for applications at Riley Stoker this
meant between 1/8 to 1/2 of a second. These exposure constraints generally meant
using films (black and white) of relatively high speeds, an ASA of 1000 or 1250.
When films of this high speed cannot be found, they suggested using ASA 400
film (easily obtainable) shot with the camera exposure of 800 ASA. This makes
the resulting exposure times lower than applicable for the ASA 400 film. To offset
this, the film development is lengthened, and this process is called push-processing.
Santanam et al. suggested doubling the development time for this reason and to
improve the contrast of the bubble streaks. In making prints of streak photographs
Santanam et al. recommended using Kodak Polycontrast RC2 Grade F paper. This
is a high contrast paper which allows the preparer to vary the contrast through the
use of filters. Magenta filters provide the highest contrast in printing. The
ultimate goal in this technique is the production of clear flow patterns, bubble
streak lines with good contrast to the dark background. Although the technique
provided for excellent flow visualization, Santanam et al. said it is a time
consuming affair in which there are many variables that effect the quality of the
photographic record. They pointed out that subject contrast, film exposure, film
development times, negative contrast and lighting are all interrelated, making the
technique as much an art as it is a science.

Kent and Eaton (1982) described He-filled bubbles as a new technique in
their work on three-dimensional fluid motion studies in engine cylinders. That is
not to say that it was a new technique, because as pointed out earlier it has been
used to study steady external flows in studies of aerodynamics, but it was the first
application (to their knowledge) of the technique to transient three-dimensional
internal flow fields.

Kent et al. (1982) and Colladay and Russell (1976, in turbine blade
boundary layer visualization) both used a Sage Action Incorporated (SAI) helium
bubble generator in their work. The generator consists of a bubble-blowing head
and a console which controls the flow of bubble soap solution, helium, and air to
the head through the use of micrometering valves. Carefully controlled bubble
solution flow through the annulus is formed into a bubble filled with helium
(flowing through the concentric tube of the annulus). Bubbles formed at the tip of
these concentric tubes are then blown off and carried from the generator head by
the compressed air flowing around the tube. Neutral buoyancy is achieved through
careful ratios of bubble soap solution to helium flow. These flow rates also
determine the rate of helium bubbles generated. Sage Action Inc. claims the
device can form up to 200 bubbles per second; however, some researchers using
this device say it is capable of 300 bubbles per second.
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2.3.5 Other Tracer Methods

It has been mentioned that there are no truly neutrally buoyant particle
tracers for the visualization of air and gas flows, other than of the helium bubble
technique. Zinc stearate dust, though not as neutrally buoyant as the previously
mentioned bubbles, has been used in the study of low velocity flows induced by
natural convection (i.e. Hsieh, 1977 and Eichorn, 1959). Just as in the case with
talc and lycopodium particles, microphotography techniques must be employed to
visualize the flow of the zinc stearate dust particles (6 pm in diameter). The
physical model that Hsieh (1977) studied using this technique was a heated plate of
constant temperature which induces through natural convection a vertical boundary
layer in which there is the obstacle of a forward facing step. This particular
problem has become important in the area of heat transfer due to the increased
interest in the cooling of printed circuit boards. The limitations of this technique
were due to the fact that the field observed is relatively small.

Eichorn (1959), for instance, used a camera lens with a magnification of 18,
and was limited to a field of vision 2.04 x 1.36 mm in his early work with the
technique. Since then most of the researchers using the technique have attempted
to visualize larger areas, but this increases the depth of the field on which the lens
focuses. The depth of field increase means that the photographs are more difficult
to survey. Hsieh was able to evaluate a velocity field in a 6 x 8 cm area. The
zinc stearate dust was introduced to the convection chamber by first using a blower
to carry the dust from the fluidized bed, a fine mesh screen on which the dust was
sprinkled, to a mixing chamber. The mixing chamber served to mix the air and
dust, settle out larger dust particles, and minimize the forced draft caused by room
air disturbances. Then the air was forced into the convection chamber through an
opening at the bottom of the chamber. Hsieh, apparently, did a good bit of trial
and error work to control and achieve just the right amount of dust concentration
in the air which was accomplished by blocking off the blower intake. The general
operating procedure consisted of first sealing the convection chamber and turning
on the plate heaters and allowing the temperature to reach steady-state (this would
take about 12 hours, the plate was usually 71 C, the air 27 C). Next the blower
was turned on (for about 15 minutes) to slowly force air with a good quantity of
dust into the convection chamber. The blower was turned off after about 15
minutes for a period of about 30 minutes to allow the larger particles of dust to
settle out and for the chamber to again reach steady-state. After this wait, the
illumination equipment was turned on and a series of photographs of flow over the
plate and step were taken.

Hsieh used a 1000 W calibration lamp with focusing lenses and a chopper
mounted on an optical bench for illumination. The optical equipment thus
arranged creates an intense flashing light source. The area of illumination used
was a 1.27 x 12.7 cm strip, and could be varied through the use of the focusing
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lenses. A single lens reflex camera was used with the best results using an
aperture setting of f2 and 1/8 second exposure time. Kodak Tri-X film was used,
but it was not sensitive enough at the rated speed of ASA 400. However, with
special (increased) processing times it was possible to push it to ASA 4000 speed
rating using Kodak HC-110 developer (no specific development times are provided
by Hsieh). A 7.62 um diameter thermocouple wire was placed in all photographs
to provided a reference for the magnification of the velocity field which was
needed when evaluating the average velocities. All photographs were evaluated by
using images from the film negatives projected onto a large screen using a slide
projector.

Akiyama, Suzuki and Nishiwaki (1979) showed that it is possible to
visualize flow fields of a much larger area than these previous methods which
employ microphotography. Akiyama et al. visualized a ventilating flow through a
chamber (18 cm x 18 cm) using zinc stearate particles which have been seeded
into the flow. Their illumination source was a 16mm projector focused on the test
chamber after passing in through a 4mm slit. Tri-X film was used in all
photographs with shutter speeds ranging from 1 to 1/8 second. Further examples
of this technique by Akiyama et al. showed the periodic growth and decay of a
recirculating region in the chamber in a series of pictures. It was reported that this
technique could be used to accurately determine (barring motions in the third
dimension and other uncertainties (see Akiyama et al., 1979) velocities ranging
from S mm/s to 1 m/s.

The flow visualization technique used by Howarth, Morton and Sherratt
(1972), and was first used by Daws (1967), consisted of injecting small visible
white particles into the room. Particles of up to 6 mm in diameter which had the
appearance of snow flakes were produced by the heating of metaldehyde tablets.
These particles are crystalline in appearance and lightweight. Vertical planes of
light projected through the ceiling were used to illuminate the particles in mutually
perpendicular planes of interest. These planes could be observed and recorded
through either of the transparent walls with the dark walls providing the needed
contrast. The two-dimensional flow fields were then photographed at shutter
speeds of 1/4, 1/2, and 1 second. From photos taken during testing, quantitative
measurements of the velocity field were made.

Magness, Utsch and Rockwell (1990) described a flow visualization rig for
a water tunnel which generated grids of hydrogen bubbles. The hydrogen bubble
technique allowed for continuous or intermittent particle generation and their
bubble sheets were generate for arbitrary duration and separation. Laser sheet
illumination which used a 2 W argon-ion laser swept with a 500 cycle per second
frequency were positioned normal to the free stream in order to visualize arbitrary
cross sections of the flow over an oscillating delta wing.
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The extension of particle flow visualization to the quantitative study of flow
fields takes a number of forms and is currently a field of great interest. There are
a variety of techniques in use, most notably particle imaging velocimetry (PIV) and
particle tracking velocimetry (PTV). Adrian (1989) and Khalighi (1989) provide
examples of the applications of PIV and PTV, respectively. The lighting sources
used with the PIV technique are pulsed lasers, while the PTV technique can be
used with light choppers and conventional lamps as lighting sources. For instance,
a 500 W quartz-halogen lamp was used by Kumar, Conover and Pan (1993) in an
application of the PTV technique to a swirling turbulent flow. A collection of PIV
and PTV papers is contained in Khalighi, Braun and Freitas (1991).

2.4 Surface flow visualization techniques

A group of techniques which may yield results without the technical
difficulties of some of the previously mentioned procedures are the methods of
surface flow visualization. Such techniques show interactions of fluid flow with
the surface of a body in the form of pressure, heat transfer, mass transfer or shear
forces. Of particular interest to this project are the advances being made in
quantitative surface pressure mapping using pressure sensitive paints or PSP
(Morris, Dnonvan, Kegelman, Schwab, Levy and Crites, 1993 and Bell and
McLachlan, 1993). However, PSP formulations currently in use are for higher
pressures than those experienced by the axial-flow fans used in this study.

Surface flow visualization techniques generally provide qualitative
information about the surface flow field. The visualization methods surveyed here
exploit the mechanical interaction between the flow and the surface to visualize
flow at the surface. The techniques examined are oil films, surface tufts and tuft
screen methods. Questions about the reliability of these techniques will be
discussed as will be their limitations because of their interference with the
boundary conditions of the flow studied, and because they only provide
information about the boundary layer of the flow. Also, when being using on
rotating surfaces, as in the present project, stroboscopic lighting is required.

2.4.1 Oil Film Technique

Perhaps the most commonly used technique to acquire qualitative surface
flow information is the oil film technique (i.e. Sallam, Kaji, Nakanishi and Ishigai,
1982). This technique reveals patterns of air flow over a surface that can be
interpreted to discern the characteristics of flow close to the body surface. Many
aerodynamicists in the wind tunnels of the future, their computers, use a
computational form of the oil film technique to interpret fluid flow behavior or to
compare numerical experiments with flow visualization (Walatka and Buning,
1989) as shown in Figure 2.1.
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Figure 2.1 Generally accepted appearance of flow separation and reattachment lines
as the appear in experiments and, in this case from the PLOT3D program

In its general form, this technique involves applying a paint, a mixture of a
light oil and a portion of powdered pigment (usually mixed in ratios of 4:1 or 5:1
oil to pigment, by weight) to the surface of interest. Kerosene appears to give the
best general purpose results as an oil (oil of wintergreen has also been employed
among others), and the pigments used are generally lampblack, titanium dioxide, or
tempera paint as in the case of Portiero, Norton and Pollock (1985). Many
mixtures are possible and some of these involve additives such as oleic acid.
Casale, Onorato, Quagliotti and Savorelli (1985) used a mixture of 70% kerosene,
6% oleic acid, and 24% Dayglo Saturn Yellow Pigment on their models and
illuminated them with ultra-violet light to observe detailed surface flows. This
improved the contrast in the photographs recording the results of the experiments.
Generally, the pigment-oil mixtures cited are useful only as a starting point in
using the technique. The correct mixture for a given application is found only
through trial and error.

After the surface is coated with the paint, and the flow is initiated over the
surface, the shear forces at the oil-fluid interface move the oil over the surface in
the mean flow direction. The flow of oil carries with it the pigment that leaves
streaks deposited along the mean flow direction. There is general agreement that
the oil streaks can, when examined by an experienced eye, reveal qualitative
information about the nature of the boundary layer (whether the flow is laminar or
turbulent, points of transition from laminar to turbulence, points of flow separation
and reattachment etc.).

Squire, Maltby, Keating and Stanbrook (1962) gave a thorough discussion
and analysis of the motion of a thin oil sheet under the boundary layer on a body.
The solutions to various flow conditions for an oil film on the surface of a body
with a moving boundary layer led Squire to three conclusions.
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1. The oil flow will follow the boundary layer streamlines except where
there is a separation. The oil flow will form an envelope (or ridge)
upstream of the actual separation envelope.

2. The disturbance to the boundary layer motion is very small for most of
the applications of this technique. Disturbing influences become a
concern, however, as the oil viscosity decreases.

3. Interpretation of the oil flow pattern at low Reynolds numbers must be
done cautiously. It is sometimes difficult to pick out the difference in
the flow streaks between laminar-turbulence transition and flow
separation.

Squire et al.'s resulting equations for oil film streamlines showed that the direction
of the oil flow streamlines depends upon the wall shear stress of the air flow and
on the pressure gradient. For most flows the wall shear term is much larger than
the pressure term and the oil film streamlines formed are a good representation of
the true wall streamlines. However in regions where the pressure term becomes
large, such as near a separation point or reattachment, the oil flow decelerates and
the oil film thickness increases, oil piles up, and the oil streamlines do not provide
a representation of what is happening at the body surface. Squire et al. showed
that it is possible for the oil buildup to affect the point of separation or
reattachment.

More recent investigations into the physical processes responsible for the
formation of oil-flow patterns have used interferometric (Tanner, 1982) and
shadowgraph methods (Murai, Ihara and Narasaka, 1982). However, there seems
to be no complete agreement on all of the physical processes responsible for the
formation of oil flow patterns.

Maltby and Keating (1962) discussed and compared various oil film testing
strategies involving changing the oil medium used, the use of additives (commonly
oleic acid) to improve flow patterns, the effects of different types of pigments,
methods of application, recipes for mixing the oil film paint, and the interpretation
of the oil-flow pattern. The ratio suggested by Maltby et al. for a oil-pigment
mixture is a 3:1 oil-to-pigment by weight. Applications of the suggestions
presented by Maltby et al. are primarily for low speed flows. A similar overview
of the oil-flow technique for use in high speed flows was given by Stanbrook
(1962).

Settles and Teng (1962) suggested using a kerosene-pigment ratio of 4:1,
but go on to say that ratios of 2:1 might be required for especially high speed, high
shear flows. Settles et al. also used large sheets of Scotch tape (20 cm x 66 c¢m)
carefully placed over the dried flow pattern and rubbed vigorously to remove and
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preserve the flow pattern. The tape was then be placed on a sheet of paper as a
record of the experiment. They claimed that with practice even patterns of
complex geometries can be preserved in this manner. This technique also recorded
the experiment in a way not possible from photographing the model since the
camera cannot focus on the depth of view needed to capture three-dimensional
patterns.

Additional applications (left to the interested reader) of the oil streak
technique are many and include; the effect of various wind/nozzle conditions on a
space shuttle's surface heat transfer to prevent damage to the ceramic tiled surface
of the ship during the loading of cryogenic propellants (Portiero et al., 1985), the
study of water surface flows over rotating disks and axial-flow pump blades
(Arakawa and Tagori, 1982), flow around propeller blades (Yuasa et al., 1982),
flows over impulse turbine cascades (Stastny, 1982) and use of the "oil-dot"
technique (Atraghji, 1982). Also, an aluminum oxide and kerosene coating was
employed by Ahmed (1983) to study the influence of base slant (angle of the rear
window with the horizontal of the top of the car) on drag and wake structure of
automobiles.

Examples of the oil flow technique on rotating blades are of particular
interest. The technique has been applied by Vaczy and McCormick (1987) to
counter-rotating prop-fans in order to substantiate the existence of leading edge
vortex flow. Vaczy et al. used a fluorescent paint pigment (manufactured by Day
Glo) as a tracer mixed with 90 or 120 weight oil (the higher the rpm the more
viscous the oil) in a 1:1 ratio by volume. The props were run up to the desired
speed, which took approximately 1 minute, and then allowed to remain at the
desired operating point for 5 to 15 minutes, once again depending on the rpm.
They gave no actual rpm values for the tests in their paper, but indicated changes
in rpm by showing results at various advance coefficients. The existence of the
leading edge vortex as the flow separates along the leading edge of the upper or
suction surface on swept blades or, more commonly, delta wings is known to
provide extra lift, and this lift can be predicted rather well (Polhamus, 1966 and
1968). The blades of an axial-flow fan were removed and placed in a wind tunnel
to confirm the boundary layer control achieved by the use of leading edge slats
(Javur, Murthy and Kar, 1982) by the use of oil flow patterns. Another example of
the use of the technique on rotating propellers was given by Stefko, Paulovich,
Greissing and Walker (1982).

2.4.2 Tuft Mcthods

Because tufts enable visualization of the direction of streamlines in a flow,
a tuft's length is customarily chosen to be smaller than the expected radius of
curvature of the streamline at the given tuft point in the flow. In this way,
unsteady motion of the tuft due to the crossing of several streamlines is minimized.
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In unsteady flows, tufts will exhibit unsteady motion, which cannot be helped.

This whipping motion of tufts is a shortcoming with the technique; if it is due to
the self-excitation of the tuft and not a feature of the flow, errors can result while
interpreting test results. Tuft whip depends upon tuft length and material.
Reducing tuft whip can also lead to longer tuft life, and improved photographic
recording of test results. The effects of corrugation of flow surfaces by the tape or
glue affixing the tufts can be reduced by reducing tuft whip and the resulting loads
at the point of attachment.

Tufts can be glued to the surfaces of models to discern qualitative
information about the direction and steadiness (or lack of it) of flow in the
boundary layer of a surface. It is true that the rough surface created by gluing and
applying tufts to the surface can alter the true nature of a flow. The tufts can
produce a transition in a laminar boundary layer, for instance, and can also thicken
the boundary layer, leading to such things as premature separation in aerodynamic
testing. Bradshaw (1970) suggests applying tufts progressively to detect and
prevent such problems. Crowder (1982, 1982a and 1985) has overcome these
difficulties among others associated with using tufts by developing fluorescent
minitufts. When appropriately illustrating flow phenomena, tufts can show
transition to turbulence through their unsteady motion, and separation by their
lifting motion.

The fluorescent minituft technique is a revolutionary weapon in the arsenal
of flow visualization techniques. Developed at Boeing by J.P. Crowder for wind
tunnel testing in 1980, they became a routine method of testing in both low speed
and transonic testing. As briefly mentioned above, they are less obtrusive to flows
than traditional yarn or string tuft techniques, and also improve performance and
durability. Minitufts are also more sensitive than any other tuft technique, and
because they are much less sensitive to centrifugal forces (caused by the tuft
material) they can be used on rotating surfaces (Crowder, 1985), in this case an
automobile wheel. An example of a minituft test photograph given the work cited
above shows an automobile moving past a stationary camera at a speed of 160
kilometers per hour. It is reported that more than 90% of the tufts remain fixed to
the models after many hours of testing, and speeds up to Mach 2.7. Force and
moment coefficient tests with and without tufts show a negligible difference. Also
negligible were the tufts' effect on the integrated wake profile drag (as calculated
by traversing the wake); C,= 0.00945 on a clean model and C,= 0.00949 for a
tuft-covered model with slightly more data scatter for the tuft-covered model.

Minitufts are made from thin monofilament line about 20 to 30 um in
diameter, and are invisible in ordinary light even if inspected closely. They can,
however, be treated with fluorescent dye, causing them to be luminescent under
ultraviolet light and making them visible and recordable. The range of ultraviolet
illumination techniques that have been used for the technique range from black
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lights (long-wave ultraviolet, not a hazard to the human eye) to high intensity (or
short-wave ultraviolet lighting) ultraviolet lighting which provides better results,
provided that the researcher takes care with these dangerous light sources. One
also has to use a barrier filter on the camera recording these experiments. This
filter will pass the visible fluorescence of the minitufts while preventing reflected
ultraviolet light from damaging the photograph.

Crowder provides little details to the novice as to what sort of dye, method
of attachment, type of nylon line, and method of dyeing the line to use. Crowder
also gives the interested reader few clues as to how best to photograph the
experiments. Stinebring and Treaster (1985) can help such an interested reader.
Stinebring et al.! adapted the used of the minituft technique for use in high speed
water tunnels, and they give a detailed description of how to dye the nylon fiber.
They started with commercial nylon rope which they unravelled down to the
individual fibers; approximately 30 um in diameter. The fibers were treated using
a fluorescent dye (Leucophor) manufactured by the Sandoz Corporation as a
commercial fabric brightener. A dyeing solution of 1% dye, 2% acetic acid, and
97% water was mixed and heated to 180 F. The fibers were then soaked in the
solution for 15 minutes, and allowed to dry. This drying set the dye into the
fibers, making them waterproof. For high speed applications, Stinebring et al.
were careful to clean the model surface with acetone or methyl-ethyl ketone to
provide a firm hold for the tuft adhesive. The fibers were fixed to the model
surface using small drops of cyanoacrylate adhesive applied by either the point of a
straight pin or the edge of a dull razor blade. Stinebring et al. used a Kodak
Wratten 2A barrier filter over the lens of their 35 mm camera. Kodak Plus-X film
was used at shutter speeds of 1 second and f/5.6. They mentioned difficulties with
some of the plastics used in their water tunnel which absorbed some of the energy
of the ultraviolet light source. It was a bad enough problem that they replaced the
troublesome sections with ultraviolet transmitting materials. Crowder's minitufts
solved another problem with the tuft technique, that conventional tufts do not show
true flow direction at low speeds and do not follow rapid changes in the flow
direction.

Applications of flow visualization in diffusers of pumps or fans are of
particular interest to the search for techniques applicable to the problem at hand.
One such application is to the study flows in vaned diffusers was given by
Brownell, Flack, Davis and Rice (1987). Diffusers in turbomachines turn a portion
of the kinetic energy which the impeller put into the fluid into static pressure.
Vaned diffusers offer performance improvements over vaneless diffusers provided
that separation in the diffuser vanes can be avoided. Brownell et al. combined

! Also mentioned in this article are their rescarch activities with fluorescent helium bubbles. Mixing a 10% solution of Leucophor dye
(used to dyc the tuft fibers) with a standard bubble mixture produces brightly fluorescent bubbles if illuminated by UV light. They had not,
at the time of this article perfected the technique, and no results were shared.
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both tuft and dye injection in their plexiglass flow visualization tank and swirl
generator to visualize flow through four- and six-vaned diffusers. Tufts and dye
were used to indicate flow directions and points of separation. This was important
information when examining the influence of diffuser angle on performance of the
turbomachine. The tufts used in these tests were apparently unique. The tufts
were 1.3 cm long and made from the tip of a black marabou plume. The tufts
were placed along anticipated streamlines of the flow, and were also applied with
more density in areas where separation was suspected.

2.4.3 Tuft Grids

In addition to surface flows, tufts can be used to explore external flows, or
flows in planes. By this is meant the use of tuft grids, tufts supported on wires or
entire grids of wires with the tufts affixed at the nodes of the wire mesh which are
placed perpendicular to a flow. Such tuft grids are commonly used in wind tunnel
testing and are observed and photographed from the downstream side of the flow.
Tuft grids can also be made of taut strands of wires run in one direction with tufts
attached at intervals along these wires.

Grids of tufts can be used in conjunction with measurements made by hot-
wire anemometry made at the tuft points to provide both velocity direction and
magnitude. Such an experimental method was employed by Akiyama et al.
discussed earlier in the survey of particle tracing techniques. The flow inspected
was a ventilating flow through a rectangular room, a chamber 18 cm x 18 cm.

The grid wires used were 0.29 mm in diameter. The tuft material used is
described as being shiny silk threads of 25 mm in length, and they have been
secured at the nodal points of the grid. These tufts showed a velocity direction at
a minimum velocity of 10 centimeters per second. The nodal points of the grid are
20 mm apart. Tuft grids have been made from a variety of materials and for many
applications. Aluminum-tuft grids have been employed in studies of helicopter
lifting rotors, rotor down wash, and rotor ground vortices (Wada and Hayafuji,
1985). Also in conjunction with anemometer studies (as they are used quite
frequently), tuft grids (made of silk fibers on a steel wire, 0.8 mm in diameter
with 30 mm separation) have been employed in studying gas flow fields in coal-
fired natural circulation boilers (Obata, Miyao, Kurata and Kusakari, 1979).
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CHAPTER 3

SURVEY OF METHODS OF ANALYSIS

3.1 Introduction

Panel methods (sometimes referred to as boundary element methods) and
lifting-surface (or vortex-lattice) methods have long been important design and
analysis tools in the aerospace industry. These methods model the equations of
ideal, or potential flows, but can, when coupled with other methods (finite
difference for example, using a hybrid computation scheme as described by Egolf
and Sparks, 1987), model viscous and compressible effects. Viscous effects can
also be accounted for through the use of drag coefficients and nonlinear free vortex
sheet calculations. Panel and vortex-lattice methods (VLM) of computational fluid
dynamics are typically introduced to students of aerodynamics in textbooks
(Anderson, 1984) for fundamental aerodynamics courses. Finite difference and
finite element techniques are certainly important and useful, but the statement
given above is meant to express the tradition and acceptance of panel methods for
giving estimates of aerodynamic loading in many applications. Generally speaking,
those with a mechanical engineering background seldom become familiar with
panel methods and the VLM. There is certainly a wealth of literature and accepted
panel codes for aerodynamic applications, from isolated wings through entire
aircraft bodies. In the rotating-frame-of-reference category, the available panel and
lifting-surface literature shows uses for helicopter rotor (in hover and forward
flight), airplane and ship propeller, and wind turbine analyses. There appears to
have been little or no published work involving the use of the VLM in axial-flow
fan studies, although a proprietary report (Van Houten, 1986) which is said to
consider the application of a ducted propeller lifting-surface code to the ducted fan
problem is mentioned in the literature. In the United Kingdom there has
apparently been more effort to use vortex element techniques in axial and mixed-
flow fan studies, judging from the literature cited by Lewis (1991), but this
literature is difficult to acquire.

There may be several reasons for the paucity of literature in the public
domain that demonstrates the effectiveness of panel methods in the modelling of
axial-flow fans. The effectiveness of blade element theory, which must be applied
judiciously and with experience due to its empirical aspects, is mixed. Such
general factors of axial-flow fan design (for use in HVAC, warehouses, and
poultry industry applications) as cost of design and manufacture, strength and safe
performance generally do not warrant expensive computation. The profile of
companies producing this type of fan is that they are small to medium sized and
regional. The products are produced close to market in order to decrease shipping
costs, and, therefore, a number of these companies have emerged whose market
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geographic areas overlap relatively little. For these reasons, the need for expensive
research and development, including computational analysis, is not pressing.
However, as computer costs have decreased and capabilities have increased, and
markets have expanded and become more competitive, there has come to exist a
need for analysis and design tools which are trusted, worth the effort of using,
robust, and not too computationally expensive. While there may be a need for a
tool which could be used for optimization computations, there is an initial need for
tools which provide engineers with analysis; torque and horsepower requirements
to meet certain flow rate, pressure loading and rotational speed conditions for
various design geometries.

A goal of the present work is to demonstrate the efficacy of a lifting-
surface technique, the vortex-lattice method, in analyzing axial-flow fans. It is
expected that this work will lead to analysis of axial-flow fans with more three-
dimensional flow characteristics than can be attempted by blade element theory.
Such machines, incorporating greater skew and rake variation than current designs,
might exhibit improved performance characteristics. Lifting-surface (or vortex-
lattice) methods are well suited to the flow around thin airfoils such as fan blades
fabricated from stamped sheet metal, and they are similar to propellers for which
the method had earlier success. Such blades are commonly employed because they
are cheaper than airfoil shaped blades and have but little less performance. Based
upon these factors and upon consultations with persons in the field of
computational fluid dynamics in turbomachinery, it appeared that the most
promising method of predicting performance characteristics of complex three-
dimensional axial-flow fan blading would be a lifting-surface method (Burmeister
and Amadian, 1988). Before looking at panel method applications which are
similar to axial-flow fans, a review is first presented of the body of axial-flow fans
analysis that has been reported in the open literature.

3.2 Axial-flow fan studies and analyses

In general, three-dimensional, viscous, and compressible analysis of axial-
flow fans is not warranted. The majority of designers use an analysis that is based
on two-dimensional potential flow with the more complicated flow behavior
accounted for by empirical adjustments (Wallis, 1983 and Bass, 1987). These two-
dimensional analyses of axial-flow fans are used in two ways; either as an isolated
airfoil or as a rotating cascade. The method used depends upon the solidity ratio
of the blade. The blade solidity is defined as the chord length to circumferential
spacing length at a given rotor radius; another way of defining it is as the ratio of
blade surface area (projected in the direction of the flow) to annulus flow area.
Either method can be used for the analysis of a given machine, depending on the
solidity at that radius, with the cascade method used for solidities greater than
about 0.7, and an airfoil approach used for solidities less than 0.7. The fans of
interest in the present study will produce small pressure rises and have a low
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blading solidity. These blades previously have been designed based on the two-
dimensional approach without cascade correction. Interference factors are often
used in designing the blading near the root to take into account blade-to-blade
interference. Since these interference problems are also viscous in nature, designs
primarily have been based on testing and operating experience.

A recent example of this design/analysis approach is given by Wright and
Ralston (1987) using computer codes developed by the Carrier Corporation. The
breakdown in the analysis was believed to be caused by flow reversal and
recirculation in the hub/spider region of the fan. Flow conditions for through flow
in axial-flow fans can be considered as those of a two-dimensional cascade of
blading. The deflection of flow along the blade will vary, but the flow conditions
at various radial sections of blading are considered as "two-dimensional" flow.
This concept, which has been used for a number of years in axial-flow
turbomachinery design (NASA SP-36, 1965), holds for the case of radial
equilibrium and stems from the early work of Glauert (1926). Essentially, it
appears Wright and Ralston are using blade element theory with NACA two-
dimensional cascade corrections from NASA SP-36 with additional corrections for
deviation from the mean flow turning angle due to viscous effects, viscous losses,
mild three-dimensionality, flow leakage, flow blockage, blade solidity and flow
separation. While these techniques work to produce a rough fan design, they do
not appear to bear up to scrutiny for plate blading fans as found by Wright and
Ralston (1987);

"A fan that is considerably more difficult to analyze is ...
characterized by having four stamped sheet metal blades
mounted on a steel "spider" without having a true aerodynamic
hub installed. Although such a fan may be typical of HVAC
practice the absence of the hub leads to predictions of reversed flow
in the hub region of the fan, causing a breakdown in the analysis
because of flow reversal and recirculation through the open region.
The performance estimates ... were achieved by artificially including
a hub for the fan and systematically reducing hub diameter to a
minimum "acceptable" size. While the results are similar to the test
data, they must be viewed with a little caution. In a more general
sense, the limitations and approximations of the computer codes
must be kept in mind..."

Wright and Ralstons' efforts are admirable, considering the complexity of the
problem, and their results for fans with aerodynamic hubs and shrouds show good
agreement with measured performance curves at design conditions. Their programs
are useful in that they appear to predict the trends and trade-offs in fan design and
the interaction of many fan variables including noise prediction.
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Dhaubhadel, Akay, and Charles (1988) gave results of a three-dimensional
potential and compressible flow finite element analysis applied to flow through a
rotating fan. Their computations were performed using a mesh specialized for the
complicated geometry of forward- and back-swept, twisted blades and applied to a
rotating coordinate system. The grid generation used was automated (basically by
using polynomials) in such a way that the complicated geometry of the fan (in this
case an automotive cooling fan) can be efficiently and conveniently varied,
resulting in a design and experimentation tool. The authors have surveyed the
literature, finding no previous finite element analysis publications for such fans.
The utility of the finite element method for the computation of complex potential
flows was said to be demonstrated by the agreement between measured and
predicted efficiencies at design conditions. Verification by direct comparison
between velocities and pressures predicted by the computations and measurements
at design conditions was not provided. Comparison between measured and
predicted efficiencies at off-design conditions was not nearly so good, as one
would expect, due to stall and other non-ideal flow phenomena. An improved
design based on pressure rise, lift, and fan efficiency was computed (though not
experimentally verified). This was accomplished through trial and error
computations to increase the blade loading where possible, while also preventing
blade unloading over the blade surface. The particular geometry of the fan, motor
size, and motor rpm were not given. Flow rates in the range of 125 to 1600 cfm
were computed.

The effect of blade skew on noise production and aerodynamic performance
was investigated by Brown (1977) and Wei and Zhong (1988). Wei and Zhong
performed a comparative experiment in aerodynamic performance and noise
emitting characteristics between a straight radial rotor and a skewed bladed rotor.
As was found earlier by Brown (1977), the overall efficiency was better than for
radial blades, especially at low volumetric flow rates. However, a low total
pressure rise was associated with forward skewed rotors at the same volumetric
flow coefficient. The rotors tested were followed by a stator and were in a tube
with a hub/annulus wall diameter ratio of 0.39. The skewed blade showed a
greatly reduced noise level from rotor stator interaction. The improvements in
efficiency were believed to occur due to less aerodynamic loss, and to better
secondary and blade flow characteristics. It was shown that axial velocity and
stagnation pressure rise decrease from root to tip for a forward swept (skewed)
blade, while the opposite is true for a straight radial-bladed fan. Lower wake and
tip losses were said to occur when using a forward swept blade. Another example
of investigation into blade sweep as a means of reducing noise while not adversely
affecting performance was given Wright and Simmons (1990).

Measurements of axial-flow fan entry flow were made with both static and

rotating hot wire anemometers by Scoles et al. (1981). The paper described
measurements which were made to study the effects of inflow conditions on the
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noise generated by a 40 kW, 0.56 m diameter, seven-blade ducted fan at speeds up
to 5000 rpm. The focus of the study was a 1.25 m diameter, hemispherical
honeycomb flow conditioner which could also be fitted with an internal gauze
liner.

A singularity technique, similar in approach to the vortex element method,
was used by Yadav and Singh (1987) to analyze vaned centrifugal pump flow
fields. The theoretical model used was two-dimensional and used a source and
displacement (rotational component of velocity) singularity to represent the
impeller. The vanes on which vorticity and pressure distribution were computed
were modelled using vortex elements.

3.2.1 Fan Design and Measurement Literature

Eventually, a fan analysis program should be tumed into a design tool.
Considering this fact, a brief review of design oriented literature is presented. A
simple method for the prediction of the performance of cooling tower axial-flow
fans using blade element theory was given by Forman and Kelly (1961). The
method assumes that the performance of the entire fan can be represented by blade
element analysis at the 3/4 radius (from center). The calculation neglects tip losses
and non-uniform inlet velocity distributions and numerous other non-ideal effects.
The intent of the technique is not design, or analysis, but rather, a method by
which a prospective buyer of a fan might verify performance data given by the
fan's manufacturer.

Pierzga (1980) verified the results of a streamline curvature numerical
analysis method. He conducted an investigation in which comparisons were made
between analytical and experimental data of an axial-flow fan. Using loss model
calculations to determine the proper outlet flow deviation angles, the flow field in
the hub-to-tip plane of the turbomachine was calculated. To obtain the necessary
data to verify the blade-to-blade solution, internal blade row data were also
collected. The internal blade row measurements were obtained by using a rotating
circumferential traversing mechanism which was designed and implemented during
that investigation. Along with this set of survey data, the static pressure
distributions on the pressure and suction surfaces of the test rotor were also
obtained.

Homicz, Lordi and Ludwig (1979) reported the results of a program
designed to study the influence of three-dimensional effects on the aerodynamics
and acoustics of axial-flow fans and compressors. To avoid numerical solutions of
the full nonlinear three-dimensional equations, a linearized analysis was employed.
The blades were represented by pressure dipole singularities in a lifting-surface
formulation. Comparisons are presented between the present results and those of
two-dimensional strip theory.
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Franke (1978) undertook a project to investigate the distribution of unsteady
pressure on the blades of a stator blade row in an axial-flow turbomachine which
operated in the wakes of an upstream rotor. These unsteady pressure distributions
were measured using a blade instrumented with a series of miniature pressure
transducers which were developed in that project. Several geometrical and flow
parameters (rotor/stator spacing, stator solidity and stator incidence angle) were
varied to determine the influence of these parameters on the unsteady response of
the stator.

A scheme to accelerate the design of axial-flow fans was presented by
Caglar (1988). He described a method founded on blade element theory with
aerodynamic effects of a variety of geometrical parameters taken into account.
In order to minimize the outlet losses in axial-flow fans and to boost the static
efficiency, Blaho (1975) found from measurements on cascades made up of
cambered blades that cascades "steeper" than usual seem to offer the most
favorable design. The "steepness" of cascades are defined relative to the approach
angle to the cascade (the angle between the approach velocity and the normal to
the cascade plane of rotation). A steep cascade is one where the approach angle is
small.

A design method based on the use of carpet plots for optimum operating
conditions for a variety of airfoil sections was presented by Hay and Metcalf
(1978). These plots are taken from data and replotted optimum values of angle of
incidence versus camber angle. Airfoils considered applicable for the axial-flows
fans studied were: NACA 65, Gottingen, C4, and cambered flat plates. Although
many airfoil sections (F-series, NACA 65-series, Clark Y, Gottingen, and RAF 6E
to name a few) have been used for axial-flow fan blading, this study (Hay and
Metcalf, 1978) was limited to improving the utility of plate blading. This topic
was of special interest to fan manufacturers because of the possibility of fabricating
sheets of steel into exotic geometries. It may also be possible to produce flat
underside blades similar to the Gottingen airfoil from sheet or plate metal by
adding a manufacturing stage where the flat undersurface is created by bending
under the flat surface. According to Wallis (1983), a flat underside blade is most
suitable for high performance low pressure fans.

Recently, a meeting in the United Kingdom held by the Institution of
Mechanical Engineers offered insight into current design and analysis techniques
for industrial fans. A sample design calculation based on using plots with a two-
dimensional cascade analysis employing interference coefficients, and empirical
data was demonstrated by McKenzie (1987) and Hay, Mather and Metcalfe (1987).
McEwen, Wilson and Neal (1987), working on a prototype mixed-flow cooling fan
for a quiet heavy vehicle (QHV), presented an interesting design example. They
formed prototype fan blades by hot pressing sheet steel on dies produced on a
numerically controlled milling machine. The results they presented for a flat-
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bladed fan (thus eliminating the need for the dies and pressing operation) were
comparable to the results of the pressed blades. Smith (1987) described the
implementation of the design methodology for axial-flow fans (with or without
guide vanes), using radial equilibrium with a series of concentric blade sections.
Calculations were performed on the six boundaries of these sections were
performed either as a cascade of airfoils or as an isolated airfoil, depending on
blade solidity. Essentially the goal of the work was to predict the pressure rise
achieved as calculated from the average change of momentum, using radial

equilibrium, actuator disc theory, and various empirical data (cascade data, lift and
drag coefficients, diffusion factor, etc.).

Wallis has made numerous contributions to the study of axial-flow
machines. In addition to his comprehensive text on the subject (Wallis, 1983), he
has written numerous articles. In Wallis (1968a), he applied theoretical analyses
along with experimental data and experience to guide blade element theory in
design and he extended this to optimization studies in Wallis (1968b). Wallis
(1972) makes a study of published airfoil data and identifies an optimum
aerodynamic fan blade airfoil section.

The ultimate stage of evolution of the design method is the expert design
system. Andrew (1988) presented the concept, and made reference to its use in a
fan design expert system as given by Tong (1985). Little information about the
axial-flow fan code used by Tong (1985) was given in his paper. The design code
is described as a "fast quasi-3D indirect axial fan design code used to obtain the
relationship between flow conditions and blade geometry parameters." Judging
from the inputs to the program (the tip and hub diameters, chord lengths, rotational
speed, number of blades, mass flow rate, static pressure rise distribution and other
control parameters) and the program output (various flow conditions, chamber
angle, stagger angle and power consumption), it was probably a blade element
model. The goals of that design study were to minimize noise produced and
power required, while meeting pressure and flow requirements and other
constraints. When the design code was coupled with Tong's expert design system
and appropriate rules were provided to the system, the "artificially intelligent"
system produced an improved design, as illustrated in Figure 3.1.

It is interesting to restate Tong's observations in comparing the design
program operation by the human expert versus the computer expert. The computer
was able to examine an estimated ten times more numerous trial geometries than
the human could and could do so with smaller trial increments. The subsequent
increase in computation time was offset by the computer's ability to setup and
analyze the design program's input and output at a much faster pace than the
human designer. The result was that the design time required by the computer was
somewhat less than for the human, and the computer designed fan performed as
well (if not better than) the human designed fan.
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Tip Diameter 16.5 cm 185 cm +12%
Chord Langth 10.2 cm 76 cm -25%
Energy Consumption 219 Watts 1.44 Watts -34%
Noise Lavel 48.3 db 46.8 ab -15db

Initial and Final Designs Using EXFAN

Figure 3.1 An example of an axial fan designed by EXFAN (Tong, 1985)

Figure 3.2 An example of a propeller, DTNSRDC propeller 4384, designed with
large amounts of rake and skew and modelled by author with data from Kerwin

and Lee (1978)
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With this last study from the literature in mind, why don't we turn the
problem over to such an expert system? First, it was not known how well the
machines in Tong's study actually performed as no testing was done. Second, it
has previously been found that the analysis/design tool that Tong presumably used
(blade element theory) does not provide adequate results for all machines (Wright
and Ralston, 1987). Third, unconventional blade geometries incorporating large
amounts of skew and rake and, therefore, highly three-dimensional flow
phenomena violate some of the assumptions of blade element theory. Some axial-
flow fan studies (Brown, 1977, Wei and Zhong, 1988 and Wright and Simmons,
1990) have shown that these more "exotic" geometries can have performance
benefits and produce less noise.

An example of an exotic marine propeller is given in Figure 3.2. Interest in
marine propeller designs such as this are fueled by their improved vibration, noise
and cavitation characteristics. In a similar design application, advanced turboprop
propulsion for aircraft provides greater efficiency than existing turbofan
powerplants at similar performance according to Maser, Fertis, Aiello and Chamis
(1990) in their study of the SRS blade. In addition to the possibility of fuel
saving, such designs are said to have significantly less noise and be capable of
operating well in the transonic flow regime. However, the complexity of the
blade's geometry must be balanced with practical structural and fabricating
constraints, Lifting-surface and boundary element methods have provided a good
way to analyze these "highly sculptured" rotors.

3.3 Propeller Lifting-surface and Other Panel Method Analyses

The use of lifting-surface methods employing the vortex-lattice method
applied to the investigation of axial-flow fans is not reported, but its use in the
analysis of marine and airplane propellers can be found. While the surface panel
and vortex-lattice method techniques have been used for years with great utility in
aerodynamic analyses, their application to marine and airplane propeller work as
demonstrated by Kerwin and Lee (1978), Greeley and Kerwin (1982), Hess and
Valarezo (1985), and Kerwin, Kinnas, Lee and Shih (1987) is more recent and
continues to be a topic of ongoing research.

The lifting-surface theory is based on the assumption of small disturbances
and is, therefore, best suited to thin blades as the singularities are placed on the
mean camber surface. In the case of the vortex-lattice method, the lattice end
points can be placed on the blade mean camber surface without considering
thickness, and with thickness taken into account by using source singularities also
placed on the camber line. In order to more accurately account for thickness
(either "thicker" blades or the ducts surrounding a ducted propeller) a panel (or
boundary element) method with singularities covering the object's actual surface is
used. This technique was demonstrated by Hess et al. (1985), Kerwin et al.
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(1987), Morino and Kuo (1974) and Kinnas and Coney (1988). A direct
formulation of the boundary element method for thin airfoils was given by Dragos
and Dinu (1990).

A detailed discussion of the vortex-lattice technique is left until Chapter 4
when the basic concepts of lifting-surface (or vortex-lattice) methods will be
outlined. Because the lifting-surface techniques might be new to mechanical
engineers (they are normally of concern to aero- and hydrodynamicists), only
descriptive review is presented, leaving theoretical and formulation issues to later
discussions. References will made to works in which more rigorous derivations are
presented. Works of particular assistance in understanding the fundamentals of the
technique include Kerwin (1989), Anderson (1984) and Lan (1988).

3.3.1 Marine Propeller Studies

Kerwin (1986) provided an excellent review of the topics related to, and
techniques applied to, solution of the analysis and design problems of marine
propellers. This discussion as well as much of Kerwin's work addressed single
propulsors operating under the assumption of no cavitation. Since the present
work of this study uses the results of Kerwin and various colleagues and students,
this article is an excellent starting place to review past work. For the interested
reader, reviews of techniques and literature for marine propeller design and
analysis in unsteady flow were given in Kerwin (1986), and this discussion will
not detail these topics.

Kerwin and Lee (1978) presented a lifting-surface technique to analyze
propeller performance in both steady and unsteady flow which is named Propeller
Unsteady Flow-2 (PUF-2). Much of their work remains in the Propeller Steady
Flow-2 (PSF-2) code, as will be seen in Chapter 4. Their approach used a vortex-
lattice and line source representation of blades where highly complex blade
geometries could be described and discretized. Trailing wake elements were
prescribed to contract and roll up, and a mechanism (used also in PSF-2) for tip
vortex separation was included. An ultimate wake consisting of a single hub and
concentrated tip vortices were used in the same manner as in the PSF-2 code. A
highly discretized "key" blade with coarse singularity spacings on subsequent
blades was used. Non-ideal flow phenomena were accounted for in a number of
ways, all of which are also employed in the PSF-2 code. A viscous drag force was
calculated by making use of experimental values for viscous drag coefficient; in
this case a constant drag coefficient was used over the entire blade span. A
constant suction efficiency factor (which is actually a decreasing function of
radius) of 1/3 was used at all radial locations on the leading-edge suction force.
The effect of boundary-layer thickness and separation on lift was approximately
taken into account by reducing the pitch angle at a given radius according to an
empirical correction. The inlet velocities were arbitrarily allowed to vary with
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radius. In the unsteady case, the boundary value problem with unsteady vortex
shedding was solved at angular intervals through several revolutions of the blade
until the oscillating pattern of the blade loading develops and converges, usually
this required two revolutions. It was shown, as with non-rotating wing lifting-
surface analyses, that increasing the number of panels in the spanwise direction
does not affect solution convergence as much as increasing the panel number in the
chordwise direction. This technique was later extended to include predictions of
cavitation inception in a code called PUF-3 (Lee, 1979).

The PSF-2 code used and modified in this study was the work of Greeley
(1982). However, from the statement in the preceding paragraph it is noted that
much was built-up from earlier work. Not only did Greeley address the problem
of propeller steady flow, but also he developed (along the lines of PSF-2) a
computer code, Propeller Blade Design-10, which solved the inverse, or design,
problem for a propeller in steady flow (Greeley and Kerwin, 1982).

Greeley (1982) constructed a "semi-free" wake model for PSF-2 so that the
users need not necessarily know experimentally observed features of the propeller
wake as with the earlier work of Kerwin et al. (1978). Kerwin et al. (1978)
required the user to set the radius of the trailing wake roll up points, the angle
between the trailing edge and the roll-up point, the pitch angle of the outer
extremity of the transition wake, and the pitch angle of the ultimate tip vortex
helix. A parameter study undertaken by Kerwin et al. (1978), showed that the
wake pitch was a critical parameter in performance prediction. It appeared that it
would be better if this value (transition wake pitch) were computed as part of the
problem solution rather than providing it in the beginning. Greeley (1982) devised
a wake alignment scheme which provided for a radial and axial distribution of
pitch through the transition wake that more accurately predicted the wake behavior.
Through a set of interpolation functions, the wake geometry in Greeley (1982) is
calculated from estimating the radius of the ultimate wake (both the hub and tip
vortices), the axial extent of the transition wake, and the contraction angle of the
tip vortex. Greeley (1982) also used the laser doppler anemometry measurements
of Min (1978) to arrive at an ideal vortex core size to account for the viscous
effects on the self induced velocities of the trailing tip vortices in the transition
wake. More details of the iterative wake alignment scheme will be given in
Chapter 4.

Results from Greeley (1982) and Greeley et al. (1982) demonstrated
improved agreement between the numerical predictions and experimental
performance data over Kerwin et al. (1978). Comparisons were made in both
Greeley (1982) and Kerwin et al. (1978) with a variety of propeller geometries.

An idea of the uncertainty in the performance predictions is given by Greeley as he
provides experimental data from two water tunnels for the same type of blade.
The results of both Kerwin et al. (1978) and Greeley (1982) appeared to predict
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thrust and torque coefficients within this uncertainty provided the blade geometry
incorporates little rake and skew. When blades having more rake and skew were
studied, Greeley showed some improvement in agreement over Kerwin et al., but
Greeley's results still lacked good agreement at off-design conditions for the most
highly skewed and raked propellers. However, it must be pointed out that even the
two experimental studies cited by Greeley disagree more noticeably at off-design
(low) advance coefficients as shown in Figure 3.3.

Greeley (1982) also added a "local" tip-flow vortex-lattice model which was
computed following a calculation that used PSF-2 for the global boundary value
problem. The tip flow model allowed for flow separation along the leading-edge,
and a very fine discretization of the blade in the "local" tip-flow domain which
provided a more accurate blade loading estimate in the tip region where cavitation
is of particular concern. An example of the "local" flow domain problem is given
in Figure 3.4. Calculations were performed in the "local" flow domain for the
singularities, now the only unknowns, in the tip flow region. Since the induced
velocities due to singularities on all other blades, wakes, and the rest of the key
blade are part of the global problem which has already been solved, these effects
are included as part of the inflow velocity. The local flow analysis also includes a
technique which predicts the point of separation, after which flow over the entire
outboard section of the blade is assumed to be separated. An analysis of data for
leading-edge vortex breakdown led Greeley (1982) to include the effect of vortex
breakdown in his analysis of the leading edge separated flow.

Results from numerical studies using the leading-edge vortex sheet model
led to the following conclusions (Greeley and Kerwin,1982). The blade loading in
the extreme tip region of the blade was low as evidenced by a drop in bound
circulation. Inboard, from about the 0.95 full span to the point of local re-
discretization (R,,, in Figure 3.4), blade loading is seen to be higher by about 5%.
Plots of bound vorticity showed that, as expected, separated flow decreased the
loading near the leading-edge; the flow converged to the non-separated solution
from the latter half of the chord to the trailing edge. The computed thrust
coefficient for the separated flow model was about 2% below the global solution,
and the torque coefficient was about 6% below that from the global solution.
Difficulties in computing induced drag on a swept vortex-lattice were said to be
the cause for a larger increase than expected in computed torque. A final
recommendation was that more work needed to be done with the leading-edge
vortex-sheet modeling. Good sources for vortex-sheet modeling can be found in
studies of high angle of attack aerodynamics (Rom, Almosnino and Gordon, 1987),
the study of free vortex sheets using a time-dependent procedure as given by Behr
and Wagner (1988), and a variety of discussions on these topics given in workshop
proceedings (NASA SP-405).

The PSF-2 computer code was extended by Kim and Kobayashi (1984) to
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the computation of blade surface pressures. Hess and Valarezo (1985) compared
results from their panel method with those of Kim and Kobayashi, and found that
away from the leading-edge (an approximate chord fraction of 0.2) the results
agreed both with each other and with measurements. Nearer the leading-edge,
where no measurements were taken, the computations diverge, and the panel
method is able to capture a pressure minimum at the leading-edge that is known to
exist from two-dimensional conformal mapping solutions. This behavior of the
solutions of panel methods near the leading-edge is a strength of panel methods
over vortex-lattice methods for thick blades. However, this deficiency of vortex-
lattice methods could be rectified by the use of a Lighthill correction as discussed
by Greeley and Kerwin (1982), and is only important for the case of finite leading-
edge radii. The application at hand seems better suited to the vortex-lattice method
in that the fan blades under consideration are thin, cambered plates.

Another modification to the PSF-2 program was undertaken by Wang
(1985), who included hub effects through a surface panel representation of the hub.
The hub was modelled using surface panel elements of concentrated vorticity, and
the solution to the hub problem was solved in an iterative manner. First, the PSF-
2 program was run and the singularity strengths without the hub were then found.
Then the induced flow due to the hubless blades was used as the boundary
condition for the hub singularity problem, and the hub singularity strengths were
found. For the second and succeeding iterations, the induced velocities of the hub
singularities were included in the fan program, and a new set of blade singularities
were then computed, this time the hub effect was included. This procedure was
said to converge to a solution after three or four iterations. From laser-Doppler
anemometry measurements of the circumferentially averaged tangential velocity
just downstream of the blades, Wang found the distribution of circulation given in
Figure 3.5. Except for the spike near the hub which was due to viscous effects not
modelled by the calculations, the vortex-lattice calculations which include the hub
showed a definite improvement over the calculations which did not include the
hub.

More recently, ducted propeller studies can be found in the literature. A
low order velocity potential-based panel method was used to model ducts (with a
vortex-lattice blade model) and unducted blades by Kerwin, Kinnas, Lee, and Shih
(1987). The potential-based method offered the following advantages over
velocity-based panel methods: more accurate results for thin bodies, influence
coefficients one order of magnitude less singular with subsequent less sensitivity to
panelling errors, the data storage requirement is less since the potential is a scalar
value, and greater accuracy of potential for internal flows. Potential-based panel
methods do, of course, require post processing to determine pressures, velocities,
and forces. The code developed for this application is called Ducted Propeller
Steady Flow, DPSF-2.
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The wake model used by Kerwin et al. (1987) was essentially that used
PSF-2 by Greeley (1982). But, instead of using vortex elements, dipole panels of
strength determined by a trailing edge Kutta condition were used in the wake. The
Kutta condition used by Kerwin et al. (1987) to determine the wake dipole
strengths was iterative, and used the difference between the potentials on the upper
and lower panels at the trailing edge as an initial guess.

When Kerwin et al. (1987) turned to the problem of a ducted propeller they
chose to use the vortex-lattice model of the blade in PSF-2 and modeled the duct
using the panel method. The problem was solved in an iterative manner similar to
Wang (1985) in his solution of the hub effects. The main difference (besides the
added complexity of the duct panel method) was that now the duct/hub problem
involves solving for the velocity potential, and the blade solution used the vortex-
lattice method where velocity enters into the boundary conditions. Initially, the
potential flow problem around the hub and duct were solved. Using the potential
field from the duct/hub problem, velocities were computed at the control point
locations on the vortex-lattice model of a blade. The vortex-lattice singularities
were then computed using the velocities due to the duct/hub model as part of the
spatially varying inlet flow applied at each control point. The velocities induced
by the vortex-lattice model of a blade were calculated and converted to a
perturbation velocity potential which was added to the boundary condition applied
at each collocation point when the duct/hub problem was solved during the next
iteration. The calculation was said to converge within seven iterations.

In order to reduce numerical errors for the zero-tip gap assumed in the
ducted propeller they studied, Kerwin et al. (1987) found it necessary to modify
the more conventional panelling procedure, shown on the left in Figure3.6. It was
found that a better solution was given with a panelling arrangement such as that
shown at the right in Figure 3.6, where the panels are arranged in a helical manner
with a pitch matching that of the propeller blade tip. This arrangement resulted in
very elongated panels if the pitch of the tip was quite low. For such cases, it
might be better to compromise and use the best available pitch angle on the duct
(Hughes, Kinnas, and Kerwin, 1992). An example of the duct, hub and blade
panelling arrangement used by Kerwin et al. (1987) is given in Figure 3.7. An
analysis was provided by Kerwin et al. (1987) where they argued that the potential
flow model was valid for tip gaps of zero (i1deal) and tip gaps of greater than 1%
of the blade radius. For tip gaps between these values, they pointed out that
viscous effects on the crossflow in the tip gap were of concern.

A further innovation used by Kerwin et al. in DPSF-2 was their choice of
matrix solver. The simultaneous equations solved in panel methods result in fully
populated matrices, and this is the case with the VLM also. Typically, as is the
case with PSF-2, these matrices are then solved using Gaussian elimination which
is a tried and true method, but becomes computationally more expensive as the
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size of the matrix increases. An iterative matrix solver then becomes an attractive
tool. Kerwin et al. (1987) employed an "accelerated" iterative matrix solver
originally developed for use with velocity formulation panel method (Clark, 1985).
Kerwin et al. (1987) gave the following example: if a system of 2000 unknowns
was solved on a DEC Microvax II, the iterative matrix solver took about fifteen
minutes; for the Gaussian elimination case, they estimated that it would require an
hour provided that it could be performed in memory. However, the memory
limitations for this case were such that external storage was required, and the
resulting time for the operation took more than an hour. Results for duct
discretizations of 80x80 (or 6,400 unknowns) were given by Kerwin et al. (1987)
with good convergence for 60x60 panels. The need for an iterative solver in these
cases was, therefore, apparent.

Kinnas and Coney (1988) employed a lifting-line representation of propeller
blades, combined with panel method models of the airfoil ducts in which they
operated, in their study of optimal radial distribution of circulation for ducted
propellers. An iterative wake alignment procedure was not used due to the
necessity of repanelling required on the duct. The requirement of having matching
grids on the duct and blade tip is discussed by Kerwin et al. (1987). The
technique of representing the duct by using an image vortex system is also
discussed, but is left to future, more detailed, study. Using this technique would
save a great deal in panelling calculations, and would be capable of representing
cylindrical ducts. Kinnas and Hsin (1992) have extended the boundary element
analysis to the unsteady regime, using a time marching procedure.

Another boundary element analysis of the propeller flow problem was given
by Yon, Katz and Ashby (1991) who (like Kerwin et al., 1987) used a velocity
potential formulation. Yon et al. presented results and comparisons with surface
pressure from other sources for marine propellers. However, their stated goal was
to produce a technique that could be used for other applications; aircraft propellers
or any other unsteady problem where aerodynamic bodies are moving relative to
each other. This unsteady class of problems of aerodynamic bodies changing with
time includes a propeller rotating relative to a solid body moving with a constant
velocity, and an aircraft wing with flaps moving relative to the wing. They added
their modified formulation incorporating the rotational and unsteady effects into the
latest version of the panel method code PMARC. An unsteady free-wake shedding
procedure where the wake develops as the unsteady problem was solved by
shedding dipole panels downstream whose orientation was such that they remain
aligned with the flow. No viscous effects were considered; that was an area of
future work. Approximately 3000 (about 2400 on the propeller, and the rest on the
solid body) panels were run to steady state (when thrust and torque computations
stabilize) after 20 time steps, or less than one revolution, and this took 10 minutes
on a CRAY-YMP computer. Some difficulty in convergence was noted at low
advance ratios, and higher advance ratios were found to converge quickly and
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Figure 3.6 At left, a conventional panelling scheme as tested by Kerwin et al.
(1987) and at right an improved panel arrangement with a helical pitch (usually set
to match the propeller tip pitch)

Figure 3.7 Panel scheme used by Kerwin et al. (1987). A cosine spacing was
used on the duct in keeping with the blade panelling scheme.
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easily.
3.3.2 Airplane Propeller Studies

Masquelier (1982) gave a basic application of the vortex-lattice method to
airplane propeller analysis. The propeller in this case was assumed to be a twisted,
rotating, planar wing. The following details were not considered in Masquelier's
model; spanwise variation in axial inlet velocity and camber, thickness and hub
effects. His study lacked any discussion or calculation of leading-edge suction
forces or induced drag forces. There was no inclusion of viscous effects using
drag coefficients. Masquelier assumed the wake to be made up of short, straight,
vortex line segments whose length was set to 1/100th of a revolution following a
convergence study. The wake was also assumed to be fixed with a constant helix
angle and its effect was truncated after five diameters downstream. This was
determined after a parameter study that showed the blade lift coefficient was
unchanged after the five diameter length. This model is arguably only acceptable
for blades at small angles of attack. Results from his code were compared with
those from a blade element theory analysis, and basic agreement in trend was
noted. No comparison was made with experimental propeller performance data.
Masquelier realized the elementary nature of his analysis, and many of his
recommendations for further work can be found (for example) in the codes created
by Kerwin et al.

Rather than using a traditional panel method or source singularities to
include thickness effects, Cheung (1987) chose to use a vortex-lattice system
covering the upper and lower surfaces of thick propeller blades. Along with his
lifting-surface model, Cheung presented a comprehensive review of propeller
theory. Cheung constructed a computer model of the blades using a single vortex-
lattice discretized on the mean camber line of thin blades, or the two layers of
elements for thick blades mentioned above. Quadrilateral vortex rings were chosen
by Cheung as the lattice elements instead of the more usually used horseshoe
arrangement, and Cheung (1987) provided a thorough derivation of their
formulation. The problem of using two layers of vortex elements when analyzing
a thin blade was noted, and for thin blades a single layer gave the best results
when compared with performance data. Data from the analysis of four blades was
presented in Cheung (1987) along with experimental measurements from the
literature. When the problem was not ill-conditioned as in the case of thin blades,
the two-layer lattice performed better than the single mean-camber layer. The
addition of viscous drag data as a function of two-dimensional lift coefficient
provided only a slight improvement in agreement with the measurements. A
lifting-line analysis of the propeller in also given in Cheung (1987), and this was
found to be adequate for thin blades with no camber. A constant diameter and
pitch helical wake model was used and no hub effects were considered. The
trailing wake assumptions, i.e. neglecting wake contraction, probably limits the
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analysis to lightly loaded propellers. The blade forces contributed by the
chordwise vortex elements were neglected which assumes that spanwise flow
effects were neglected there. Spanwise flow components were, of course,
considered when computing the forces on the spanwise running vortex elements.

The performance of advanced turboprop rotors (SR-1 and SR-3) has been
calculated by Kobayakawa and Onuma (1985) by the use of a vortex-lattice
method. The effects of compressibility are approximated using the Prandtl-Glauert
similarity rule, which is said to be useful below Mach 0.6 in providing a better
estimate for compressibility than not using any correction at all. The trailing wake
vortices were considered to be constant helices, and the induced velocity due to the
wake was calculated for two revolutions of the wake. The effect of velocity
increase through the propeller on the shed wake in its axial position downstream
was approximated by making use of the "displacement velocity" concept from
classical propeller theory. In applying the Biot-Savart law to compute the
velocities induced by the vortex singularities, Kobayakawa et al. used the method
given by Sullivan (1977). A source distribution was placed along the axis of the
rotor with a strength distribution that satisfies tangential flow over the spinner and
nacelle. Inclusion of the nacelle offered improvement in performance prediction.
Performance predictions for the SR-1 propeller were closer to measured values
than those for the SR-3 rotor, a blade with more sweep than the SR-1. Distortion
of the SR-3 blade near the tip due to centrifugal forces was thought to be a
contributing factor.

In the study of computational fluid dynamics by panel methods few
researchers have as long and distinguished a track record as John L. Hess of the
Douglas Aircraft Company. Recently, he has written a survey article on panel
methods (Hess, 1990). His earlier work included the calculation of potential flows
about lifting aerodynamic bodies (Hess, 1974) and the extension of this technique
to higher-order panel methods (Hess, 1975) where the singularity strength is
prescribed to vary within a panel. A more notable innovation (considering the
work at hand) was his work in the computation of propeller flow and performance
by panel method (Hess and Valarezo, 1985). Prior to Hess and Valarezo a number
of lifting surface propeller studies had been published, but Hess and Valarezo
appear to have presented the first panel method investigation of propellers. Hess
and Valarezo used source and dipole singulartities on the blades (lifting/thick
bodies) and concentrated vortex singularities (straight-line) were used to model the
trailing wake. A fixed helical wake model was used in Hess and Valarezo (1985),
but the wake allowed for a fixed helix angle to be provided at a given radius. The
distance downstream at which this helical wake was computed was determined by
the number of segments (22 segments seen to be mostly used), the advance ratio,
the helix angle and, of course, blade geometry. Typically, extending the
calculation of the helical wake downstream a distance of 1.5 blade radii was
adequate, and results using more wake segments changed the loading on the
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elements only in the fourth significant figure. A "far-wake" approximation was
used in which, after the helical wake, the wake lines were replaced by semi-infinite
cylindrical wake elements, the influence coefficients for which may be derived in
closed form. This resulted in an economical far-wake approximation. Predictions
of pressure distributions using the Hess and Valarezo technique compared
favorably with experiments and the computations of Kim and Kobayashi (1984).
However, overall estimates of thrust and torque were typically over predicted.
This was said to be due to viscous losses, which were not modeled or taken into
account using viscous drag coefficients, and due to the fixed helical wake model
which differs from the real flow substantially at low advance coefficients.
Valarezo (1991) extended the implementation of the Hess panel code to multiple
and counter-rotating propellers (see Figure 3.8) and extended the analysis to
propeller/airframe interference models as shown in Figure 3.9. Valarezo has also
used the technique to analyze proplet and windmill flows (Valarezo and Liebeck,
1988 and Valarezo, 1989).

An extension to the VSAERO panel method (Maskew, 1982) investigating
the unsteady flow problem of propeller-wing interaction was undertaken by
Rangwalla and Wilson (1987). The unsteady potential flow problem was attacked
by solving the Laplace equation in each time step as the propeller was allowed to
rotate relative to the wing. After the flow over the wing and propeller were started
impulsively, the wake of the propeller was allowed to convect downstream and
where a vortex core-size model was used to keep velocities bounded in the vicinity
of a vortex singularity. A "vortex snipping" approach was also used in the
interaction of the shed vortex ring panels with the wing (or any other surface).
This was based on the physical phenomena of vorticity diffusion at of near solid
bodies, and was taken into account by eliminating from the model any vortex panel
which intersects a solid boundary. Propeller and wing interaction was also
considered by Fratello, Favier and Maresca (1991) using a panel method code
(COHYV) to model the wing coupled with a free-wake lifting-line code (SMEHEL)
to model the propeller. Primarily of interest to Fratello et al. was the interaction of
the propeller slip-stream on the wing and, therefore, the influence of the wing on
propeller performance was left to future work.

Examples of compressible lifting-surface theory applied to advanced
turboprops were given by Hanson (1983), and Williams and Hwang (1986). In
both of these applications the helicoidal lifting-surface theory employed was the
equivalent of a planar wing in lifting-surface theory. The blades were assumed to
be adequately represented by a helical surface and the wake was composed of rigid
helical lines. The Hanson paper unified the aerodynamics and acoustic theoretical
calculations using an unsteady potential formulation involving monopole, dipole
and quadrupole sources. While Hanson presented the derivations of his approach,
results and comparisons with measurements were lacking in this work. This
technique while not an accurate three-dimensional model of the rotor blade (in that

40



Figure 3.8 Panel discretization for a four-rotor counter-rotating propeller model

(Valarezo, 1991)

2

rotating prop/airframe interference model (Valarezo

Figure 3.9 Detail of counter-

1991)
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camber and thickness were ignored) could be used to investigate the effects of
different planforms.

The method of analysis mentioned above, linear compressible flow, was
also chosen by Williams and Hwang (1986) in their turboprop study. Their
approach was said to be adequate provided that the blades are thin, at low angle of
attack, and free of embedded shocks and transonic flow. Blades were approximat-
ed using discretized doublet sheets on a helical surface rather than the actual blade
surface. The blades were assumed to be equally spaced and the hub is ignored.
The wake is considered to be a rigid helix of vortex lines. Doublet singularities of
the type used in this analysis predict a pressure difference across each panel, and
was considered to be constant over a given panel. It was found that an 85% panel
chord length location for control points gave the best convergence with increasing
number of panels; this value is in contrast with the 75% chord length normally
used. An aeroelastic structural analysis was performed on the blades loaded with
forces resulting from the program; however, the need for more steady and unsteady
pressure data for code validation is mentioned.

There are, of course, techniques other than panel and lifting-surface
methods to analyze the propeller problem. A method for solving a small distur-
bance form of the three-dimensional potential equation in helical coordinates for a
rotating frame of reference was presented by Snyder (1987). A detailed discussion
of the formulation, boundary conditions, and problem solution with the alternating-
direction implicit (ADI) Douglas-Gunn algorithm (Douglas and Gunn, 1964) was
presented. Snyder's results, using the above mentioned formulation, were com-
pared with an Euler code; enough differences existed between the two numerical
solutions to cause concern and led them to concede that further investigation was
needed. Possibly the discrepancies were due to differences in the computational
meshes used in the two models. Turboprop rotors have been analyzed using Euler
solutions by Yamamoto, Barton and Bober (1986), and unsteady counter-rotating
turboprops were studied by Whitfield, Swafford, Janus, Mulac and Belk (1987)
who also used an Euler analysis. Euler methods are usually described as being
between the full potential flow and Navier-Stokes equations in terms of computa-
tional intensity. When the flow is influenced by significant vorticity effects such
as leading edge separation and curved shocks, Euler equation solvers should be
employed.

A primitive variable Navier-Stokes analysis, using the finite-element
method, of flow fields near propellers was given by Pelletier and Schetz (1985).
The main focus of this study was the improved prediction of swirl velocities in the
flow-field, and the blade was treated as an actuator disk. Therefore thrust and
torque were considered known and were provided as inputs to generate the rotor
flow field. No performance predictions were made or discussed, and little was
known about the distribution of loading on the actuator disk. A trapezoidal
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distribution was assumed, and the actuator disk was given a thickness and radius
equal to that of the rotor. Results from the computer model for axial velocity
predictions (upstream and downstream of the rotor) and swirl velocities (only
downstream) compared favorably with wind tunnel test measurements for a rotor
acting as a propeller and a windmill.

3.4 Helicopter analysis

Although quite different in application and, to some degree blade solidity
and flow physics, there are similarities between an axial-flow fan and a helicopter
rotor in hover. There is much the axial-flow fan researcher can learn from the use
of analytical and experimental work that has been done on helicopter rotors. A
good deal of what Wilson (1987) wrote about ongoing work on helicopter rotors is
equally true for how axial-flow fan problems should be attacked. Wilson stressed
the need for coordinated experimental and analytical work so that analysis is used
to guide experimental work in setting test objectives, and experimental work
verifies and evaluates the analysis. Codes used at NASA Langley are; UTRC
Free-wake, CAMRAD, VSAERO, HESS, AMI HOVER, C-81, Langley momentum
hover, and Langley DO 865. Of the most important areas of investigation (airfoil,
rotor performance, blade loading, and interaction of rotor and air-frame being the
others), rotor inflow and ability to understand the many variables that affect it is
most germane to axial-flow fans. Furthermore, he raised the point that, definition
of rotor inflow and wake studies are key elements in predicting loading, perfor-
mance and acoustic characteristics. Unfortunately there exist few data to evaluate
the current methods used to define inflow and wake effects. Wilson (1987) stated
there was an effort to develop a knowledge base for the many parameters (advance
ratio, thrust coefficient, number of blades, blade planform and proximity to the
rotor) influencing the inflow and wake.

In the area of helicopter research, lifting-line and surface techniques have
long been important techniques. The problem of the helicopter rotor in forward
flight is indeed challenging, involving unsteady rotor wake fuselage, transonic and
viscous phenomena. Fortunately the research most appropriate to the study of
axial-flow fans is the problem of the helicopter rotor in hover. Not too long ago,
according to Johnson (1986), "Navier-Stokes calculations of the entire rotor flow
are well beyond present capabilities, so a hybrid method is likely to be used." To
some extent, this statement has been taken out of context, as it was known that
such Navier-Stokes calculations were possible, but at what cost was (and still is)
the primary concern. In 1986 potential flow analyses were the most popular
approach for advanced rotor analyses. Unsteady and compressible effects could be
conveniently handled by such inviscid models. Current research in the area, as
outlined by Singleton (1992), include three-dimensional, compressible, unsteady
Navier-Stokes solvers focusing on areas such as new blade tip geometries to inhibit
blade stall.
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Recent reviews of research efforts by Singleton (1992), Cardonna (1990)
and Johnson (1986) reveal trends, names and types of programs currently in use.
Representing perhaps the most computationally intensive, the transonic unsteady
rotor Navier-Stokes (TURNS) program solves the thin-layer Navier-Stokes (TNS)
equation, and it has been used to compute aerodynamic loading in hover and
forward flight, study rotor wake systems in hover and predict impulsive noise and
rotor acoustics. Studies using TNS solvers typically reported in the literature
required such supercomputers as the CRAY2. Given the computer power, TNS
solvers have been used by Srinivasan and McCroskey (1988) to study rotor tip
vortex formation and roll-up processes in the wake. If one is to model the
complex viscous flow-field in the tip region, this is the present state of the art.
The tip vortex formation and blade-vortex-interactions (BVIs) with following rotor
blades are important aspects of rotor noise prediction and tip drag. Srinivasan,
Baeder, Obayashi and McCroskey (1992) gave results of the state-of-the-art
TURNS numerical code for a lifting rotor in hover which required no wake specifi-
cations (such as were used in the earlier versions of TURNS by Srinivasan and
McCroskey, 1988). The results of Srinivasan et al. showed a noticeable
improvement of agreement with experimental measurements over their earlier
prescribed wake model (Srinivasan and McCroskey, 1988). A criticism of their
approach that may be of concern to some was the computer time required,
Srinivasan et al. reported 1 hour for coarse grids (109 x 36 x 31) and 15 hours for
the fine grid of "nearly a million points" on a CRAY2 supercomputer.

Potential-flow CFD codes provide today's helicopter designers with fast and
robust design tools. The ROT22 three-dimensional full-potential code for rotary
wings developed from a fixed wing code FLO22 developed by Jameson and
Caughey (1977).  Arieli, Tauber, Saunders and Caughey (1986) developed
ROT22 to compute quasi-steady flow about lifting rotors throughout the subsonic
and transonic regimes.  Egolf and Sparks (1987) coupled a lifting-line/vortex-
lattice wake method with a full potential finite difference method. Their method,
ROT22/WAKE, allows for the influence of the wake on the finite difference
solution of the full potential equation by treating the wake vortex elements in the
finite difference mesh with a vortex embedding technique. There are, thus, two
domains of computation, the wake (outer domain) and the inner, finite difference
domain, as shown in Figure 3.10. The merits of their efficient solution process
were demonstrated through showing agreement with their results and subsonic and
transonic hover pressure coefficient data. According to Cardonna (1990) ROT22
was one of the most used codes in industry; its simplicity and robustness made it
user friendly. It was useful in initial designs of rotor planform and profile.
Unfortunately ROT22 used the non-conservative form of the full potential
cquations, known for its "shock errors”. A full-potential code which did not have
this drawback was FPR, developed by Strawn and Caradonna (1986).
ROT22/WAKE and FPR use the so-called hybrid method of analysis in which
various blade element and wake domains are assembled to produce a total
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aerodynamic analysis. Steinhoff and Ramachandran (1989,1990) have developed a
"unified" code, HELIX I, treating blade and wake as a single domain. This
approach allows the wake surface to move through the flow field without concern
as to its location in the flow domain and imposing boundary conditions between
more than one domain. HELIX I is applicable currently only to axisymmetric
blades in hover mode and has produced good results with a variety of planforms.
There are several improvements and modifications to the code which are said to be
ongoing, extending application to forward flight and incorporation of a "circulation
coupled" wake geometry model to accelerate wake formation computations being
among them.

3.4.1 Helicopter Rotor Lifting-line and Lifting-surface Analyses

Because of the lifting-surface nature of this study, two areas of the litera-
ture, the lifting-line studies and the lifting-surface studies, will be explored.
Lifting-surface studies began appearing feasible in the late 1970's as computational
power increased. A literature review of lifting-surface techniques used during this
period is given by Stepniewski (1979). It was debated at first whether going from
a line singularity of distributed circulation to either a zero thickness vortex-lattice
representation, or a "thick" upper-lower surface distribution of the singularities was
warranted. With increasing computational ability, the lifting-surface technique
became more attractive and, more importantly, (unlike lifting-line analyses) it was
able to predict the aerodynamic effects of rotor tip shapes.

In addition, there appears to have been (perhaps still is) a debate in the
literature of the free-wake versus prescribed-wake approaches to vortex-wake
modeling. Classical non-contracting wake models (Glauert, and Goldstein-Lock)
proved inadequate when it was realized the improvement in prediction that could
be obtained by considering the actual contracting wake in the hover mode. The
free-wake approach requires an iterative procedure, and takes a variety of forms,
but basically aligns vortex elements with the local velocity in the wake so that they
remain force-free. The prescribed-wake model relies on flow visualization or other
measurement techniques to provide parameter values to the model in order to
arrive at reproduction of the actual rotor wake at the operating condition to be
modeled. This has the drawback of requiring knowledge of the wake flowfield or
some empirical model of the wake for the performance at a given flow condition to
be accurately predicted. Indeed some (Shenoy and Gray, 1981) had success with
using a prescribed tip vortex wake while using a free-wake procedure for determin-
ing the inner sheet geometry.

The North Atlantic Treaty Organization's Advisory Group for Aerospace
Rescarch and Development (AGARD) has held a number of meetings during the
last twenty years to survey the status of the aerodynamics of rotor aircraft and the
technology. From these, if one looks at the list of papers of the older meetings
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(AGARD-CP-111) and the most recent (AGARD-R-781), a picture of the evolution
of the field is painted. Landgrebe and Cheney (1972) provide a survey of rotor
aerodynamics from the Rankine-Froude momentum theory (developed in 1865), to
blade element theory, to lifting line theory as it stood in 1972. They stress the
importance of wake (free, prescribed, empirical, in hover and in forward flight)
modeling. Gray and Brown (1972) present a free-wake lifting line analysis of a
single blade rotor. Zimmer (1972) looked at lifting-line and blade element
calculations for rotors in a wide range of axial-flow conditions: hover, fast descent,
autorotation (windmilling) and vortex-ring state. The importance of flow visual-
ization data to early rotor analysis is seen in Gilmore and Gartshore (1972) as they
experimented with various vortex filament wake models in an attempt to reduce the
size of the wake modeled and include effects of tip vortex core size in a lifting-line
analysis.

Landgrebe's (1969) use of a lifting-line and free-wake approach to predict-
ing rotor wake geometry was one the early studies which showed that a computer
coded free-wake analysis was able to indicate real rotor wake behavior as observed
in flow visualization tests. Later (Landgrebe, 1972) extensive flow visualization
studies of the rotor wake using smoke rakes led Landgrebe to develop a pre-
scribed-wake performance model. These findings led Landgrebe to develop this
wake model for a variety of operating conditions, and his qualitative observations
of increasing rotor wake instability with increasing distance from the rotor. It was
shown (Landgrebe, 1972) that a more realistic wake geometry could lead to
improved prediction of rotor wake performance characteristics.

Another important early work in the development of computational
methods for the prediction of hovering rotor performance was by Clark and Leiper
(1970). Clark and Leiper (1970) used a lifting line representation and a free-wake
model. Sadler (1971) used a procedure similar to the start-up of a rotor in a free
stream with a lifting line representation of the rotor blade to predict steady rotor
induced aerodynamic loads and rotor wake flow for advancing helicopter rotors
through a transient startup process. He allowed for the possibility of nonuniform
inflow due to a free-wake and the behavior of flexible blades in response to the
applied loads (flapping). The Sadler method for computing the velocity induced
by a vortex element on itself is used in the PSF-2 code.

A translation of a Russian text on helicopter rotor theory by Baskin,
Vil'dgrube, Vozhdayev and Maykapar (1976), in which lifting-line and lifting-
surface were discussed in detail, represented typical methods of analysis of rotors
during the mid-70's. Also, Baskin et al. discussed many other aspects of helicopter
rotor technology including flow visualization of rotor wakes. An analytical
solution for semi-infinite cylindrical wake elements was also given by Baskin et al.
which is of interest in far wake approximation. Another example of the methods
of rotor analysis during this period was given in Kocurek and Tangler (1977).
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Kocurek and Tangler (1977) presented an improved prescribed-wake model using a
lifting surface analysis. The improved wake model was the result of Schlieren
flow visualization studies of the wake and tip vortex. A vortex-box representation
of the lifting surface was used as shown in Figure 3.11 rather than a vortex-lattice.
The collocation points were located at the panel chordwise position; the results at
these points were made to match two-dimensional thin airfoil theory.

Shenoy and Gray (1981) had success predicting pressures except for the
final 1% span (i.e. the tip) of a single rotor in hover, using a hybrid method using
both lifting-line/blade element and lifting-surface techniques. Using a lifting-
line/blade element method as an initial estimate of strengths of the upper and lower
surface vortex sheets, they performed iterations on the inner vortex filaments while
fixing the tip vortex to a prescribed wake geometry. Following convergence of the
trailing sheet geometry using a lifting line procedure, they used a lifting-surface
technique incorporating panels on the rotor surface and the rounded rotor tip with
the converged wake for the final calculation. This article is interesting from the
standpoint of comments as to the effectiveness and proper use of such methods. In
these authors' experience, free-wake modeling is computationally expensive and
does not appear to produce correct tip vortex geometries. Lifting-line/blade
element methods which use prescribed wakes had two major draw backs. First,
they could not predict tip vortex geometries, thus requiring observations of an
operating condition before simulation. Second, the lifting-line could not determine
the effect of tip shape on rotor performance. They stress that accurate modeling of
the tip-vortex geometry in the near flow field wake is important to predicting
performance. It is further remarked that different wake geometries can give the
same integrated trust. Also, the wake geometry generated is sensitive to the
induced angle of attack along the blade span. This sensitivity might show itself
adversely in poor prediction of torque.

Miller (1982) and Flax (1983) examined the benefits of classical vortex
lifting-line theories for hovering rotors which include wake contraction. Miller's
technique was used to compute wake geometry and bound circulation, using both a
simplified two-dimensional vortex lifting-line and a three-dimensional model using
vortex rings and cylinders with 10% accuracy (compared with experimentally
determined circulation values). The comparison of integrated thrust coefficient is
considerably better, especially for the two-dimensional model (versus the three
dimensional model). It was hoped that this technique could be used as a guide to
optimum circulation distributions for rotors in hover mode in that the computation-
al requirements are considerably less that a free-wake analysis.

The analysis of straight or curved helicopter rotors in hover was performed
by Rosen and Graber (1988) using the vortex-lattice method and a free-wake
analysis. The free-wake was analyzed in a two part scheme with a near wake
composed of straight-line segments and a far wake consisting of semi-infinite
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helical curve. The positions of the near wake elements were computed in an
iterative manner where the elements were "force-free". Actually, Rosen and
Graber's far wake was not actually "free"; it remain fixed in radius but had a helix
angle which was allowed to vary in a prescribed manner with reference to the near
wake end elements. The velocities induced by the semi-infinite helical vortex lines
was computed in the manner given by Graber and Rosen (1987). The free-wake
calculations were shown to have converged after 26 iterations which is somewhat
larger than the number of iterations to convergence of other free-wake analyses on
propellers.

A novel method of analytically predicting helicopter rotor characteristics in
vertical descent was given by Shi-cun (1990). In considering the vortex-ring and
the windmill modes of operation, he used an argument that circulation in the
trailing vortices of the wake are dissipated by viscous phenomena. Therefore,
rather than assuming conservation of vorticity as in the ideal wake, "a decay or
dissipation of circulation in the real wake is assumed." As a simple physical
argument, he considered the fact that far enough down stream from a fan an
observer will feel no effect. Shi-cun showed that with the assumption of linear
decay of circulation for trailing vortices and the assumption of the distance to zero
circulation being proportional to transport velocity of the trailing vortices, an
analytical/empirical model can be constructed which predicts induced velocity,
torque and thrust with an accuracy adequate for engineering calculations and
preliminary design. This approach with a lifting-line or lifting-surface simulation
might be of use in analyzing fan performance.

As modern helicopter designs have incorporated larger stabilizers (or lifting-
surfaces) there has come about the need for tools able to explore the dynamic
(vibration) and aerodynamic interactions of rotating and non-notating surfaces. In
response to this need, Mello and Rand (1991) developed a vortex-element lifting-
surface model to predict unsteady loading on non-rotating lifting surfaces. Rather
than considering the problem in the time domain using a time marching procedure,
Mello and Rand used a frequency domain analysis via Fourier series for solving
the periodic loading of a stabilizer operating in the rotor downwash. The model
considered the lifting surface without camber or thickness, and no wake deforma-
tion was allowed in the model. A double-cosine was used in the chordwise
direction to resolve the steep loading gradients at the leading edge and to accurate-
ly calculated the loading on the trailing edge as this effects the periodic wake
calculations. General trend and magnitude of the periodic loading was a good
match to experimental data. This technique has the distinct advantage over time
domain procedures as it can be carried out in a single numerical step.

Gray (1992) provided a retrospective examination of lifting-surface analysis

in helicopter rotor research. In his early studies, the flow field of a single rotor
blade was investigated using smoke flow visualization with the goal being to
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determine the boundary for the rotor wake in hover. This was accomplished by
tracking the tip vortex and then defining the surface along which it moved by
curve fitting the flow visualization data. In comparing this prescribed wake model
with the 1955 "state-of-the-art" Goldstein-Lock method, which did not include
wake contraction; the measured thrust was 7.8 pounds, Gray's method gave 7.73
pounds, and the Goldstein-Lock method (with extrapolation to a single blade) gave
7.00 pounds. This led Gray to the conclusion (well acknowledged today) that
"relatively small errors in wake geometry can lead to significant errors in blade
loadings." In addition, Gray demonstrated the importance of tip vortex core
modeling on calculation of free-wake geometries for a hovering rotor using a
lifting-line analysis. Gray discussed some more recent efforts. The current
importance of classical lifting-surface techniques in their "close correspondence of
the modeling with flow visualization studies" was stressed and a need to now how
well these classical techniques answered questions about rotor phenomena was also
addressed. Then after knowing the limits of the lifting-surface method, researchers
can more effectively apply "Euler and Navier-Stokes formulations for those regions
where classical modeling was shown to be inappropriate." Hybrid techniques are
the way of the future, according to Gray.

3.4.2 Rotor Wake and Tip Vortex Visualization Applied to Analysis

The importance of tip vortex geometry studies is exemplified by Norman
and Light (1987). They remarked that the ability to measure rotor tip vortex
geometry has and will continue to be useful to our understanding of rotor wake
distortion, their use in empirical prescribed wake models and in the verification of
computer codes for wake modeling (free-wakes etc.). They employed the shadow-
graph technique to quantify tip vortex geometry and trajectory by measure its axial
and radial coordinates in a large outdoors testing environment. The strobe light
used was approximately 15 meters from the 2.14 meter rotor used in this study.
Also, a technique was developed to predict the ability of the shadowgraph tech-
nique to visualize tip vortices.

Evidence of a mid-span vortex was published by Miiller (1990) who
explored them via a non-rotating water tunnel study using air bubble flow
visualization and laser anemometry measurements. The mid-span vortex was
believed to be created by the interaction of the tip vortex with following blades.
Miiller had generated a finely discretized free-wake analysis which yield this mid-
vortex roll-up. Other vortex structures were discussed by Miiller (1990) and
examples of these structures were visualized using vapor or smoke visualization
techniques. The flow visualization techniques were not discussed in any detail
which is unfortunate.

A variation on this theme of quantifying flow visualization data of rotor
wakes is given by Brand, Komerath and McMahon (1989). Seeding the wind
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tunnel with droplets of atomized mineral oil, and illuminating the desired plane of
visualization with a 5 W argon ion laser they were able to visualize (quantitatively)
the interaction of the tip vortex interaction with the airframe. Strobing the laser is
necessary when visualizing the unsteady flow field. Airframe pressure data
correlated well with observed flow visualization of the vortex regarding its
interaction with the airframe; this allows for improved physical interpretation of the
periodic airframe surface pressure measurements. The tip vortex was made visible
owing to the relative scarcity of droplets in the vortex core; the core appeared as a
dark spot against the bright background of light scattering oil droplets.

From these last studies, we have come back around to discussing the joint
importance of flow visualization studies (as discussed in Chapter 2) and numerical
analysis (as discussed here in Chapter 3). This is appropriate given the goals of
this thesis. Through this in-depth discussion, a background of literature to this
study has been drawn and now this thesis can be put in proper perspective with
regard to the past literature. It is now time to present the physical, mathematical
and numerical approximation theories that are behind the lifting-surface approach
to fluid dynamic analysis as used in this thesis.
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Figure 3.11 Vortex box model as used by Kocurek and Tangler (1977)
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CHAPTER 4

REVIEW OF THEORY AND DEVELOPMENT OF A VORTEX-LATTICE
METHOD FOR THE ANALYSIS OF AXIAL-FLOW FANS

4.1 Introduction

In this chapter is presented an overview of topics in axial-flow device
theory, and many aspects of this discussion can be applied with minimal changes
to axial-flow fans, propellers, helicopter rotors and windmills. It begins with a
presentation of momentum theory and efficiency. Later, basic blade element
theory is presented along with a brief exposition on the fundamental of cascade
momentum theory. This is followed by background of lifting-surface theory, the
vortex-lattice method, thin-airfoil theory and related topics. Finally a discussion of
the implementation of the vortex-lattice method used in this study is given,
including discussions of geometry and discretization techniques, input file formats
and input variables.

4.2 Momentum Theory for Propellers, Rotors and Fans

The application of Newtonian mechanics to the problem of one-
dimensional flow through an axial-flow device is commonly called momentum
theory, as derived by Rankine and Froude in the 19th century. By using the
conservation laws of mass, and momentum, theoretical relationships for the
performance variables for the device can be derived. These relationships give
insight into such variables as induced velocity, pressure rise (or thrust), and first-
law efficiency. The development and use of a first-law efficiency is common in
analyzing both axial flow propulsion, and such turbomachinery as axial-flow fans.
Because this figure of merit will be used, and because the method of analysis to be
used is from the concept of a propeller system, the fundamentals of this efficiency
are examined along with their application to axial-flow fans.

The flow is assumed to be incompressible and inviscid. Therefore, no
energy is lost by dissipation. This means that the flow on either side of the disk,
shown in Figure 4.1, is of constant energy. Furthermore it is assumed the fluid
flowing through the actuator disk forms a "column-like" stream-tube at distances
far upstream and downstream from the disk. Downstream of the device this
strcam-tube (also called the wake, slipstream, or propeller race) is, in reality, a
turbulent three-dimensional flow. In this application of momentum theory, the
flow is considered to be only in the axial direction. The axial-flow device, be it a
propeller or fan, is assumed to impart an instantaneous, uniform increase in
momentum to the fluid. This "ideal" device is called an actuator disk. Looking at
the conservation of momentum as expressed in the Bernoulli equation, this
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Figure 4.1 Momentum theory for flow through an axial flow device
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momentum (or energy, since the two are redundant for such a flow) could be
added either as static or dynamic pressure. The Rankine-Froude momentum theory
maintains that energy added to the flow at such a disk must be in the form of
increased static pressure. To conclude otherwise is to admit the existence of an
instantaneous acceleration at the disk, and admission of velocity discontinuity in a
constant area streamtube for an incompressible flow. Once again all velocity is in
the axial direction and rotation of the slipstream is neglected for this analysis.

The momentum theory will first be presented in a form where few
stipulations on the flow will be made. Then stipulations on the flow for a
propeller, helicopter rotor, and fan will be made. As can be seen from Figure 4.1
and discussed above, the velocity is considered continuous at the disk. On the
upstream side, far ahead of the disk at point A, the flow upstream is of the disk is
of constant energy. The velocity and static pressure at this point are denoted by
the subscript 1. Because flow will be drawn through the disk, the static pressure at
the disk on the upstream side of the disk must be less than that at A, and an

induced velocity v; develops. By the Bemnoulli equation for the flow upstream of
the disk

2 2
P, + Vi _ P, + p_(vﬂ)_ 4.1
2 2

the total velocity just upstream of the disk must be higher than at points further
upstream from the disk, and continuity tells us that the slipstream must be
contracting since the velocity increases nearing the disk. This is reflected in
Figure 4.1.

At the actuator disk, the uniform increase in pressure AP is produced in the
fluid as work is applied to the device ( P<0 in the analysis of a windmill).From the
assumed flow behavior, the energy and the pressure on the downstream side of the
actuator disk are also constant. The velocity, however, is unchanged. The energy
equation for the downstream side is

LIVALN P, + pv, * (4.2)

P+ AP) + >

where the static pressure at a distance far downstream has reached P,. The
pressure P, at point B is determined by the boundary conditions of the device, and
is the point of maximum slipstream contraction and maximum speed v, of the fluid
on which the disk acted. In a propeller or helicopter rotor device P, would be
equal to the atmospheric pressure, and for a fan system it is determined by the
pressure/flow rate characteristics of the duct system downstream.

The point where the static pressure becomes equal to the atmospheric
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pressure is sometimes called the starting point of the ultimate wake. Subtracting
Equation (4.1) from (4.2), an expression for the pressure impulse transferred to the
fluid is obtained as

AP =P, - P, + % W,2 -vp 4.3)

Assuming a uniform disk loading, the pressure jump across the actuator disk is
equal to the thrust per unit area on the disk. Thus

T
A g

AP =

(4.4)

Considering that the thrust produced by the disk is equal to the change of
momentum of the fluid upon which it acts, the thrust (without any momentum loss
or rotation in the wake) can be expressed as

Av
At

T=ma=m =pAdisk(V1 +vi) (vz—vl) 4.5)

At the disk the pressure impulse AP can also be expressed as
AP = p (v, + V) (v, = V) (4.6)

With Equations (4.3) and (4.6) one can derive fundamental relationships for the

cases of a propeller advancing through a fluid, a helicopter rotor in hover, and a
fan. An expression for the induced velocity can be found by equating Equations
(4.3) and (4.6) and solving for v;

P, P+ £ 07 )
v, = -V

(4.7)

Just as insight into the problem can be gained by expressing the inlet velocity as
an induced velocity added to the far upstream value, for similar reasons we can
express the far-downstream value in the wake as an excursion above the far-
upstream value. Or, as shown in Figure 4.1,

V, =V vV (4.8)
where v, is the excursion velocity in the ultimate wake.
If the actuator disk is considered for the problem of a propeller in a

propulsion system (Harvald, 1983), the flow is considered with reference to the
advancing propeller. In this case the analysis is of a propeller moving with speed
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v.., and the static pressure far upstream and downstream must be equal to the
atmospheric pressure. For this case

vV, =V

b (4.9)

n

R
I

s~

From Equation (4.7) the induced velocity for the propeller becomes

0+ % (v + v)? V.3

v, = i/
p (- * V) - V)

(4.10)

which gives the result that the induced velocity at the actuator disk is one half the
induced velocity in the ultimate wake

v (4.11)

Or, for a propeller according to these assumptions, one half the total velocity
increase occurs before the fluid enters the propeller. From Equation (4.5) the
relationship between thrust and induced velocity is

T=pAug (Ve * V) Ve =2 P Agg (Vo * V) V4 (4.12)

For a propeller then, the induced velocity in the ultimate wake is shown to be
larger than that at the disk, and the total velocity in the wake is larger than that,
v., of the free stream. The more heavily loaded the propeller is, or the lower the
advance coefficient is, the more the slipstream will contract and the greater v,
becomes. Similarly, a propeller operating at ideal cruise conditions has smaller
induced velocities and less wake contraction and, as we shall soon see, operates at
a higher ideal efficiency.

The momentum theory analysis of a helicopter rotor operating in hover
mode is equivalent to a stationary fan drawing air through it with a velocity v,=0
far upstream and at free air conditions (or no static pressure difference). The static
pressure far upstream and downstream from the rotor must be equal, and the total
velocity in the ultimate wake will be the induced ultimate wake velocity v,,. Thus

v, =0
V, =V, (4.13)
P =P, =Py
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From Equations (4.7) and (4.12) the induced velocity for the ideal helicopter rotor
in hover is

v (4.14)

which was the same result obtained for the propeller. The torque for the helicopter
rotor can be expressed in terms of induced velocity at the disk using Equation (4.5)
with values from Equations (4.12) and (4.13)

T =2p Ay V2 (4.15)

An estimate of the induced velocity can be made (if the thrust is known) as

v | T _ |AP (4.16)
LoN2p Ay, 2p

where the pressure impulse AP is sometimes termed the disk loading and the
induced velocity v, is sometimes called the rotor downwash.

It has been shown for the case of a still or advancing axial-flow device in
an infinite fluid reservoir that the momentum theory leads to ideal relationships
between the induced velocity and actuator disk loading. The case of a fan in a
duct system is similar to a propeller (in that the fan puts energy into the fluid), but
they differ in that the entire fluid is enclosed by the duct system. Therefore, far
upstream and downstream of the actuator disk the velocities must be equal for an
incompressible fluid. This situation is shown in Figure 4.2. However, the static
pressures will now not be equal. In Figure 4.2, a boundary for the slipstream is
shown, and it is known that it will contract as the fluid velocity increases after
passing through the disk. This kinetic energy added to the stream will be
converted to a specific energy change (in the thermodynamic sense) as the
increased dynamic pressure is converted to static pressure. Since

v, =V, (4.17)

from Equation (4.3) the pressure rise across the actuator disk becomes
AP =P, - P, (4.18)
This simple approach of the actuator disk should not be confused with actuator

disk models used by Hawthorne and Horlock (1962) (and others cited therein)
which were of utility in describing the flow fields upstream and downstream of
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axial-flow rotors. From these more detailed actuator disk studies, contracting
streamlines downstream of the rotor are apparent (though somewhat exaggerated)
in Figure 4.2.

4.3 Efficiency of Propellers, Rotors and Fans

The thrust T produced by the actuator disk from Equation (4.4) is
T =AP Ay, (4.19)

The useful power delivered to a ship or aircraft results in the craft moving at a
velocity v, through the fluid medium. This power is obtained by multiplying the
speed v, of the craft by the thrust causing its motion, or

Wy =T V. (4.20)

The power supplied to the propulsor is total change in energy of the air flowing
through the disk, or the thrust developed by the disk times the velocity of the flow
through the disk

Woir =T (V. + V) (4.21)

This leads to an efficiency 1 defined as the useful power divided by the power put
into the propulsion device. Here the efficiency is the effective power delivered by
the propeller divided by the power supplied to the propeller as

N = - (4.22)
vV, t Vv

If the torque of the propeller is known at the operating rotational speed ®, the shaft
power can also be expressed as

W = Qo (4.23)

Therefore the efficiency can also be expressed as

n = Waeta _ T Ve (4.24)
W, Qu

While the preceding discussion is not directly applicable to axial flow fans, the
efficiency given above is that predicted by the PSF-2 program. The computer
program PSF-2 computes W,,,,= ® Q, where the torque Q is part of the program
computations and , the rotational speed, is provided as input. Similarly in the
numerator, the thrust for the propeller is also computed by the lifting surface
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solutions and the craft velocity is provided as input. From the one-dimensional
momentum theory as given in Equation (4.22), note that efficiency approached
unity for ever smaller values of v, Equation (4.22) gives the ideal efficiency for a
given operating condition, but does not tell us how to predict the performance of
the device. Thrust and torque, for instance, cannot be determined by simple
momentum theory for a given operating condition.

Applying the Buckingham pi theorem (White, 1974, p. 86), the number of
dimensionless groups equals the number of the variables (v., o, D, T, W, and p)
minus the number of dimensions (three; one of space, one of mass and one of
time). From this, three dimensionless variables can be formed which describe the
problem, and give relationships for efficiency, thrust and torque (power). The
dimensionless variables representing thrust and power (or torque) are the thrust
coefficient

T

= — (4.25)
G p w? D*
the power coefficient
p @3 D3
and the advance coefficient
J=_= (4.27)
oD

which are convenient and formed from independent variables. The efficiency of a
propeller can then be described by

Tv \'

C C
L7 =1 (4.28)
CP CP

Cheung (1987) gives the relationships for 1, Cp, and C; as
2C
1 - n - 1]3 __p_ = 0 (429)
n )3

and
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2
1-1] -1]2 CT =0 (430)
n J?
where an example of the ideal performance curve, Equation (4.29), is given in
Figure 4.3.

An ideal efficiency, also know as the figure of merit (Seddon, 1990), can
also be developed from momentum theory for the case of a helicopter rotor in
hover. The rate of work done on the air passing through the actuator disk for this
case is equal to the change in kinetic energy of the air per unit time, which is
called the induced rotor power W, is

. Ay, v
W, = P Pasc Vi v2 (4.31)
2
from Equations (4.14) and (4.15) and the induced power is

W, =2pA v =Ty, (4.32)

W= |—T (4.33)
2 p Ayg

The dimensionless coefficients describing thrust and power for the hovering
helicopter rotor are similar to those used in the advancing propeller case. The
rotor tip speed r,, is used as a reference velocity, and the induced velocity
coefficient C; replaced the advance coefficient in the hovering rotor application,
where

or from Equation (4.16)

Vi
C = (4.34)
O]
The thrust coefficient is
T
Cr = (4.35)
P Agg (0 Ty
From Equations (4.15) and (4.32) the thrust coefficient can also be written
C,=2C (4.36)
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The power coefficient as used in hover helicopter rotor performance is given by

C, = Wotat (437)
P Agy (0 1)’

The induced power coefficient Cy; is given by

. 3
W, Twv Cr (4.38)

P Ay (0 1)  p Agy (0 1,)° 2

where Equations (4.32), (4.34), (4.35), and (4.36) have been used to simplify the
expression written above. Extensions of the momentum theory which included the
effects of swirl energy in the wake, radially varying induced velocity, and
operating conditions other hover may also be explored in a similar way.

The figure of merit M, which is taken to be the idealized efficiency of a
helicopter rotor, is the ratio of power desired from the rotor (the rate of work done
on the air) to the total power supplied to the rotor. The total power W_,_,
supplied to the rotor is the sum of the induced (useful) power W, and lost power

W,... applied to overcome viscous drag, tip losses, wave drag and other effects so
that

W =W, + W, (4.39)
The lost power coefficient C, ,, is given by
W
ot (4.40)
P Ay (@ rﬁp)3

G i =

So, the figure of merit M is

. . -1 -1
M = __.__w_l_._— =1+ k =11 + CP' lost (441)
W, + Wi

or, from Equation (4.38),

(4.42)
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Typically, a value of M = 0.6 is achieved, and Equation (4.42) shows that M
increases as C; does. However, with increasing thrust (or lift for the blade) comes
the eventual stall. As with the advancing propeller case (analogous to a rotor in
vertical climb), the momentum theory for a rotor in hover mode does not predict
performance; instead, it provides insight into ideal efficiency and the overall effects
of such variables as rotational speed, rotor size, thrust and induced velocity.

Just as the pi theorem may be applied to rotors and propellers, its
application to the fan yields dimensionless variables for the dependent variables
(pressure rise and power, essentially resulting from the aerodynamic forces in the
axial and tangential directions, respectively) and these determine the fan efficiency.
These variables are dependent on the flow rate, size and speed of rotation, and the
density which is taken as a constant for an incompressible flow. The non-
dimensional output of a fan test or calculation is typically given in terms of a head
(total pressure rise) coefficient Yy

_ APew (4.43)
pw?D?
and power coefficient C,
c, - W bt (4.44)
pw’D?

The values of W and C, are usually plotted in terms of the dimensionless flow
coefficient ¢ given by

b= —— (4.45)

wD?

The use of ¢ is analogous to the advance coefficient J used in propeller work to
present performance data. Plotting fan performance with respect to dimensionless
rotational speed and size (diameter) for a variety of different blade parameters
leads to a better understanding of the trends in performance affected by a design
parameter. The dimensionless variables used for rotational speed and diameter are
the specific speed ,

1 3
o =e VL] (4.46)
s AP
and the specific diameter D,
b (Al:]-i-
D = P (4.47)
s 1
2



The efficiency Mg, of a fan can be taken from the analysis of a propeller
(given above in Equation 4.24) by considering the useful work as the work done at
the impeller on the fluid rather than the work done to move a craft a given
velocity. In this definition the efficiency of an ideal fan is given by

A, AP
N = S_‘“S"—_vl). (4.48)
Wt
This same result can be obtained by looking at the first and second laws of
thermodynamics, and considering the cases of two processes; either a reversible
adiabatic process or a reversible isothermal process occurring at the actuator disk.
In Sonntag and Van Wylen (1985) it is shown that the reversible work output per
unit mass is given by

2_
w=—£°vd1>+.(1‘_3_!°_22+g(zi-z) (4.49)

If, in the process at the fan, we assume there is negligible change in kinetic and
potential energy and that the flow is incompressible (constant density), the useful
work produced by the fan would be

-w = f: vdP = v(P, - P) = v AP (4.50)

The rate of useful work done by the fan is the work per unit mass given above
times the mass flow rate through the fan as

- [ 1 dw= W, o = v AP = V AP (4.51)

Efficiency of a fan is then the useful power divided by the shaft power supplied to
the motor, and this brings us to the commonly used definition of fan efficiency

V AP _ V AP
Nean = = = Q o (4.52)
wmotor
In terms of the dimensionless variables y, C, and ¢, the efficiency can be
expressed as
¢
Ngn = —— (4.53)
G

From the energy equation (the Bernoulli equation) it can be shown that changes in
kinetic and potential energy can be included if additional information about the
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device or system in which it operates is known. However, the definition of
efficiency normally used by fan manufacturers in their catalogs does not normally
include them (static pressure efficiency is used).

The use of the dimensionless variables has important implications. By
plotting the y versus ¢ curve for a given device, the operating performance for
new conditions in the dimensional variables can be estimated with reasonable
accuracy. The rules used to estimate the new performance variables are known as
the fan (or pump) laws . For instance, if the device is to operate at a different
rotational speed, equality of flow coefficient means that

\' \Y AP AP
od _ "new and 2old - 2new ( 4.5 4)
wold (")ncw Woq e

If the C, versus ¢ relationship for a given device is known, the torque Q required
at a different speed can be estimated by

Qold anw
= (4.55)
Woid WOpew

if the size is unchanged. Other relationships can also be derived for the case of
similar (in the dimensionless sense), but different sized machines running at the
same speed.

4.3.1 Types of Fans and Their Efficiencies

Free-air, or circulating, fans have no orifice or surrounding duct. These
fans circulate air within the space in which they are located. These are regularly
in a large space, operate against minimal pressure drop and produce maximum
velocity pressure. All but the simplest and lightest duty fans operate without a
surrounding duct or venturi panel. The types of fans operating within an orifice
are the so-called propeller fans, and ducted fans. Propeller fans consist of an
impeller within an orifice mounted to a supporting structure and motor. Propeller
fans are usually mounted in a wall and move air from one large space to another.
The design and type of orifice and placement or the fan blade in the orifice are
known to affect the overall performance of the propeller fan.

The term "ducted fan" refers to an axial fan mounted in a duct which
encases the impeller, the intake, and the discharge areas of the fan. These fans are
generally referred to as either tube-axial fans or vane-axial fans depending on
whether or not stationary (normally) flow-conditioning vanes are employed. Tube-
axial fans do not use the aforementioned vanes, and have static efficiencies in the
range of 40 to 45 percent. The static efficiency cited by manufacturers is
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_ VY APy (4.56)

Nsute = G356 BHP

where V is the volumetric flow of air(cfm), P, is the static pressure overcome in
producing this flow (in. H,0), and BHP is brake horse power applied to the motor.
Though tube-axial fans offer improvements in an integral design of mounting
structure, motor, duct and impeller, the efficiency range quoted above is about the
same as achieved by propeller fans enclosed in a sharp-edged orifice.

The rotational motion imparted to the air by the impeller dissipates energy
that might be useful. This energy can be recovered to some degree by adding
vanes to the discharge opening of the fan, making it the already-mentioned vane-
axial fan. These vanes straighten out the air flow and, in doing so, convert
rotational air velocity to static pressure. This additional conversion can give a
vane-axial fan total efficiencies of up to 90%. Total efficiency is defined as

_ VAP (4.57)

ol = G356-BHP

where now the total pressure AP, =AP, . +AP, . . difference is used instead of
static pressure.

Guide vanes are also used at the intake to impart a compensating swirl to
the inflow. Beyond the issue of guide vanes, a variety of other geometric design
concerns are of importance. Blade geometry, airfoil design (or camber shape in
the case of cambered plates), tip-to-duct clearance, and hub(if used)-to-diameter
ratio are some of the factors affecting the overall design. In ducted fan design the
orifice shape, tip clearance, duct depth and position of the plane of rotation in the
duct are also factors of interest.

4.4 Blade Element Theory

Low solidity rotor blades, whether they be propeller, helicopter or axial-
flow fan blades, can be analyzed by making use of two-dimensional airfoil theory.
This method of predicting performance is known as blade element theory. As
demonstrated in Figure 4.4, the rotor blade is considered to be a wing of span r,, -
r,., rotating about a center. At a given radius r of the blade, a section of the blade
of elemental width Ar can be treated as a two-dimensional airfoil independent of
the rest of the blade. This assumes insignificant spanwise or radial velocities. The
forces over a section of the blade can be computed and summed over the entire
span to arrive at a loading for a single blade. In the case of low blade solidity (0.5
or less), an isolated blade element approach has provided a rough estimate of
performance. For larger blade solidities, the isolated airfoil with interference
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effects accounted for by the use of interference factors can be used. However, for
blade solidities much larger than 0.5 the blade cascade approach must be used. A
brief description of each approach will be given below, but for details see Wallis
(1983) for a fan and Seddon (1990) for helicopter rotors.

4.4.1 Isolated Airfoils

At a radius r the two-dimensional blade element shown in Figures 4.4 and
4.5 will experience a relative velocity vy which is dependent on the axial inflow
and the net rotational velocity in the rotational plane. The relative velocity shown
in Figure 4.5 equals

VR=\/((01')2+V: (458)

The rotational component could include pre-swirl which is not considered here.
Also, the axial component of velocity v, could include induced components
(especially important for propellers and helicopter rotors) which are not discussed
here. The axial inlet velocities for a fan analysis are known if one assumes an
inlet profile, knows the fan annulus area and the flow rate for which performance
is wished. Most often used is a constant velocity profile. Such a profile is the
result of radial equilibrium of pressure and centrifugal forces, and results in an
assumed flow condition called free vortex flow.

The angle between the plane of rotation and the total velocity relative to the
blade is known as the inflow velocity angle, ¢ in Figure 4.5, and is given by

Wr

TS

The blade pitch 0 at the radial element under consideration is given in Figure 4.5.
If the blade geometry is known, then the angle of attack of the relative velocity to
the blade is given by

«=0-9¢ (4.60)

The elemental lift AL on the radial section of area c Ar is defined perpendicular to
the relative velocity (as shown in Figure 4.5) as

AL = % P Va C.cAr (4.61)
Similarly, the elemental drag AD on the airfoil element is given by

AD = = p va Cpc Ar (4.62)

1
2
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Figure 4.4 Normal view of fan rotational plane for blade element theory derivation
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Figure 4.5 Two-dimensional blade section in blade element theory
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and must be parallel to the direction of v,. Using the known inflow angle ¢ these
forces can be resolved into the axial and rotational directions of the rotor so that
they may be related to the performance variables of thrust and torque respectively.
The elemental thrust AT is given by

AT = AL cos ¢ - AD sin ¢ (4.63)

or, from Equations (4.61) and (4.62),
AT=%pv§cAr(CLcos¢—CDsin¢) (4.64)
The elemental torque AQ on the section of blade at radius r is given by
AQ =(ALsin¢ + ADcos ¢ ) r (4.65)
or

AQ=%pv§cArr(cLsin¢+chos¢) (4.66)

After summing the elemental torque and thrust components over a blade span, the
total value of thrust and torque for a blade can be estimated. The values of C; and
Cp, can be taken or calculated from airfoil characteristic curves as functions of o,
and section Reynolds number for a given inlet condition. Total pressure rise and
power can be calculated once torque and thrust are known. While performance can
be estimated using this blade element theory, no prediction of the flow field about
the rotor is made, and interactions of the wake with the rotor are also not
predicted. Alternative forms of these equations can be derived by substituting
dimensionless variables, and can be found in Seddon (1990) for example.

4.4.2 Cascade Approach

The cascade approach to rotor analysis is applied to high solidity blading as
stated above. In the cascade approach a radial section of the rotor (see Figure 4.4)
would reveal not an isolated airfoil but, rather, an infinite cascade of two-
dimensional airfoils a section of which is shown in Figure 4.6. In this way, a
radial section, or annulus of width (depth into the paper) Ar, of flow through the
rotor can be represented as a cascade of airfoils. As with blade element theory,
spanwise flow is not addressed directly by the technique, and corrections for
mildly three-dimensional flows can be added. In the cascade momentum theory
that follows, a discussion of the forces which produce pressure rise and torque on a
rotor will be presented. A brief discussion of blade section geometry and
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associated variables is also given. Pressure rise and torque developed on the rotor
are then related to lift and drag on a single section of the cascade, and a brief
outline of a rotor analysis procedure is given as presented by Wallis (1983). For
more details on these techniques the reader should consult either the book by
Wallis (1983) (after whose work this discussion is patterned), or another
turbomachinery reference such as the excellent one by Vavra (1974).

As seen in Figure 4.6, the entire cascade experiences a uniform velocity v,
which can be decomposed into axial v, and tangential vy, components. It is
assumed the flow is incompressible, lacking radial components, so that there is no
flow of momentum across the sides of the control volume. The axial component
upstream equals that component downstream as shown in Figure 4.6. However,
the flow is deflected by the cascade and, as a result, the tangential (or rotational)
component is changed. The angles which the inflow velocity vector v, and inflow
velocity vector v, make with the axial direction are known as the inlet angle J,
and outlet angle B,, respectively. The rotational components of velocity upstream
and downstream of the rotor are given in Figure 4.6 as v,, and vy,, respectively,
and can have preswirl or rotational components other than wr as will be discussed.
Also in Figure 4.6, the chord length of an airfoil in the cascade is shown as ¢, and
the blade spacing is s. The solidity © of a rotor is then

O‘:

© Nutes _ . Nowas _ ¢ (4.67)
2nr 2nr s

As discussed by Wallis (1983), a control volume shown in Figure 4.6 is
constructed on symmetric streamlines a width s apart about the blade with the
control volume inlet experiencing the uniform velocity v, and the outlet velocity v,.
The axial force on the control volume is given by summing the axial components
of rate of momentum and pressure forces

FT=(psArV,2) +p2sAr—(psArv,2) - p; s Ar

Or,
Fr=(p,-p, ) Ars (4.69)

and the force in the plane of rotation (contributing to torque) is
By =sp v, Ar (Vg = Vg ) (4.70)

In the development of this cascade theory, constant pressure is assumed in the
planes upstream and downstream of the rotor.
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As discussed by Wallis (1983), a control volume shown in Figure 4.6 is
constructed on symmetric streamlines a width s apart about the blade with the
control volume inlet experiencing the uniform velocity v, and the outlet velocity v,.
The axial force on the control volume is given by summing the axial components
of rate of momentum and pressure forces

F.r=(psArv,2) +pzsAr—(psArvf)um—plsAr
Or,

Fp =(p,-p,) Ars (4.69)

and the force in the plane of rotation (contributing to torque) is
Fo =5 p vV, Ar (Vg ~ Vg, ) (4.70)

In the development of this cascade theory, constant pressure is assumed in the
planes upstream and downstream of the rotor.

Turning our attention to a single representative blade of the cascade as
shown in Figure 4.7, first recall that this momentum theory is derived in a blade-
fixed reference system. It is assumed, in keeping with Wallis's (1983) derivation,
that there is a preswirl velocity v, which is opposite the direction of rotation.
The effect of this preswirl in the blade reference system is an increase in the
tangential velocity seen by the blade. It is also assumed that there is an afterswirl
velocity vg, in the outlet flow, and that this swirl velocity component is in the
same rotational direction as the blade rotation. In the downstream plane the flow
exiting the blade is, therefore, the difference between this swirl velocity and the
rotational component @r of the blade element. Also, in keeping with the
convention of Wallis (1983), the preswirl vq, and afterswirl v, will both be
considered as positive in terms of the convention mentioned above even though
they are in opposite directions in a blade-fixed coordinate system. The total
pressure rise across the rotor disk can be expressed

1 71
AH=H2-H1= p2+%p(v3+vgs)]-[pl+—2-p(V3+Vgp)T )

Or, the static pressure difference is given by
B - by = AH - 2 p (Vi - V) @“7)

Wallis (1983) then uses a total pressure loss term AH, , to account for the
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departure from the theoretical ideal total pressure rise AH,, so that

1
P, =~ Py = AHy - AHy - 2 p (Voo = Vip) (4.73)

Non-dimensionalizing Equation (4.72) using the axial velocity as reference
velocity, it is found that

%pv:[qjm—qjm+e§—s:] (4.74)

where the theoretical total pressure coefficient y,, is given by

P, =P <

AH,

" (4.75)

" (4.76)

and the swirl coefficients ¢ are

(4.77)

As discussed earlier, the rate of useful work done on the fluid in the
cascade annulus is given by the total pressure rise across the rotor cascade times
the volumetric flow rate

W =AHV =AH (2w 1Arv,) (4.78)
The rate of work put into the motor shaft is ®Q. If all torque is ideally transferred
to the fluid as evidenced by its rate of change of angular momentum, the shaft
work can be expressed as
Wsm =0 (2nrArv, p) (v + Vop) T (4.79)
where the change in rotational velocity across the rotor disk is given by
vm—v02=(cor+v¢,p)—(o)r—ves)=ve,s+vep (4.80)

as demonstrated in Figure 4.7. If there are no rotor losses and the total pressure
rise is equal to the ideal total pressure rise AH,, then the useful work would be
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equal to the actual shaft work so that Equations (4.77) and (4.78) are equated to
give

AHy (2mrArv,) =0 (2nrAry, p) (Ve +Vve)r (48]

or

AHy = @ p (Vg *+ Vg,) T (4.82)

If radial equilibrium holds, the total pressure rise must be constant over the
span of the rotor, and therefore should not depend upon r as it appears in Equation
(4.81). The total pressure rise will be constant if vq + vg, is inversely
proportional to r. In the case of a fan with zero preswirl, of particular interest in
this study, it is observed that the outlet swirl velocity must be inversely
proportional to 1, or vy, o< r', if the condition of radial equilibrium or free-vortex
flow is to be satisfied. Equation (4.81) can be non-dimensionalized based on
vapv,? to give

Yy = % (e, +¢) (4.83)

where A is termed the local flow coefficient and is given by
A= 2 (4.84)

If an estimate of performance is to be made based on a single representative blade
element calculation, the mean axial velocity v, is used to make the expressions
written above dimensionless. However, for the commonly used free-vortex
assumption in fan design and analysis v, = v,. Bars are similarly placed over the
swirl, flow and pressure coefficients to denote that they are a mean approximation.

The lift and drag on a given blade element in a cascade are determined
based on the mean velocity in the rotor plane v,, as shown in Figure 4.7. In the
rotor plane the tangential velocity component is given by

1
Vom = QT - 5( Vos ~ Vep ) (4.85)

The angle B,, between the mean velocity in the rotor plane and the axial direction
is

1
01 (Ve = Vop) (4.86)

tan B, =

Va
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as shown in Figure 4.7. In terms of the dimensionless coefficients this becomes

1 1
taan=I—5( es—ep) (4.87)

In Figure 4.7 the forces in the axial and tangential (rotational) directions are
denoted F; and F, respectively. Considering Equations (4.68) and (4.69) from a
force or rate of momentum balance on a control volume as shown in Figure 4.7,
the axial force relative to the blade is given by

F.=(p,-p, ) Ars (4.88)
and the tangential force is given by
Fo =5p Vv, Ar (Vg + Vg ) (4.89)
which, in terms of swirl coefficients, is
FQ=spv,2 Ar (g, +¢)) (4.90)
Considering the force diagram in Figure 4.7, the lift and drag are defined for a

given blade cross section as perpendicular and parallel to the mean velocity in the
blade plane. The lift and drag can be expressed as

F_ = Fycos B, + Fpsin B, (4.91)

and
F, = Fy sin B, - Fp cos B, (4.92)

Taking the drag force first, it will be shown that the drag coefficient can be
expressed in terms of the solidity ratio, the total pressure loss coefficient and the
mean velocity vector direction. This has advantages in making experimental
measurements which can both guide the design of the machine and assist in
verification of analyses. Taking Equation (4.91) and substituting in Equations
(4.87) and (4.89) for F; and F results in

F, = spv:Ar(es+ep)sian-(p2—pl)Arscospm (4.93)

Expressing the drag force in terms of the drag coefficient requires dividing both
sides by %:pv,’cAr. Also, the static pressure difference can be expressed using
Equation (4.73), and cos B, can be substituted for v,/v,, to give
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sin B ~ 2
cos B, (W = &

CD=%cos3Bm2(es+ep) +el)

(4.94)

S 3
+ ; q‘rl cos pm

The bracketed term in Equation (4.93) is equal to zero by use of Equations (4.82)
and (4.86) which gives the result that

G = % Vioss ©08° By (4.95)

The expression is not just of practical use, but is also an expression of the fact that
without losses included in the derivation the drag must be zero as one would
expect for an ideal flow.

Returning to the expression for lift in Equation (4.90), and substituting in
Equations (4.87) and (4.89) for F; and F,, the lift force is

F = spv:Ar(es+ep)cos[3m+(p2-pl)Arssinﬂm (4.96)

Determining the lift coefficient requires dividing both sides by ¥:pv,*cAr. Also, as
before, the static pressure difference can be expressed using Equation (4.73), cos
B, can be substituted for v,/v,, and with additional manipulations one obtains

C, =2 cos’p, |2 (e, + e,) + (¥ - e; + €)) sin Py
¢ m
(4.97)
_ _s- 3 sin Bm
c Yiees 05" P cos B

After manipulation using Equations (4.82), (4.86), and (4.94) the bracketed term
becomes

sin B, ] 2 (g, + ep)

cos B, cos® B

2 (g, +£)) + (Y - € * &) (4.98)

and the lift coefficient is found to depend on the solidity ratio, the mean velocity
vector direction, the swirl coefficients and the total pressure loss coefficient as

C.=2 -(S; (e, + g,)cos B,~ Cp tan B, (4.99)
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A blade loading factor C, G is often used in fan rotor work, and typically is used in
families of curves of C,6 = f(¢,A). In terms of Equation (4.98), the blade loading
factor is

CLo=2 (e, +g))cos B~ Cy 0 tan B, (4.100)

The relationship between the mean flow direction, and the swirl and flow
coefficients was established in Equation (4.86). Also, through manipulation of
Equation (4.86) and geometry as shown in Figure 4.7, the mean flow angle is
related to the inlet and outlet flow angles via

tan B = % (tan B, + tan B,) (4.101)

There also exists a relationship between the blade camber and the degree of flow
turning (or deflection) which is commonly termed the flow turning angle, B, - B,.
This relationship is given by

B, - B, =06, +i-23 (4.102)

where the blade angles are defined in Figure 4.8. This relationship is valuable in
correlating and presenting experimental measurements of two-dimensional cascades
which can be used in the design or design evaluation process.

Wallis (1983) and Johnsen and Bullock (1965) provide valuable
compilations of data and charts relating to the behavior of deviation and incidence
angles as functions of the cascade geometry, and much more. The incidence angle
i has an optimum value according to Wallis (1983) which is a function of solidity
and blade camber. Also, for example, there exist experimental cascade data for the
estimation of deviation angle 8 as a function of solidity, camber and stagger angle.
However, the deviation angle is difficult to estimate as it is dependent on boundary
layer phenomena. Other examples of design guidelines in Wallis (1983) include
recommendations (via charts) of camber for a given amount of flow turning,
recommended stagger angle for given camber and inlet conditions, and optimum
solidity as a function of flow and swirl coefficients.

It has been shown that, ideally, B,= f(A,¢,,¢,) in Equation (4.86). From
this and the force relationships, it is note worthy that the performance of a blade
element cascade rotor can be estimated primarily based on given flow and swirl
coefficients (A,€,,€,). Actual methods of performance estimation or design are
given by Wallis (1983) and Johnsen and Bullock (1965), and require more detail
than can be given here. This purpose of this presentation has been to provide a
background to a cascade blade element theory which can be used to design or
perform evaluations of designs for axial-flow fans (for another example of the
technique see Wright and Ralston, 1987).
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4.5 Development of Vortex-Element Methods

In the vortex-element (or vortex-lattice) method and other potential flow
panel methods it is assumed that the fluid behaves in an ideal manner. In this case
it is also assumed that the flow is steady with reference to the rotating blade. This
ideal flow field is said to be an incompressible, irrotational, inviscid and
homogeneous continuum. In such flow fields the Mach number is zero and the
Reynolds number is infinity. It will be shown that a surface in this flow can be
represented using a surface singularity distribution of vortex elements. The ideal
fluid field is therefore theoretically considered to be unbounded so that the
perturbations in the flow field caused by the singularities vanish at infinity. The
body in an external flow or the boundaries of an internal flow field will also be
streamlines of the unbounded flow field, and can have no normal velocity
component at their surfaces.

The vortex singularity and its associated (or induced) flow field (which
cause the perturbations in the flow field mentioned above) is a mathematical model
which represents the physical response of the ideal fluid to the pressure distribution
on the body or boundaries. Thus, even though the velocity field is often said to be
induced by vortex elements, it is convenient to think of the irrotational flow field
and the rotational vortex elements as a single model of a flow field which is
responding to pressure disturbances (Gray, 1992). In this case the flow field is
ideal and there is no mechanism for diffusion of vorticity, and pressure
disturbances are propagated instantaneously throughout the flow field. There are
several important rules and mathematical relationships that are observed when
using vortex systems to describe ideal flow fields. However, the essential point of
the technique is to use the concept of vortex elements and their associated
circulation to predict flow related forces on a surface via the Kutta-Joukowski law.
With this in mind, this section presents various aspects of the vortex element
technique covering some of the basic concepts of vorticity, induced flow, lifting
surfaces and the presentation of a computational lifting surface technique.

4.5.1 Introduction to Vortex Elements

The vortex-lattice method is based on relationships derived from the
description of fluid motion using vortex dynamics. The topic of vortex dynamics
is discussed in many texts such as those by Panton (1984), Kerwin (1986) and Lan
(1988). The discipline of vortex dynamics predates the contributions of Helmholtz
and Stokes in the mid-nineteenth century upon whose works much of this section
is based. Helmholtz and Stokes were the primary contributors to a mathematical
technique, sometimes called the Helmholtz decomposition, by which the velocity
field can be divided into irrotational and rotational fields. It was shown by Stokes
that a continuous vector field could be split into an irrotational vector field and a
rotational (or solenoidal) vector field provided that this vector field and its first
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derivatives approach zero at infinity. Consider a velocity vector field V which is
split as described above
V=V +V (4.103)

r

where the rotational field ¥, is defined as one with zero divergence (V-V, = 0) and
the irrotational field ¥, has zero curl (Vx¥, = 0).

In an irrotational flow field, the rotational field component is zero which
means that

Vxv¥=Vx¥V =0 (4.104)

This is true for the particular case that the velocity field is equal to the gradient of
a scalar function called the velocity potential ¢

¥, = Vo (4.105)

For an ideal incompressible fluid, the continuity equation then gives the Laplace
equation in velocity potential as

Vv =V% =0 (4.106)

A fundamental solution to Equation (4.105) is a surface distribution of
sources (Panton, 1984, p. 351). The general solution to the Laplace equation is
given by Lan (1988, p.49) as

Bry2) = o J [%% o %(%)] ds (4.107)

where 1 is the distance from the point of surface singularity to the point where the
potential is to be computed, n is the surface normal direction of the surface on
which the singularities are distributed, and S and dS are the surface area and
differential area respectively. Equation (4.106) describes in a mathematical sense
that the velocity potential anywhere in the flow field can be calculated from a
surface source distribution (the first term of the integral) and a surface doublet
distribution (the second term).

Of greater importance to this discussion is the rotational velocity field of
Equation (4.102). Consider an amorphous volume V, of vorticity @ in a three-
dimensional flow as shown in Figure 4.9 using a Cartesian coordinate system. A
single point of vorticity P, is defined via the subscript r, and is separated from a
point P in the flow by the vector T. As discussed above, in the region of vorticity
the divergence of ¥, is zero and the curl of ¥, is @ in the region of vorticity. From
vector analysis, it can be shown that any vector field whose divergence is zero and
whose curl is non-zero in any portion of the field can be expressed as the curl of a
vector field A which has a zero divergence. In the present context this is
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expressed as

v=VxA and VA =0 (4.108)

T

The vorticity is now expressed as
@ =Vx¥ =Vx(VxA) =V (VA - VA (4.109)
or, by Equation (4.107),
& = - V2A (4.110)

This is the Poisson equation in vector form which has a solution at point P in
Figure 4.9 that is

B & dv

x-_1 r (4.111)
4
T v iy

The resultant velocity induced by this region of vorticity from Equations (4.107)
and (4.110) is

<}
]
Hl

(4.112)

w

il
r =T£

a result commonly called the Biot-Savart law (although it is sometimes called
Ampere's law when applied to electricity and magnetism ). If the region of
vorticity is an infinitesimally thin sheet of vorticity, such as a lifting surface, the
Biot-Savart law takes the form

ool (IxDds
T 4n 3
'y

(4.113)

m%

where 7 is the surface vorticity per unit length on the vortex sheet, and ¥ is
capable of varying in direction on the surface. The surface vorticity can be
described in terms of bound and free vorticity, but for the time being this
possibility is not pursued. After boundary conditions are applied to Equation
(4.112), an expression for the integral equation to be solved via the vortex-lattice
method results. The boundary conditions imposed are that the total velocity at the
body surface is tangent to it, that vorticity is conserved over the surface S, and that
the flow leaves the surface tangentially. Without applying boundary conditions it
is difficult to see how Equation (4.112) can be solved since both K and ¥, are
unknown.
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Figure 4.9 Velocity induced at P due to volume V, of vorticity (after Kerwin,
1986)

Differential volume dV of vorticity

Vortex tube of constant vorticity &
of differential volume dV=dL A

Figure 4.10 Construction of a vortex filament from a volume of vorticity (after
Kerwin, 1986)
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In order to describe sheets of vorticity, which will come to represent the
lifting surface, a lattice of vortex filaments will be used to discretize the vortex
sheets. The process of constructing a vortex filament from a volume of vorticity is
shown in Figure 4.10. In order, to develop what follows, several definitions and
relations of vortex dynamics developed by Thompson (1869), also known by the
title Lord Kelvin, will be employed. Kelvin defined the circulation I'" as the line
integral of the tangent velocity around a closed contour which is expressed
mathematically as

T =[vdC (4.114)
C

The relationship between the circulation and the vorticity is given by Kelvin's
relation as

T={ao,ds (4.115)
S

where the vorticity @ is defined in Equation (4.108) and w, is the component of
vorticity normal to the surface S which is bounded by the contour C in Equation
(4.113) and over which the integral is computed. For a more complete discussion,
see Panton (1984, p. 476).

Now consider the vortex tube shown in Figure (4.10); the vorticity flux for
a vortex tube is not dependent on the tube cross-sectional area A. Therefore the
vortex tube is defined so that it is a conduit of vorticity of constant strength, and
the vorticity is normal to the cross sectional area of the tube and constant. The
circulation about the vortex tube as given by Equation (4.114) isI' = w A. For a
segment of tube length dL, the induced velocity as described by the Biot-Savart
law is

3] ¥ (A dL) )

1 ( _ T T
=2—_{ ':;_,{.{sx

where § is the unit tangent vector of the vorticity. The Biot-Savart law as given in
Equation (4.115) for a segment of a vortex filament is commonly the starting point
of many VLM papers.

(4.116)

4.5.2 Induced Velocity for a Vortex Filament Segment
The velocity due to a vortex filament will now be derived in the manner

given by Kerwin and Lee (1978) and others cited therein since this is used in the
PSF-2 program. There are other variations on the application of the Biot-Savart
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law such as those given by Lan (1988).

Consider the three-dimensional line vortex segment shown in Figure 4.11,
which lies between P, and P,. The velocity induced by the line vortex at a point P
is to be calculated by the Biot-Savart law, Equation (4.115). The vortex has a
strength I and the distance between a small segment of the vortex d§ and the point
P is given by the vector T in keeping with the previous notation. Even though T
varies along the integration path, the line vortex and point of induced velocity
calculation lie in a plane. Then for this case application of the Biot-Savart law
leads to a scalar calculation. Then the direction of the velocity determined
separately from the cross product of § and T will always be normal to plane of
Figure 4.11. For a given field point P and line vortex, a two-dimensional "local"
coordinate system can be used in the plane of P, P, and P,. These are the § and n
axes shown in Figure 4.11 with 1 chosen so that P lies upon it. Therefore the
distance d in Figure 4.11 is the shortest distance between P and the line vortex.
The coordinates of P, P, and P, are given in both the global cartesian coordinate
system and the local coordinate system in Figure 4.11 for the sake of clarity. The
vortex element direction vector is § = < 1, 0 > and field point vector is T = < §, 0
> as defined in the local coordinate system. Putting these vectors into the Biot-
Savart law, Equation (4.11), and leaving out the direction of the induced velocity,
the induced velocity at P is given by

B
v(n) I‘fsx‘r’dE

A 3
47 3 T

4.117)
3
r n dg _ T

EENGERULIEL

3
-
/52 + "]2 £
The result of Equation (4.116) can be manipulated further, using geometry and the
angles 0, and 0, (see Figure 4.11), to give

v(n) = L L b . T [ cos6, + cos6,] (4.118)

—411:
S e

where the sign of §, is taken into account when using the trigonometric functions.
It is interesting that an infinite line vortex, where 6, and 6, are zero, gives the
result v(n) = I'/2nn for a two-dimensional point vortex.

Equation (4.117) needs to be converted to a general three-dimensional result
which can be used to compute induced velocities in the global coordinate
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Figure 4.11 Geometry of a straight line vortex filament (from P, to P,) and the
point P of induced velocity (after Kerwin and Lee, 1978)
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system. For the cartesian coordinates given in Figure (4.11), the result is

v=_TL |e_a-e (4.119)
4nd | ¢ b

where the lengths of a, b, ¢, d, and e shown in Figure 4.11 can be determined from
geometry as

2=y, - )+ 0, v @ -2y
b=t - G -9 - 2

c=y&x, -0+ @ -y + @ -2 (4.120)

2

d = yc? - e?

_a?+c?-p?
2a

The expression for d in Equation (4.119) can be expressed entirely in terms of
variables a,b and c by substituting for e into the expression for d in Equation
(4.119) which leads to

d = 2l V2(c%a” + b%a? + c®)-@* + bF + ¢ (4.121)
a

or, after factoring, as

d =51£\/-(c +a-b-(c+a+b-(c-a-b)-(c-a+b) (4122)

However, the expressions given in Equations (4.118) and (4.119) are used in the
computational work owing to the complexity of Equations (4.120) and (4.121).
The point of representing the induced velocity at a point in terms of only the
lengths a, b and c explicitly, emphasizes that only the end point coordinates of a
line vortex segment, its strength and the coordinates of the field point are required
to calculate the induced velocity.

There are special cases to be considered since Equation (4.118) becomes
poorly behaved should the distance d become very small. Kerwin and Lee (1978)
included two special cases taken from the work of Tsao (1975) for evaluating
Equation (4.118) should d approach zero (less than 1x10°® in the PSF-2 computer
program). These cases are demonstrated in Figure 4.12. In both cases shown in
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Figure 4.12, the distance between the vortex line and the field point may be quite
large even if d is small.

For Case A in Figure 4.12, the condition that b > ¢ and d — 0 can be used
to perform the special calculation for Case A. For Case A the approximation to
Equation (4.118) used is

y=xd| 1 __ 1 ] (4.123)
8 | e2  (a - e)?

since cos 0, and cos 0, are approximated by

2 2
d and «cos 6, =1 - 4 (4.124)

cos 0, = -1 + —4
2(@ - e)? 2e?

For Case B in Figure 4.12, the condition that e > a and d — 0 can be used to test
for Case B. For Case B the approximation to Equation (4.118) used is

y=-Tdf 1 _ __1__] (4.125)
8n | €2 (a - e)?

since cos 6, and cos 0, are now approximately given by

d? d?
cos =1 -— and <cosB,=-1+_—0- (4.126)
2e? 2(a - ey’

All that remains is to determine the velocity direction, the unit direction of
the induced velocity vector. As discussed previously, it can be determined from
the cross product of the vector @ (defined by the line vortex as @ = < (x, - x,), (y,
-y), (z,- z,) >) and any other vector (shown as T in Figure 4.11) from the line
vortex to the field point normalized by the magnitude of the cross product. The
vector T could be taken from the mid-point of the line vortex to the field point as
T=<(x-x,), (y - Ya) (z- z,) > where, for example, x,=0.5x(x, + x;). The
direction ¢ of the induced velocity is, therefore, given by

x T (4.127)
X

o)

v =

ol

which means the induced velocity is given by V=v ¢.

:1.
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Figure 4.12 Special case for evaluating the induced velocity at P due to a line

vortex (after Kerwin and Lee, 1978)
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4.5.3 The Lifting Surface

Issues involved with both a surface of vorticity and a vortex element will
now be discussed in order to complete the development of the VLM as used in the
PSF-2 program. Consider a surface (see wire frame surface in Figure 4.13) of
negligible thickness and arbitrary shape. About this surface there is an
incompressible and inviscid flow. In assuming inviscid flow, only the flow
problem outside the boundary layers on the surface and outside the viscous wake
that leaves the trailing edge of this surface is considered. It is, therefore, assumed
that the thicknesses of the viscous flows are negligible in comparison with the
dimensions of the lifting surface. Classic derivations of the lifting surface
equation, an integral equation which relates the normal component of induced
velocity (the downwash) to the pressure difference on a wing, are given by
Kiissner (1940), Lan (1988) and Anderson (1984).

The surface (known as a lifting surface due to a finite pressure difference
across it) does not have sources or sinks and, therefore, the flow velocities on the
surface should be everywhere tangent to it. This means that at a given point P on
the surface there exist velocities on the upper and lower side of the surface that are
coplanar, but not necessarily of either equal magnitude or direction. These vectors
on the surface under consideration are shown in detail in Figure 4.13. The vector
subscripts denote the upper surface by u , lower surface by 1, the mean velocity by
m and the difference velocity by d. The vectors are related by

YP o (4.128)
vl = vm B vd
where
- 1 . -
Vm 5 ( u + vl)
1 (4.129)
vd - 5 Vu - vl)

In the study of a two-dimensional vortex sheet, or curve, (see Anderson, 1984,
p.197) a non-zero difference velocity implies the existence of a local vortex sheet
of strength y (where the notation is switched from ® for the strength of a three-
dimensional vortex sheet to 7y for the two-dimensional strength) as

Y =v, -V, (4.130)

where the absence of vector notation denotes magnitudes. In Equation (4.129) is
expressed the fact that A non-zero velocity difference for a surface in three
dimensions similarly indicates a vortex sheet with a strength at the point of
consideration (P) of
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Figure 4.13 A lifting surface with velocity vectors shown at point P in the plane
of the lifting surface (after Kerwin, 1986)

CUT THROUGH
LIFTING SURFACE

CIRCULATION PATH
~ds = Vyds + 0+ (~Va)(-ds) + 0
7=2V4

Figure 4.14 The vortex sheet strength 7 as derived from calculating the
circulation about a small contour (Kerwin, 1986).
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Y = 2vd (4131)

which will have a direction normal to the plane formed by the normal vector to the
surface and the difference velocity vector V,. The derivation of Equations (4.129)
and (4.130) comes from the calculation of circulation about the surface due to the
velocity difference as shown in Figure 4.14. The contour of integration selected to
compute Y in Equation (4.130) is taken in a plane normal to the lifting surface at
point P. Therefore the vorticity is, as expected, a vector quantity in the lifting
surface. Vortex elements will be used to discretize this surface vorticity.

An angle 0 is defined between the mean velocity vector V_ and the
vorticity vector ¥ as; this is shown in Figure 4.13. Since Bemoulli's equation
holds for the flow, the pressure jump AP across the lifting surface can be
calculated as

AP =P -P, = % p (%2~ v (4.132)

The pressure difference can be shown (Kerwin, 1986) to be dependent on the mean
velocity magnitude, the vorticity strength y and the angle  in the manner

AP = p v_ ysin d (4.133)

It is interesting to note two orientations of the vorticity vector. When the
vorticity is aligned with the mean velocity vector ¥,, so that § = 0, there is no
pressure difference between the upper and lower surfaces. In the case of the
vorticity vector aligned orthogonally to the mean velocity at an angle & = n/2, the
pressure difference is equal to

d
dA

AP = =pV_¥y (4.134)

which is the same as that found from the Kutta-Joukowski theorem (soon to be
discussed in more detail) for the lift force per unit area on a vortex density ¥ in
two-dimensional flow.

As shown in Figure 4.13 and from the considerations given above, it is
desirable to resolve the vorticity vector ¥ into a component ¥; tangent to the mean
flow ¥_ and one ¥, normal to it. The component tangent to or aligned with the
mean flow is called the free vorticity, of magnitude

Y= y cos (4.135)

The free vorticity is seen to not contribute to the lift, and is perhaps called free
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vorticity as it can be thought of as being transported force free from the surface
into the wake. Bound vorticity is the name given to the component normal to the
mean velocity vector. This component is

and is the vorticity component contributing to any pressure difference or lift across
the surface.

The discussion of this section led to the relationship between the strength of
a vortex sheet and the pressure difference across it. This relationship is expressed
through the Kutta-Joukowski law (see discussion and derivation by Panton, 1984,
p. 476) which for a two-dimensional arbitrary (Joukowski) airfoil is given by

i'=pvxT (4.137)

where L' is the lifting force per unit span of the airfoil. For a point on a lifting
surface where the vorticity strength is ¥ and velocity ¥, the force at this point
would be

8F = p ¥ x § 8A (4.138)

where the elemental force is given by OF and the elemental area about the point
on the lifting surface is 8A. For a vortex element the Kutta-Joukowski law is

F,=pl, (v, xIL,) (4.139)
where the subscript e denotes a variable at a vortex element, 1 is the length of the
element, and the velocity and vortex strength (circulation) are evaluated at the
element. The velocity and circulation strength are evaluated using the lifting
surface equation by the vortex lattice method which will now be discussed.

4.5.4 The Lifting Surface Equation and Its Solution

The distribution of vorticity on a surface can be found by applying four
conditions (to be outlined in this section) to the vorticity distribution and its
induced velocity:

1. the flow must be tangent to the surface;

2. Kelvin's circulation, or vortex, conservation theorem must be employed;

3. the Kutta condition that the velocity at the trailing edge must be finite,
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the velocity vectors on the upper and lower surfaces must leave the
trailing edge smoothly, and these velocity vectors must be collinear
though not necessarily of the same magnitude and

4. the trailing vorticity cannot support forces and must, therefore, be
aligned with the local flow.

After applying the first condition, the basic lifting surface equation is produced.
The other conditions must be considered owing to issues of fundamentals of
vorticity dynamics, uniqueness of solutions and numerical discretization.

The lifting surface equation results from applying the condition that the
lifting surface (fan blade in this case) becomes a streamline in the potential flow.
By assuming a potential flow, the problem can be solved by assembling the
solutions of elementary flows (vortex elements, which are themselves solutions) in
a linear manner. The vortex elements, sometimes referred to as singularities, are
fundamental solutions to the Laplace equation which describes potential flow.
However, only when the boundary condition that the surface be a streamline of the
flow and the effect of a given singularity must vanish far away from that
singularity are applied can a given flow problem be solved. The latter boundary
condition, the "infinity condition", is satisfied for a vortex element. The former
boundary condition, that the surface be a streamline of the flow, is satisfied by
imposing flow tangency at the surface. Specifically, the normal component of the
velocity (due to the onset flow and all surface vorticity) must vanish at the surface.
Application of the Biot-Savart law (Equation (4.112)) to account for the velocity ¥,
due to all surface vorticity, adding this to a total onset velocity V,,, (composed of
the freestream component and a rotational component, since the problem is to be
solved in a blade-fixed coordinate system), and imposing the flow tangency
condition leads to the lifting surface equation, given here as

_ (1 p@Gaxpd .o ]...
(% + Vo] 1t = EI_YT— F V| B =0 (4140
S

where the equation is satisfied over the lifting surface itself, ft being the unit vector
normal to the lifting surface. The problem to be solved is entirely determined by
variables on the boundary of the problem, hence it is called a boundary value
problem. The lifting surface equation can be presented in a variety of forms, and
in some references (i.e. Lan, 1988 and Anderson, 1984) assumptions as to surface
geometry are made in its presentation. Equation (4.139) is a generic form of the
lifting surface equation without any stipulations as to surface geometry.

There are a number of important issues left to be resolved before solving
the integral equation given by Equation (4.139). The distribution of vorticity over
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the surface (on the body and the wake) needs to be discretized in some way.
Another issue, related to the manner of discretization, is the method of satisfying
the boundary conditions. The points where the boundary conditions are satisfied
are called the control points in the VLM. In many numerical integral equation
solutions used in panel methods and boundary element methods, the boundary
conditions are satisfied by making use of a kernel function or a weighted residual
method such as a collocation or Galerkin method. Essentially, the VLM uses a
point collocation method to satisfy the boundary conditions. The VLM is simple to
apply to problems in steady and unsteady flow even where free wake or nonlinear
calculations are done; it, however, lacks the strong mathematical basis which the
kernel function methods possess. Whether or not the issue of "mathematical
correctness" amounts to anything is moot, since many successful past and recent
applications of the VLM to rotating lifting surfaces are discussed in the literature
review conducted during this work. The important applications of the VLM to
non-rotating lifting surfaces are even more numerous. A mathematically rigorous,
and quite novel, approach to the integration of the lifting surface equation is
presented by van Niekerk (1986).

4.5.4.1 Discretization

The discretization of the lifting surface (fan blade) and subsequent
computations in the VLM are performed using vortex line elements having an
induced velocity which was discussed earlier (see Equations (4.118) to (4.126)). In
Figure 4.15 are shown three popular techniques of discretizing the surface vorticity
(Lewis, 1991) by dividing the surface into quadrilateral panels. A panel of the
lifting surface (shown cross-hatched in Figure (4.16)) is defined by a quadrilateral
whose vertices lie on the body surface, and the vortex elements must be discretized
in some way within this panel. The methods of discretization differ on the basic
singularity element is used, and how the Kelvin vortex conservation theorem is
applied to the lifting surface.

The classical application of the VLM uses vortex elements arranged in a
lattice of "horseshoe vortices" on the quadrilateral panels which define the lifting
surface. The wake of the lifting surface is represented by vortex line elements
which, by Kelvin's conservation of vorticity theorem, extend an infinite distance
downstream into the wake. In many applications of the VLM (i.e. Lan, 1988), a
horseshoe singularity (consisting of a spanwise vortex element and two vortex
elements trailing from the end points of the spanwise element in a semi-infinite
manner) is the basic building block of the model as shown in Figure 4.15, drawing
(a). In other words, the induced velocity due to the surface vorticity is computed
based on these horseshoe vortex elements rather than single line vortex elements.
The horseshoe vortex application of the VLM given by Lan (1988) is really only
suitable for flat lifting surfaces. An application using the horseshoe vortex
singularity which treats camber effects and free wake effects using vortex line
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segments is possible, and Lan has included this in his VORSTAB code.

Another method of vorticity discretization is the "ring" vortex singularity
technique shown in Figure 4.15 (b). Chueng (1987) used this technique in his
propeller VLM work and provides an excellent discussion of its application. The
singularity is actually represented by a square "ring" created by terminating a
horseshoe vortex at the next element downstream. While this method leads to
relatively straightforward influence coefficients (the normal velocity induced by a
vortex "ring" at a control point), the final vorticity distribution must be calculated
by subtracting the strengths of adjacent vortex "rings". There appear to be
problems associated with this technique since vorticity conservation is not built
into the solution process; instead, it is applied when computing the forces. As
mentioned by Lewis (1991), the effect of this appears to be cumulative, resulting in
poor accuracy (in some cases) when the number of "ring" elements is increased.

The method used in this work is based on individual vortex line segments
(Kerwin and Lee, 1978), one of which is shown in Figure 4.15 (c). By this
technique each element in the lattice is a singularity of unknown strength. On the
face of it, this means a blade lattice of MxN panels would have 2xMxN vortex
elements of unknown vortex strengths where the boundary conditions are applied at
only MxN locations. This problem, if solved directly, requires solving a matrix
twice as large as in the methods previously mentioned. Altemnatively, the
unknowns can be represented by two sets of MxN equations to be solved
iteratively which overcomes memory usage problems of the increased matrix size,
but requires longer run times. Vorticity conservation could be applied to the
solution afterwards as a check on the solution. Or, vorticity conservation could be
applied to the vortex lattice in assembling the set of simultaneous equations which
means the set of equations can be reduced to solving for either only the chordwise
vortex elements or the spanwise elements. While this results in complex
recurrence relationships as discussed, though not derived, by Lewis (1991, p. 239)
and it reduces the system of equations to be solved, it requires an additional
calculation of the vortex element strengths not determined in the solution of the
boundary value problem. This method of vortex-lattice discretization has proved
accurate and robust (Kerwin and Lee, 1978 and Greeley, 1982), and is used in
PSF-2.

As displayed in Figures 4.16 where four vortex-lattice panels are shown
(distributed over a lifting surface only one element wide in the spanwise direction),
each panel consists of a spanwise vortex line element and two trailing chordwise
vortex line element segments. The spanwise vortex (sometimes called the bounder
or bound vortex since it will be mostly responsible for lift) is located at the 1/4
panel chord length in the VLM, and the boundary condition (flow tangency) is
applied at the mid-span of the panel at the 3/4 panel chord length. This method of
satisfying the boundary condition is essentially a point collocation method. It is
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Figure 4.15 Three primary methods of VLM discretization
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based on the "three-quarter-chord theorem" originally derived by Pistolesi in 1933
(Lan, 1988, p.72). As discussed by Lan (1988), it can be shown that if a discrete
vortex is placed at the 1/4 chord point and the boundary condition (flow tangency)
is applied at the 3/4 chord point of any number of panels over a two-dimensional
flat plate, the resulting circulation (or lift coefficient) is the same as that given by
thin-airfoil theory (see Appendix A). The VLM, therefore, applies the boundary
condition based on a method verified by thin-airfoil theory as was discussed in
detail by James (1969). Also, as discussed by James (1972), the Kutta condition at
the trailing edge is implicitly satisfied by this application of the VLM. A further
improvement on the VLM was made by Hough (1973), who demonstrated that
vortex-lattice panels uniformly spaced in the spanwise direction yield improved
accuracy and convergence if the tip lattice elements (at the surface span-
extremities) are inset by one-quarter panel. This feature, the one quarter extremity
inset, has been included in PSF-2 (Greeley, 1982) at both the blade root and tip.

The blade discretization used in this work is shown in Figure 4.17. Also
given in Figure 4.17 are important features in describing the lattice to be used in
the detailed development of this application of the VLM. Figure 4.17 is a view of
the vortex-lattice from above the suction surface (the upwind side) of a blade. The
surface normal vector is defined as positive in the lift force direction. By this
definition the surface normal is directed out of the paper toward the reader. The
directions of positive vorticity are indicated by arrows on some of the outer-most
lattice elements, and are defined on the spanwise direction in such a way that a
positive vortex strength produces a force in the positive surface normal direction.
The convention of choosing the direction of the chordwise vortex elements is
arbitrary, but must be consistently followed when the conservation of vorticity
principle is applied at each lattice node point as will soon be discussed. The
indices used to identify a number of lattice features; panels, vortex elements,
control points, and lattice coordinates, are m in the spanwise direction, and n in the
chordwise direction. The enumeration of indices begins at the leading edge for the
chordwise direction and at the root for the spanwise direction. The number of
panels in the spanwise direction is M and in the chordwise direction N. This
means that the total number of panels is MxN, and the number of vortex elements
on the blade surface is (M+1)x(N+1). The convention used for representing a
vortex element is to use superscripts c, s, and w to represent whether a given
element is a chordwise, spanwise or wake element respectively. Subscripts are
then used to represent an element's spanwise and chordwise position with the
spanwise index m given first. Several vortex elements are indicated using this
notation in Figure 4.17, for example (as represented by I'™,5 and I'",, where T is
the element's strength). For the wake elements (essentially consisting only of
chordwise elements), the chordwise (really streamwise since they are located in the
wake) vortex elements' indices start re-numbering from one with the first element
in the wake. A wake element [, is pointed out in Figure 4.17 where the 3
subscript denotes it is the third element in the wake from the last trailing element

on the blade lattice.
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Figure 4.17 A vortex-lattice representation of the Lenexa Products 36 in. fan blade

with important lattice features and variables indicated
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It should be noted that the direction of the trailing circulation vectors shown
in Figures 4.15 and 4.17 differ for the horseshoe, ring and individual vortex
element discretizations. The direction convention is model dependent (for instance
the ring model forms a closed loop) and arbitrary. However, the convention, once
decided upon, must be steadfastly observed when developing the discretized lifting
surface equation. This will be done in detail for the individual element
discretization shown in Figure 4.15 (c).

4.5.4.2 Application of the Boundary Condition and Vorticity Conservation

Returning to the lifting surface equation (Equation (4.139)), its discretized
form will be solved at the control point locations on the lifting surface. In doing
so, the total normal velocity at the surface at the i-th (i is the control point index)
control point will be set to zero. Since this will be performed at each panel
control point (one in each panel), a system of MxN equations will be solved after
Kelvin's vorticity conservation theorem is applied.

The influence coefficient (A,,,); is defined as the normal velocity at the i-th
control point due to the m,n-th vortex line segment of unit strength. From
Equations (4.118) and (4.126) the influence coefficient is given by

L R

c |a x 7|

where it is recalled that the vector describing the line vortex segment @ is < (x, -
x,), (Y, - ¥y), (z;- ;) >, and the vector T is from the mid-point of the line vortex
to the control point so that T = < (X, - X), (Y, - ¥u)» (% - Z,) > The surface
normal at the i-th control point is given by that panel's spanwise vortex and control
point coordinates as
f, = iz XTI
IE, x %

where T, = < (%, - ), (5 - Y0 (= 2) >, T2 = < (%, - X2, 0, - ¥2), (- 2) >,
and the subscript i indicates the these coordinates are the geometry value evaluated
for the panel associated with the i-th control point. For example, the vector
positions T, and T, for the panel at the 6,5 index (panel or control point index) are
indicated in Figure 4.17. The influence coefficient for the m,n-th vortex element
can then be multiplied by that vortex strength to give the normal velocity at a
given control point. Now, the "influence" of all the vortex elements at a given
control point can be added to the onset flow to arrive at the discretized form of

Equation (4.139).

(4.142)

The discretized form of Equation (4.139) for a given blade lattice, the
summed effect of the total induced velocity due to all vortex elements and the
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onset velocity (relative to the rotating blade) normal to the surface at the i-th
control point be zero, is given by

M M+l N
> Y (A X Y T (A%)
m=1 n=] m=1 n=1 (4.143)
M+1 NWAKE
+ g g I‘Wm'n (Awm,n)1+ Vmu . ﬁi =Q

where the superscripts s,c and w denote spanwise, chordwise and wake elements,
NWAKE is the number of wake elements at spanwise index m, and the subscript i
indicates that this "single" equation is evaluated at the i-th control point.

In Equation (4.142) the influence of the vortex elements on only one of the
rotor blades are considered, and this blade is taken to be the one on which the
control points are located. This blade was termed the "key" blade by developers of
the PSF-2 program. If the blades of the rotor are equally spaced, one may assume
symmetry and equal blade loading. The vortex strength at a given location on
each blade would, therefore, be equal. The PSF-2 developers use this feature of
the problem to save computation time (actually this concept is disputed by Hess
and Valarezo, 1985). The other blades on the rotor are discretized in a coarser
mesh than on the key blade, and then influence of the other blades at the control
points on the key blade were included by using interpolated estimates of other
blade vortex strengths from those of the key blade. The interpolation is solely
dependent on blade geometry, the coarse discretization on the non-key blades and
the fine "key" blade discretization. Essentially, these interpolations lead to
influence coefficients of more complexity, which involve performing this
interpolation on the other blades. This author has taken this feature out of his
modified version of the PSF-2 program for reasons to be discussed. For the sake
of the current discussion, assume that the influence coefficients due the other
blades can be formulated in such a way that it is as if each blade on the rotor is
equally discretized (as is the case in the author's modified PSF-2 code), and in the
case of PSF-2 these influence coefficients actually involve calls to interpolation
subroutines. For such a case the discretized lifting surface equation becomes

SRR [ S

m=1 n=1 k=1
M+l N KBLADE
(T k) 140
m=1 n~l k=1
M+1 NWAKE KBLADE
DYDY me.n( Y (A", ]* Viowy “fy =0
m=1  n=1 k=1
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where k is the blade index with k = 1 signifying the "key" blade and k =
KBLADE denoting the final blade (or the total number of blades). Given inlet
velocity conditions (provided in terms of cylindrical coordinate components; axial
v,, radial v, and rotational v,) and a given rotor speed of revolution w, the onset
flow term is known and becomes

Vg B = {Va R+ VB (Vg r@r) 0} h (4.145)
where r is the radius at the i-th control point and all velocities are given at the i-th
control point. The inlet velocity conditions may vary with radius, and are
circumferentially averaged for this steady flow problem. The onset term, Equation
(4.144), can be moved to the right-hand side of the equal sign in Equation (4.143),
and will become the right-hand side array in the MxN (the number of control
points) system of simultaneous equations to be solved to determine the vortex
element strengths. If thickness effects are to be included using a source

distribution which yields the desired surface thickness, it would be included in the
right-hand side.

However, when revisiting Equation (4.143), it is noted that more than MxN
unknown vortex element strengths appear. The wake vortex element strengths
™., are determined from the final chordwise vortex element in the blade lattice by
Kelvin's theorem; or at a given spanwise position m, I'", | is

Pwm,n = I“:m,N

(4.146)

After substituting Equation (4.145) into Equation (4.143), the unknown
spanwise I, and chordwise I",, vortex strengths are still too numerous. By
repeated application of conservation of vorticity the chordwise vortex strengths can
be expressed in terms of the spanwise vortex strengths (Kerwin and Lee, 1978).
Then the number of unknowns will be reduced to MxN, the number of spanwise
vortex elements. Applying the previously discussed sign convention and Kelvin's
conservation of vorticity theorem at an arbitrary lattice node, as shown in Figure
4.18, the flux of vorticity into and out of the m,n-th node (shown as a small circle
in Figure 4.18) must be equal, or

ch,n + I"’m,ll = I‘*‘m_l’n + F°m_l (4.147)
The m,n-th chordwise vortex element is
D LIRS LRSS S (4.148)

Applying this procedure in a recursive manner gives
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Figure 4.18 An arbitrary section of the vortex-lattice showing vorticity
conservation at the m,n-th lattice intersection node
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Pcm.n = 1-‘cm,n—z + (Psm-l,n-l - I‘sm.u-l) * (Psm-l,n - 1-‘sm,n) (4.149)

Or,

n
ch = Zl (I‘sm-l,v _ Fsm,v) (4.150)

Rewriting the influence coefficients for economy, the spanwise term is

KBLADE
> (A S @150
k=1
the chordwise term becomes
KBLADE
Y (A%ng), = Cus (4.152)
k=1
and the wake term is
KBLADE
kz_; (A" ), = Wi (4.153)

Substituting Equations (4.145), (4.149), (4.150), (4.151), and (4.152) into Equation
(4.143) makes the discretized lifting surface equation appear as

M N M+ N n
E E Iwm,ns‘m.u’k E E (E (¢ -1,v '1-“‘,,[,,\.)]01,!,'n
m=1 n=l m=1 n=1 v=l

(4.154)
M+1 NWAKE ( N

+Z E E (T —l,v—rsmv)]wmA:_vtomu'ﬁi

m=1 n=1 v=]

where now the equation is written in terms of only spanwise vortex elements.
However, Equation (4.153) cannot easily be put into the form of an influence
coefficient matrix, unknown array of spanwise vortex strengths, and right-hand side
since it involves complicated terms of both the m-1 and m spanwise indices. It
would be desirable to cast Equation (4.153) into a form more suited for solution as
a system of simultaneous linear equations. The m-1 spanwise vortex terms will be
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eliminated from Equation (4.153) to facilitate this.

First, working only on the chordwise vortex term, the second term, of

Equation (4.153), and expand the summations of n and v (only four terms shown)
to obtain

M+l N n M+1

> X (2 (T = Ty) | Can =Y Cay (Tipyy ~ Topy)

m=1 n=1 v=1 m=1

) (I‘sm-l,l - I‘sm,l + 1wm--l.?- - Psmﬂ) (4.155)
*t Cn3 (Psm—l,l - Fsm,l + Psm—l,Z - Fsm,z + Psm-l,a - Psm,S)

+ cm"‘(I‘“ -1~ Fsm,l t Iwm-l.z - I‘smz * Psm-l,3 -~ t I‘sm-l,*‘v - I‘Sm.‘t)

+ e =

After collecting like terms of I the right-hand side, Equation (4.154) becomes

M+1

E [T 11 (cm‘l *Cpup * Cpg * Cpy t )
m=1

s oo
" Fatz (i * G ¥ e * ) (4.156)
+ Fsm-l,:% (cm,3 + Crg + )+ I‘sm_l"' (cm,4 + )
- T8 (Cpy + Cpp * €3 * Cg * w) =T, (Cpp + Cpg * Cpy + )

- Psm3 (<:,m’3 + cm’4 + o) - I‘smA (cm,4 +o) -] =

The index on the I, is now shifted from m-1 to m, which alters the summation
indices as well, so that Equation (4.155) becomes

M

E [ l-‘sm,l (cm+l,l + cm4»l,2 + cm+l,3 + cm+1,4 + )
m=0

+ T2 (Cpup * Ca3 )

s (4.157)
+ Fsm,S (cm+l,3 * Cnerg o)t r mgd (cm+1,4 o) o]
M+l .
- Z [I‘sm,l(cm,l +cm’2+cm'3+...)+Fm2(cm2+cm3+...)
m=1

+ T (Cps + )+ T, (Cyy * - )+ ] =
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Now, keeping in mind that an arbitrary vortex-lattice is considered, assumptions
can be made about the blade lattice used. Specifically, in our notation for the
blade lattice shown in Figure 4.17 there can exist no spanwise vortex element with
indices of m = 0 and m = M+1. Applying this condition and using a summation
notation for the summed influence coefficients shown in brackets in Equation
(4.156), Equation (4.156) becomes

M N N
E [ I‘sm,l (Ecmd,v] + Fsm,Z (Z cm+1,v
m=1 v=1 v=2 Yy,
([ N N A
+ ],"sm’3 \;3 cm+l,v] + o - I‘st (zl Car (4.158)

(o] (B )1

\ v=2 v=3

Equation (4.157) then simplifies to

18 (B - )| -

m=1 | n=1

(4.159)
M+ N n

where the result is equated to the original expression from the left-hand side of
Equation (4.154) involving the influence of the chordwise vortex elements.

Through a similar exercise the wake vortex element term in Equation
(4.153) can be rewritten as

M+1 NWAKE N

33 s 5 P 1)

mel ol v (4.160)
M N NWAKE
P -

The discretized lifting equation (sometimes called a boundary value problem),
Equation (4.153), can now be entirely written in terms of the m,n-th unknown
spanwise vortex strength I, , the influence coefficients and onset flow term, all
which are known from geometry and given inlet conditions. Equation (4.153) for
the i-th control point then can be written as
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M X (NWAKE ] (4.161)

which can be expressed more concisely as

M N

Y ) Iy,

m=1 n=]

(m’“ (2 Cuvtyy ™ J ( > Vi - m]Ji (4.162)

= —{v,:‘(+vti'+(ve+cor)é}i~fli

Equation (4.161) represents one equation in a system of equations to be solved,
where the right-hand side is a vector of MxN (the number of control points)
components in length (the array representing the vector is taken to be 1, MxN), as
also is the length of the vector of unknown spanwise vortex strengths. Then each
row in the system of equations represents the problem defined at a corresponding i-
th control point. The influence coefficient matrix is made up of elements given in
the brackets above as

N
{Sm,n * (Ecmﬂ,v - cm,VJ ( E Wity VJ } (4.163)
v=n i

and is entirely dependent on geometry. In PSF-2 the wake influence coefficients
(w in Equation (4.162)) are solved in each iteration of the free-wake analysis since
the wake geometry is variable (as will be discussed later). The first two terms of
Equation (4.162), however, are entirely determined by blade geometry. This means
for a given blade many operating points, or cases, can be executed without having
to recalculate this part of each term in the coefficient matrix. Also, note that the
influence coefficient matrix elements, one of which is Equation (4.162), can be
viewed as a "horseshoe-like" vortex structure composed of a spanwise vortex
clement (on which the force will be computed by the Kutta-Joukowski law) and
the difference between the chordwise vortex elements extending from each end of
™. to the end of the wake (at NWAKE). It is with this point in mind that the
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reader will note the horseshoe-like structures indicated by dotted lines in Figure
4.17. Ideally, each vortex structure is closed, meaning that the wake extends to
infinity where a "start-up" vortex must exist (connecting the ends of the trailing
vortex elements in the wake). Such a horseshoe vortex structure satisfies vorticity
conservation. Therefore, after using the individual vortex element technique and
applying the conservation of vorticity to the lattice, an influence coefficient matrix
results whose individual elements are "horseshoe-like" vortices.

The resulting systems of equations to be solved for the vortex element
strengths, Equation (4.161), is similar in some respects to that given by Kerwin
and Lee (1978). However, their formulation was derived for an unsteady flow, and
indeed there also appears to be a typographical error in their published result.
However, the result given here is the procedure of assembling the coefficient
matrix performed in PSF-2. That is, the derivation given here confirms the
procedure used by Greeley in the PSF-2 code, as determined by examining the
code (in subroutine HSKEY). It should be noted that Greeley (1982) gives no
discussion of the development of the boundary value problem beyond the
presentation of the basics. In particular, according to Greeley (1982), the system
of equations to be solved for the vortex strengths [ is given by

jzl ATy = -1, mel (4.164)

where A;; are the elements of the influence coefficient matrix (no more information
about them is given by Greeley), i is the control point index, j is the spanwise
vortex index and the right-hand side is the onset flow term (which actually
includes source terms which have their origin in the non-zero blade thickness).
Though the results of the present derivation appear similar to the results of Kerwin
and Lee (1978), they are different. And, the complete discussion of these basic
details of the method (such as that given here) is absent from the literature this
author has seen on PSF-2. It is likely that the PSF-2 developers recorded it at

some point, though.

In order to represent the tip vortex separation which occurs at increasing
angles of attack (particularly on swept wings of low aspect ratio), the developers of
the PSF-2 code included the ability for the outermost chordwise vortex elements to
separate from the blade (as shown in Figure 4.19) in a prescribed or semi-free
manner (as will be discussed shortly). As a consequence of th?s modellmg fgature,
some improvement in the prediction of the increased lift resulting from this tip-
vortex is obtained. Germane to the present discussion is the fact that this feature
alters the discretized lifting surface equation on the outermost panels (at m = M).
These (M+1)-th chordwise vortex elements separa}e from the bladg and cqllect at
the same point (shown near the trailing edge in Figure 4.19), altering the mﬂuepge
coefficient matrix at elements where m = M. For this case, after applying vorticity
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Figure 4.19 Detail of separation of chordwise tip vortex elements as used in PSF-
2 on the Lenexa Products 36 in. fan blade (the blade tip is at the abrupt change in
vortex line slope)
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Figure 4.20 Graphical demonstration of an explicit Kutta condition for an
unsteady VLM application (Kerwin and Lee, 1978)
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coefficient matrix at elements where m=M. For this case, after applying vorticity
conservation and using the same vorticity direction convention as previously used,
the outermost chordwise vortex element strengths become

I\C

wetn = ~ T (4.165)

and the strength of the tip-vortex (after the collection point) is given by

N
M+l,n E PcM+l,u - Zl: I‘sM,u (4.166)
n=

The discretized lifting surface equation for the outermost panels where the tip
chordwise vortex elements are allowed to separate and collect in the manner shown
in Figure 4.19 can be found after removing the M+1 term from the sum in
Equation (4.153), reworking all chordwise and wake element terms and applying
the conservation of vorticity for the separated tip vortex model as given by
Equations (4.165) and (4.166) in the derivation. At an intermediate stage in the
derivation, where essentially four new terms appear, the discretized boundary value
problem appears as

LR R S|

m=1 n=1
N N N

+ 2; (T Sma ), - n‘[; I'Ma (é"m * CM+l,n]i (4.167)
N NWAKE N

S L |
n=1 v- o= N i

= - {vy 2 rv R (v ©r)8}-fy
Or, when reduced to its final form, it can be written as

Mifjr (qu,v- )(E Wapety = m,vJ |

m=1 n=1
N N NWAKE (4.168)
+ E 1"M,u {SM,u = CMetn” ECM,\' - E (WM,V * wM+l,v)}
n=1 v=n v=l i
= -{v.ﬂ +v B+ (v +(.-.)1')é}l'ﬁl

where the equation for all but the outermost (where m = M) is the same as before,

111



and a new form of the influence coefficients appears for the M-th panel as would
be expected. Once again vorticity conservation has been used and is, therefore,
satisfied. Also, the sign convention of the vortex elements previously used has
been observed, and must be carefully observed later when the chordwise vortex
strengths are calculated for purposes of aerodynamic force computations via the
Kutta-Joukowski law.

The vortex elements' strengths can now be calculated for the lifting surface
either without tip vortex separation (Equation 4.161) or with separation (Equation
4.167), using a solver appropriate to the problem. PSF-2 uses Gaussian
elimination; however, as mentioned previously, there is at least one iterative solver

which offers an improvement in execution time for these fully populated matrices
(Clark, 1985).

4.5.4.3 Kutta Condition

The discretization of the lifting surface and the formulation of the system of
equations resulting from applying the boundary conditions and vorticity
conservation have been presented. This means the first two conditions set forth
(on p. 38) to solve the problem have been addressed. The third condition to be
addressed is the application of a Kutta condition at the trailing edge of the lifting
surface.

The Kutta condition is applied to the solution of both two- and three-
dimensional ideal flows in order to uniquely solve for the circulation. As lucidly
discussed by Anderson (1984, p.198), if there was flow around the trailing edge-
(not permitted by the Kutta condition), flow separation would result. This can be
observed during startup flow until a stagnation point is established at the trailing
edge (assuming the trailing edge has some definite angle, i.e. for a blunt trailing
edge the stagnation point fluctuates unsteadily). Flow around the leading edge and
large velocity gradients if the leading edge is sharp are not ruled out for two
reasons. One reason is that if the actual surface has a rounded leading edge, a
sharp edge will not adequately model it; when the actual rounded leading edge is
accurately modelled, large velocities at the leading edge are not predicted. The
second reason, of more importance to the plate fan blade case, is that separation
will occur at the leading edge if the leading edge is sharp; but for moderate angles
of attack, the flow will re-attach to the blade a short distance downstream.
Because of this re-attachment, the circulation is about the same as that given by
inviscid potential flow theory (Kerwin and Lee, 1978). For a stggdy flow, the
Kutta condition is achieved if there is no lift produced at the trailing edge. In
other words, there can be no "bound” vorticity at the trailing edge. If the flow is
unsteady, the Kutta condition is achieved by allowing no accumulz}tion of boqu
vorticity at the trailing edge, and the bound vorticity which flows into the trailing
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edge must also be shed into the trailing wake during a given time interval.

Generally the Kutta condition is satisfied by what are termed implicit or
explicit techniques. When the Kutta condition is satisfied by placing the control
points and vortex elements at the appropriate locations on the discretized surface, it
is known as an implicit Kutta condition technique. As mentioned earlier, James
(1972) showed that the VLM (using the three-quarter chord rule as discussed
earlier) implicitly achieves the Kutta condition at the trailing edge for a flat plate
and a flat airfoil of parabolic camber. Explicit methods of satisfying the Kutta
condition at the trailing edge require that the vortex elements near the trailing edge
have some prescribed strength behavior to meet the Kutta condition. For example,
Kerwin and Lee (1978) discuss an explicit technique where the last two element
have strengths directly proportional to their distances from the trailing edge. Also,
Kerwin and Lee use an explicit technique for satisfying the Kutta condition in their
unsteady VLM flow model which prescribes a continuous functional behavior (the
dashed lines on either side of the trailing edge) for y as shown in Figure 4.20. In
this figure, note that the strength ¥, of the vortex element at the trailing edge is
non-zero. Note too that, by the prescribed behavior of the element strengths, the
strengths given by the function (dashed line in Figure 4.20) just upstream and
downstream of the trailing edge are approximately equal. In both the PSF-2
program, and the author's modified version of PSF-2 the Kutta condition is
satisfied by an implicit technique.

4.54.4 Wake Alignment

Wake alignment, the fourth condition addressed on p. 94 to solve for the
blade singularity strengths, is an improved representation of the lifting surface
wake over "classical" wake models. The "classical" wake model for a non-rotating
lifting surface is for the trailing vortex lines to proceed as straight semi-infinite
lines from the last panel. The classical rotating lifting surface wake is a helix of
constant pitch. The helix pitch is dependent on the speed of the onset flow and the
rate of revolution or, in the case of a propeller, it is dependent on the advance
ratio. A prescribed fixed wake model is a slight improvement over the classical
wake in that the wake contracts and has variable pitch, but these variations are
predetermined by detailed physical knowledge of the rotor wake gleaned from past
experience. Ideally, wake alignment and rotor free-wake analysis can predict the
wake geometry as part of the solution procedure, thus eliminating both guess work
and wake geometry observations.

A solution of the strengths of the singularities on the blades and in the
wake can proceed by solving a system of equations dgtermined by the.boundary
conditions as previously discussed. Using the constraints of conservation of
vorticity, as previously shown, the trailing wake strengths are Flependent on the
spanwise vortex clement strengths on the blade surface (Equations (4.145) and
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(4.149)). However, in order to calculate the vortex strengths the positions of the
trailing wake elements must be known in order to compute their induced velocities
normal to the blade surface at the control point locations. Therefore, wake
geometry must be iteratively determined in the problem's solution. An assumed
wake geometry is used on the first calculation; then the computed vortex strengths
are used to calculate the velocity vector at trailing wake elements which must be
aligned with their local velocity directions so that they remain force free. The
position of the free vortex elements in the wake are then determined and their new
positions (or in its entirety, the new wake geometry) can be used on the next
iteration to calculate the vortex strengths. However, care must be taken in
calculating the self-induced velocities of a given line vortex, and PSF-2 uses the
method developed by Sadler (1971) (Sadler's work is readily available, but his
method was derived from that of Crimi (1965), a harder to find reference) for free-
wake helicopter rotor analysis where a finite vortex core size must be assumed.

The fourth and final condition for calculating the vortex strengths is not
rigorously treated for the case of fixed wake or prescribed wake models. When
this fourth condition (given on p. 38) is applied, it adds particular difficulties in the
case of the lifting surface methods applied to rotating lifting surfaces (propellers,
fan blades and helicopter rotors) since the wake structure is more complex than for,
say, a lifting wing. Therefore, the inclusion of the fourth condition leads to a non-
linear numerical lifting surface approach. The details used in PSF-2 are given by
Greeley (1982), and will be discussed in more detail when discussing the PSF-2
program execution.

4.5.5 Lifting line theory

In extending the lifting surface theory to finite wings, it is customary to
begin with lifting line theory before discussing the VLM. So the present
discussion, traditionally speaking, is in the wrong order. However, a brief
discussion of lifting line theory is included at this point with the realization that if
the VLM method is already set forth. A discretized lifting line approach will
subsequently be recognized as a VLM approach in which only one panel is used in
the chordwise direction of the lifting surface. In the classical lifting line theory set
forth for propellers by Betz (1919) and Goldstein (1929), the bound vorticity is
given by a function over the blade span rather than being discretized. Betz and
Goldstein developed the fundamentals of propeller theory by extending the lifting
line theory to finite wing aerodynamics as developed by Prandtl in the 1911-1918
period and presented by Anderson (1984). This theory describes the interaction
between the flow at the lifting line that represents the propeller blade and the wake
flow downstream of the lifting line. The departure from wing lifting line theory in
the propeller version is that the flows behind the rotating blade are considered to
be rigid helical trailing vortex sheets. The trailing sheets which make up the wake
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of the propeller develop into a helical sheet of constant pitch as the axial velocity
of the wake in these analyses is considered constant. Goldstein examined the
difference in circulation distribution between a perfect propeller (an infinite number
of blades) and a real one with a finite number. However, the methods of Betz and
Goldstein give only characteristic information about blade performance and
distribution of bound circulation, and do not address the blade shape.

The lifting line theory as developed by Prandtl and presented by Anderson
provide information about the spanwise distribution of circulation and the lift and
drag on a planar surface such as a wing of arbitrary aspect ratio. This
development assumes that the lifting surface and its free trailing wake lie in the
same plane and that the steady problem is considered. Lifting line analysis mostly
serves today as a learning tool and to provide a check on more sophisticated
formulations.

Propeller lifting line developments are based on circulation theory.
Circulation theory postulates that the lift developed by a propeller blade is due to a
circulatory flow around the blade surface. When a body develops lift, the
circulation about the body is defined as the line integral in Equation (4.113).
Because of the combination of circulation with the freestream flow, there will be
an increased local velocity and decreased pressure on the back (suction) side of the
blade and the reverse on the blade face (pressure) side. From this, one can see the
utility of circulation in the study of lifting surfaces, since the aerodynamic force on
the blade can be readily computed using the Kutta-Joukowski law of Equation
(4.138). PSF-2 uses a discretized lifting line method to estimate propeller forces
for comparison with the VLM forces.

4.6 Outline of Calculation Procedures

The lifting surface method used, modified and reformulated during this
project is an analysis method (as opposed to a design method). One project goal is
to find the loading distribution on an axial-flow fan blade when operating with
specified flow rate, rotational speed, blade geometry and so forth. The analysis
problem stated here is in contrast to the design problem of determining a blade
geometry that will give a specified blade loading. Essentially, this is equivalent to
specifying a distribution of circulation on the blade surface and finding the
geometry that results. A program has been developed by Greeley et al. (1982)
which solves the design problem for marine propellers. The solution of the design
problem is important, but would probably be the final stage of a program in which
the current work would be the first stage. The outline of the design program of
Greeley et al. (1982) is similar to that of PSF-2 and is given in Figure 4.21.

An accurate and flexible description of the blade geometry which is capable
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Figure 4.21 Outline of a design computation procedure using a VLM technique
(Greeley and Kerwin, 1982)
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of modelling complex blade shapes is needed to ease the computations. If the
computational method is to be used in an optimization study, or as the workhorse
in an artificially intelligent CFD system such as those discussed by Andrews
(1988), thought needs to be given to a parametric description of blade shapes. In
this sense, polynomials or cubic spline functions involving constants that are

design variables to be optimized should be used in describing the blade geometry.
More generally, the method used should be able to accurately compute the
coordinates of an arbitrary point on the blade surface given the overall geometry of
the blades. The method used by Kerwin and Lee (1978) to describe complex
three-dimensional blades appears to fit these criteria.

The blade geometric notation is presented in Figure 4.22. The x-coordinate
axis is positive in the downstream direction, the y axis is defined by the blade
geometry relative to the "key" blade, and the z axis then fills out the orthogonal
coordinate system. Cylindrical coordinates are used in the y-z plane to describe
parametric curves, but all computations are performed based on the Cartesian
coordinates. In the y-z plane, clockwise rotation of 6 is positive when viewed in
the positive x direction. The radial coordinate r is given by

r=y2 v 22 (4.169)

The angle measured from the y axis to the midchord curve at a given radius
when viewed in the y-z plane is defined as the angle of skew 0,(r). This defines
the midchord curve in the y-z plane parametrically as a radial skew distribution.
The rake distribution is similarly defined as a radial distribution of distance x,,(r)
(from the y-axis to the midchord curve) as viewed in the projected x-y plane.
Having provided the radial distributions of skew and rake, a midchord curve in
space will be constructed about which the remainder of the blade geometry is to be
described and discretized into a vortex lattice.

The leading and trailing edges of the blade are constructed by advancing a
length +c(r)/2 (to leading edge), or retreating (to trailing edge) a distance -c(r)/2
from the midchord line along a helix making a pitch angle ¢(r) (also varying with
r) with the y-z plane. At a given radius the chord length c(r) (nose to tail length in
the cylinder of radius r), helix angle ¢(r), rake x,(r) and skew 0, (r) can be used to
determine the cartesian coordinates of points on the leading and trailing edges as

c ..
=x, ¥ —sin¢

X, )

)t

C

8, = 6, ¥ _cosd (4.170)

Yy, = 1 cosfy,

z), = 1 sin0
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The radial blade section camber and thickness (if it were to be used) are
then defined in a the manner similar to that for two-dimensional airfoils. The
functions that describe the thickness t(s) and camber f(s) distributions are shown in
Figure 4.22. For convenience and utility the chordwise coordinate is non-
dimensionalized into a coordinate s, varying from 0 at the leading edge to 1 at the
trailing edge. The distribution of camber is then measured in the cylindrical
surface normal to the nose-tail helix as shown in Figure 4.23. Any point on the
camber surface at a radius r, as s varies from 0 to 1, can now be expressed in
either cylindrical or cartesian coordinates in terms of the parametric functions of r,
rake x,, skew 0, pitch ¢, camber f(s,r) and chord length c(r). The camber point
coordinates can then be computed from an extension of Equation (4.169)

M
]

c =X, * c(-%) sin¢ - f(s) cosd

1) cosd sind
6. =6 -— | =+ fi )
e m+°(2) r+(S) =t
(4.171)
Y. =1 cosf,
z, =1 sin@,

)
K

where the expressions given above are for the k-th blade, where K is the number
of blades and k = 1 corresponds to the key blade.

In PSF-2 this geometric development is represented by cubic spline
functions based on data either provided as input or computed from input at a set of
radial or chordwise locations. Although the number and radial spacing of data are
arbitrary, the program was intended to have data every tenth of the outer (tip)
radius. The chordwise section data is fixed at 17 values, in keeping with NACA
section data. Use of cubic spline functions readily enables integration,
differentiation and interpolation of geometric data.

Using the discretization shown in Figure 4.18, vortex elements of constant
strength with endpoints on the camber surface are used to compute loading as
described earlier; to represent thickness, line source elements are used in PSF-2
(not discussed because not used in this thin sheet metal blade study). The camber
surface is known from its cubic spline representation. In the radial direction, the
panel spacing is given by dividing the span into M radial intervals from hub radius
r, to the tip radius R with extremities of the lattice inset = 1/4 of the panel width
from the tip and root of the blade. This has been found to improve the
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Figure 4.22 Blade geometry notation (Greeley and Kerwin, 1982)
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Figure 4.23 Cylindrical blade section showing pitch angle ¢, the thickness
function t(s) and the camber function f(s) (Greeley, 1982)
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Figure 4.24 PSF-2 wake variables
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convergence, as mentioned earlier. The best lattice-inset factor has been
demonstrated to vary with the loading distribution (i.e. for elliptical loading this
has been found to be 16% instead of 25%). End points of discrete vortices will be
located at radial locations given by

) R-1)(4m-3)

o where m = 1, 2, 3, -, M+1 (4.172)
4m +2

The PSF-2 user has the choice of either uniform or cosine chordwise
spacing. Cosine spacing is known to have distinct advantages over uniform
spacing, and was primarily used in this study. It was the preferred method used by
Greeley (1982), the developer of PSF-2. A chordwise spacing (the quasi-vortex
lattice method or QVLM) has three advantages:

- according to Lan (1988), this technique takes into account leading edge
singularities which were completely ignored in vortex lattice
development previously

- it enables the leading edge suction to be readily calculated

- two-dimensional calculations show that it forces the distribution of
vorticity to have the correct behavior near the trailing edge, satisfying
the Kutta condition implicitly, and the last control point can be placed at
the trailing edge.

In PSF-2, the blades are discretized using a coarse spacing on the non-key (force
not computed for) blades. Also, the numbers of panels on the key blade in a given
direction (M in the spanwise, and N in the chordwise) must be an integer multiple
of the number of panels on a given coarser blade.

It is important to collect the assumptions, some previously mentioned,
employed by the PSF-2 program which relate to modelling the Lenexa Product fan.
It is assumed there are K identically spaced blades arranged about a common axis.
The blades rotate about a common axis in an unbounded and incompressible fluid.
The presence of a hub or "spider" is ignored. Blades are assumed to be thin and
operate at a small angle of attack o, and are modeled by source singularities (in
the case of thick airfoil shapes) and vortex sheets which are discretized on the
mean camber surface. The perturbation velocity due to the presence of the blades
is considered irrotational outside the boundary layers and the trailing vortex wake.
The boundary layer is not explicitly taken into account. However, slight empirical
corrections account for the loss of lift caused by the boundary layers by altering
the effective shape of the blade (by changing the blade pitch).

The above-described method leads to a surface integral equation which is
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approximated numerically and solved by a system of linear algebraic equations as
outlined in Section 4.6. Additionally, in PSF-2, a source strength distribution is
used to represent the jump in normal velocity at the blade camber surface due to
thickness. The source singularity strengths are computed by a strip-wise
application of thin-wing theory at each radius. Once again no thickness
representation of the blade was used in this study because of simplicity. Although,
the author is aware that the apparent "potential flow" shape of the blade (as altered
by separation etc.) may be taken into account by the using of the source
singularities. As discussed earlier, the vortex element distribution is employed to
represent the jump in tangential velocity across the camber surface and across the
trailing vortex sheets where the vortex elements are conveniently resolved into
spanwise and chordwise components.

Therefore, following the discretization of the blade singularities on the
blade surface (see Figure 4.17), the resulting boundary value problem is solved as
described earlier in Section 4.6. The system of equations to be solved for the
strength of the jth discrete "horseshoe-like" vortex where the boundary condition is

MxN
Y. AyTy=-fi, -V, and i=12,.,MxN 4.173)
i1

satisfied at the ith control point is

where T is the spanwise vortex strength, A; is an influence coefficient matrix
determining the induced velocity at the i-th control point by the jth horseshoe
vortex of unit strength (this is a complex expression resulting from the application
of the law of Biot-Savart and vorticity conservation, Equation (4.163)), n; is the
unit normal vector at i (computed by constructing a normal vector from the cross-
product of the diagonal vectors of the panel) and v; is the velocity vector at i from
inflow and rotation.

A recurring idea in the literature review is that the geometry of the trailing
vortex wake greatly influences the calculation of the induced velocities on the
blade and the blade loading. Out of this need, the PSF-2 developers have included
a wake model which includes some aspects of both free- and prescribed-wake
analysis. The wake alignment method used in PSF-2 (and all true free-wake rotor
models) depends on the T distribution over the blade, which in turn depends on the
geometry of the wake (trailing vortices). An iterative method is, therefore, used to
solve for the correct wake and blade geometry. In the PSF-2 program the
geometry of the trailing wake is really not entirely free, as will be discussed. At
least not as "free" as in methods where every single vortex element in the wake is
aligned with the local velocity vector, as in a "vortex chasing" free-wake analysis.
The variables which help determine the wake geometry, and rotor performance and
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which must be provided as input to the PSF-2 program are shown in Figure 4.24.

The wake of trailing vortex elements is divided into two parts; a transition
wake region where contraction and deformation of the slipstream occurs, and an
ultimate wake region, which is composed of K (number of blades) helical tip
vortices and a single rolled up hub vortex. These regions are shown in Figure 4.25
for the Lenexa Products three-blade fan rotor and wake. The radii of the discrete
vortices of the trailing wake are determined by a set of parameters (variable names
refer to those used in PSF-2 and shown in Figure 4.24); the radius RULT of the
rolled up tip vortices, the radius RHULT of the hub vortex at the end of transition
wake region, the length XTW of the transition wake region and the contraction
angle DCD of the tip vortex as it leaves the blade tip. The trailing vortices
comprising the transition wake region are extensions of the chordwise vortices. In
the transition wake, the radii of innermost and outermost trailers are set by smooth
curves and the intermediate end points are obtained by interpolation at any
downstream location. Since the trailing wake, like the blade lattice, is modeled by
a series of short straight segments it is necessary to specify the angular extent
subtended by each vortex segment in order to specify their length. In the transition
wake this is set by the 86, parameter, the angular extent of each element.
However for the ultimate wake each tip vortex is formed by at most three complete
turns of its helix, and the angular extent of each straight vortex element is
determined by specifying the number of points in the ultimate tip vortex and
XULT.

A critical parameter in determining the wake geometry is the wake pitch
because it sets the distance between the key blade and the wake of the blade
immediately ahead of it. The transition wake pitch is allowed to vary in both the
radial and downstream directions, and the correct pitch results in the wake being
force-free (i.e. no pressure jump across the trailing vortex wake). This is met if
the total velocity vector is parallel to the vorticity vector on the trailing vortex
sheet. In the present code the correct pitch is calculated at a series of points just
downstream of the blade trailing edge and at another series of points at 0.70 XTW.
The pitch everywhere else in the transition wake is obtained by interpolation. The
ultimate wake pitch is calculated in PSF-2 using the Loukakis (1971) wake model.
This involves making an estimate of the strength of the ultimate tip vortex
(obtained by solving the global boundary value problem with an approximate wake
geometry) and an estimate of the tip vortex core radius size (an assumed, constant
parameter within the source code). From these estimates the axial and tangential
self-induced velocities at the ultimate tip vortex and the ultimate wake pitch are
calculated from a table of data within the source code. The PSF-2 model assumes
a (tip vortex core radius)/(tip helix radius) of 0.02. The iterative wake alignment
used in PSF-2 is discussed in detail by Greeley (1982).

Since the wake geometry affects the calculation of the correct pitch, this
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wake alignment procedure requires an iterative solution: for a given wake geometry
the correct pitch is calculated at several points in the wake, the wake geometry is
updated to reflect the newly calculated pitch distribution and the process is
repeated until the wake geometry stops changing. All of the wake calculations
discussed above require knowing the vorticity distribution on the blade and in the
wake, which are unknowns to be determined. It is then necessary to iterate not
only on the wake geometry but also on the blade vorticity distribution used to

calculate the final wake geometry. The iteration procedure can be summarized into
three steps:

1. The global boundary value problem is solved for a blade vorticity
distribution using an assumed wake geometry. The assumed wake
geometry can be a helix, the wake resulting from an earlier calculation,
or a shape specified by the user input.

2. Using the vorticity distribution from step 1. calculate the correct (force-
free) wake geometry.

3. Solve again the boundary value problem using the updated (aligned)
wake geometry and determine a new vorticity distribution. Continue to
iterate through steps 1 and 2 until the vorticity distribution stops
changing.

The procedure has been shown to converge rapidly for well-behaved propeller-like
flows. In the current program, the user must initiate and run each iteration. So far
this aspect of running the program has been found to be tedious, and it would be
desirable for users to set their own convergence criteria.

Several corrections for non-ideal flow behavior are included in the PSF-2
calculations. In PSF-2, vortex sheet separation is included by allowing the vortices
at the blade tip (only) to separate from the blade and coalesce at a point above the
trailing edge of the blade at the tip. This concept previously has been addressed in
this work from the standpoint of conservation of vorticity. The distance of this
separation A (or DISPN, the PSF-2 program variable, see Figure 4.25) can either
be stipulated or calculated, as outlined below, from the flow conditions at the tip.
In order to determine the tip vortex collection points, assumptions about the
geometry of the tip vortex are made. The pitch angle of the vortex leaving the
trailing edge is assumed to be

B=5(B+pp (4.174)

N =

where B is the undisturbed inflow angle at the tip and B; is the pitch of the
transition wake tip vortex as it leaves the blade. The displacement A of the trailers
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above the trailing edge of the blade tip is then given by

A = c tan(¢ -P) (4.175)

where ¢ is the chord length of the tip panel, and ¢ is the pitch angle at the blade
tip. In closing it should be pointed out that if accurate information about the wake
geometry is known, the solution to the problem could be accelerated through the
use of a prescribed wake model. However, it is impossible to have detailed
information about rotor wake behavior under all operating circumstances
beforehand.

The forces acting on a vortex sheet can then be calculated by the Kutta-
Joukowski theorem. Also, assuming that the average velocity over the length of a
singularity can be represented by the velocity at its midpoint, then the force on the
j-th key blade singularity can be expressed as

F =p AL (FxI) (4.176)

where

A]; is the length of the line singularity

v, is the total velocity at the line singularity midpoint

I is the line singularity strength
In PSF-2 forces are computed on spanwise and chordwise elements. This is in
contrast to many other methods which assume that the chordwise vortex elements
produce no loading effect which assumes the flow lacks spanwise velocity
components. The PSF-2 program also estimates the force due to the line source
effect of the elements when thickness effects are included. Since they were not
used during this work this aspect will not be discussed further. However, the
interested reader is directed to Greeley and Kerwin (1982). The computation of

Equation (4.175) is made over the entire blade except for the tip chordwise vortex
elements which are assumed to be separated from the blade.

Viscous drag forces are included in PSF-2 through user-supplied estimates
of viscous drag coefficients in the program input data. These estimates of drag are
modeled as additional forces on the spanwise vortex elements. The computed
leading edge suction force (estimated using the Lan (1974) QVLM model) is
multiplied by a recommended 1/3 suction efficiency factor to simulate the
(experimentally observed) loss of leading edge suction at conditions other than the
ideal angle of attack. Greeley, in his development of the PSF-2 code, uses an
additional correction for the effective change in blade shape caused by the
inequality in boundary layer thickness on the pressure and suction sides of the
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blade. The method chosen was that used by Kerwin and Lee (1978) where the
right-hand side of Equation (4.172) is modified to account for the loss of lift
caused by boundary layer effects. This method uses a blade pitch correction by
reducing the blade pitch by an amount Ao at each radial section given by

A = 1.9454 (E) (5] (4.176)

C C

where A is in radians and t, and f, are the maximum blade thickness and camber
at a given radial section, respectively.

4.7 Details of Running the PSF-2 Code

After a survey of the available computational codes, the PSF-2 computer program
was chosen for use. Though it is designed for use in the analysis of steady, non-
cavitating ship propeller flows, discussions with some of the program's developers
Kerwin (1988) and Kinnas (1991) and others in the field (Burmeister and Amadian,
1988) it was found to be the most used and applicable program available. It is
reported that this code was used to analyze plastic radiator cooling fans for Ford
and Crysler. The version of PSF-2 to be used in the study dates from 5/27/85, and
is written in FORTRAN. PSF-2 is based on the vortex-lattice method, the basic
theory of which was previously discussed. The original PSF-2 program and the
author's modified version was installed currently on the University of Kansas VAX
computer, and has (in modified form) been installed on Apollo and Sun
Workstations and on the author's 486 PC (not using a DOS compiler, however).

Figure 4.21, given earlier to outline the Greeley propeller design code,
should be contrasted with the outline in Figure 4.26 for the analysis program, PSF-
2, as presented by the author. The version of PSF-2 used consists of two main
programs. Two input files, INPGEO and ADMIN, are needed to run the first stage
of the program. INPGEO contains the description of the blade geometry in
dimensionless form expressed through standard marine propeller dimensions and
nomenclature. Arbitrary blade camber and thickness (not needed for plate blading
analysis) can be given in this input data file. Within the ADMIN input file are
placed the paneling arrangement and overall operating conditions of the fan. The
first PSF2BVP of the two main programs then uses the information in the input
files in solving the boundary value problem of potential, attached flow, generating
an output file GBVPOUT. This process covers everything up to the converged
wake in the calculation scheme shown in Figure 4.26. GBVPOUT contains the
locations of the vortex-lattice grid points, the geometry of the transition and
ultimate wakes (see Figure 4.25), and the singularity strengths obtained from
solution of the boundary value problem. In the existing version of the program
this file is unformatted, and cannot be examined as an ASCII text file. A
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formatted version of the output file containing geometric information was added in
the modified version of the code in order to extract grid information. The second
stage of calculations takes place in the program PSF2FOR in which the forces and
moments on the blade are computed based on the singularity strengths. The
computations performed in this program are the final stage in the schematic
diagram shown in Figure 4.26. Figure 4.27 is provided to clarify the coordinate
directions and their sign conventions used in the PSF-2 data input. Note that the
sign convention for positive rate of rotation is opposite the right-hand convention.

4.7.1 Data files

While a manual is provided with the PSF-2 program in which some of the
information about to be presented appears, it was thought best to include the
information in this section and expand on the information given in the manual. As
previously mentioned there are two input data files. The first to be looked at in
detail is INPGEO. A line-by-line description of the information in this file is
given below with the line number in the file indicated at the far left of each list of
input data for a given line, and the bold characters represent the input variables. A
description of the variables for a given line then follows that line.

1 IDGEOM
where
IDGEOM= a descriptive header of up 72 characters
2 NX NBLADE MLTYPE MTHICK KPCORR
where
NX= number of radii at which geometric data is to be put in (15 is the
maximum)
NBLADE= number of fan blades (maximum of 12)
MLTYPE= type of chordwise camber used for this blade

1, designates mean line camber for NACA a=0.8 load distribution
2, designates mean line camber for Brockett's approximation of 0.8
chord loading
3, designates a parabolic arc camber
4, read in manual camber offsets through XCS(N,J)
MTHICK= type of chordwise thickness used for this blade
1, designates modified NACAG66 thickness form
2, designates NACA16 thickness form
3, designates elliptical section thickness form
4, read manually set thickness form using array XTS(N,J)
KPCORR= switch for setting an approximate viscous correction, reduces blade
pitch to simulate the viscous effect on lift
0, do not include viscous pitch correction
1, include viscous pitch correction.

note: The camber geometry is set in the program at the following percent chord

length locations; 1, 2.5, 5, 10, 20, 30, 40, 50, 60, 70, 80, 90, 95, 97.5, and 99. This
is Important to know when the user wishes to manually set camber and thickness.
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10

1

XR(1) XR(2) XR(3) -- XR(NX)

where

XR(N)= non-dimensional radii at which blade geometry is specified from
origin of the coordinate system; XR(N) = R(N)/Rtip; XR(1) must be
for the hub radius, similarly XR(NX) is the tip radius (=1.0 always)

XPI(1) XPI(2) XPI(3) - XPI(NX)

where

XPI(N)= pitch/diameter ratio of blade section; note that the pitch is that of
the nose-tail line; P(N)/D = nxXR(N)xtan, where ¢ is the blade
geometric pitch angle given in Figure 4.23

XRAKE(1) XRAKE(2) XRAKE(3) -- XRAKE(NX)

where

XRAKE(N)=  rake/diameter ratio of the blade section; propeller rake is defined as
the axial coordinate of the mid-chord line at each radius and is
considered positive in the +X, downstream direction

XSKEW(1) XSKEW(2) XSKEW(3) .. XSKEW(NX)

where

XSKEW(N)= skew angle in degrees; the skew angle is the angular coordinate of
the mid-chord line viewed in the plane of rotation; positive skew is
clockwise rotation when viewed in the downstream
direction

XCHD(1) XCHD(2) XCHD(3) -- XCHD(NX)

where

XCHD(N)= the (expanded chord)/diameter ratio of the blade section; the
expanded chord length of a blade section is the length of the
leading to trailing edge helix at that radius

XCAM(1) XCAM(2) XCAM(3) -- XCAM(NX)

where

XCAM(N)= the (maximum camber)/chord ratio of the blade section at a given
radius

XTHICK(1) XTHICK(2) XTHICK(3) -- XTHICK(NX)
where
XTHICK(N)=  the (maximum thickness)/diameter ratio of a given blade section

XCS(1,1) XCS(2,1) XCS(3,1) - XCS(NX,1)

XCS(1,2) XCS(2,2) XCS(3,2) -- XCS(NX,2)

XCS(1,15) XCS(2,15) XCS(3,15) -- XCS(NX,15)

where ‘

XCS(N,J)= these are the manual camber offsets in units of local chord length;
the J index tracks the values at a given percent chord; values are
given at 1, 2.5, 5, 10, 20, 30, 40, 50, 60, 70, 80, 90, 95, 97.5, and
99 percent chord; so that 15 lines are required here

XTS(1,1) XTS(2,1) XTS(3,1) - XTS(NX,1)
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XTS(1,2) XTS(2,2) XTS(3,2) -- XTS(NX,2)

XTS(1,15) XTS(2,15) XTS(3,15) -- XTS(NX,15)

where

XTS(NJ):= thickness offsets in units of local chord; once again, the J index
tracks the values at a given percent chord; values are given at 1,
2.5, 5, 10, 20, 30, 40, 50, 60, 70, 80, 90, 95, 97.5, and 99 percent
chord; so that 15 lines are required here

An example INPGEO file is given below:
ACME: SIX BLADE FAN

10 6 3 1 1

0.237 0.322 0.406 0.491 0.576 0.661 0.746 0.830 0.915 1.000
0.677 0.884 1.037 1.162 1.212 1.229 1.293 1.357 1.439 1.539
0.000 0.006 0.003 -0.004 -0.015 -0.027 -0.034 -0.042 -0.054 -0.067
0.00 -4.16 -7.24 -9.36 -11.46 -13.28 -13.96 -13.61 -12.52 -11.00
0.138 0.193 0.209 0.214 0.201 0.177 0.164 0.164 0.172 0.190
0.114 0.153 0.136 0.128 0.106 0.089 0.089 0.099 0.115 0.092
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000

Actually, for all cases run during this project no thickness effects were used, and
the MTHICK variable was not used in the geoemetry data file since it was never
read.

The second input data file is the ADMIN data file. This file contains
information to set up the lattice grid on the blades, put in the required operating
conditions, stipulate such parameters as the inflow velocities seen at each radial
blade section, fluid and wake properties, and more. The convention in describing
this file line-by-line follows the format for the previous INPGEO file.

1 NCASE
where
NCASE= number of cases contained in this ADMIN file; a number of different
cases (different rotational speeds and flow rates for instance) can
be set up in one ADMIN file

2 MPAN(1) MPAN(2) MPAN(3) -- MPAN(NBLADE)
where
MPAN(N)= number of spanwise panels used on the Nth blade; the maximum
number of such panels is 20; also, the ratio MPAN(1)/MPAN(N)
must be an integer for all N, where MPAN(1) is the number of
spanwise panels on the key blade

3 NPAN(1) NPAN(2) NPAN(3) -- NPAN(NBLADE)

where
NPAN(N)= number of chordwise panels used on the Nth blade; the maximum

number of such panels is 20; the ratio NPAN(1)/NPAN(N) must be
an integer for all N, where NPAN(1) is the number of chordwise
panels on the key blade; on the key blade, the product
MPAN(1)*NPAN(1) equals the number of control points for the key
blade; the maximum number of control points is 144
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KSPACE

where
KSPACE= a switch for controlling the method of chordwise spacing of
singularities on the blade
= 1, use cosine spacing
= 2, use uniform spacing
IDADMN
where
IDADMN= a descriptive character string, up to 72 characters
DIAM VSKTS RPM
where
DIAM= the diameter of the blades in feet
VSKTS= the speed of the free stream flow in knots, 1 knot= 1.6889 ft/sec
RPM= the rotational speed of the blades, in revolutions per minute

RULT RHULT DCD DTPROP XTW XULT NPUW

where

RULT= a dimensionless value of the ultimate wake tip radius, (radius of the
ultimate tip vortices)/propeller radius (if not known use 0.83 as this
depends upon flow rate, rpm, geometry, skew, etc.)

RHULT= a dimensionless value of the ultimate wake hub radius; (radius of
the ultimate hub vortex)/propeller radius (if not known, 0.15 is
recommended)

DCD= contraction (in degrees) of wake at the blade tip (if not sure, use
30°)

DTPROP= angular spacing (in degrees) between grid points in the transition
wake (15° recommended).

XTW= dimensionless axial extent of transition wake/blade radius, normally
1.0

XULT= dimensionless downstream distance at which wake pitch ceases to
change, there the ultimate wake begins (normally 1.5 is
recommended)

NPUW= number of points to be used in each ultimate tip vortex (36 is

recommended, but maximum possible is 61)

KSEPTV DISPN DISPR KTHICK

where

KSEPTV= switch for controlling the calculation of DISPN, the displacement of
the separated tip vortex normal to the blade.
= 0, recompute DISPN from the transition wake geometry
= 1, use DISPN as read from this ADMIN input data file without
changing it

DISPN= displacement of separated tip vortex normal to the blade,
considered positive toward the suction side.

DISPR= this features not used yet, set to 0 in this work; it is a displacement
of separated tip in the radial direction, considered positive outward

KTHICK= switch for ignoring the blade thickness

= 0, ignore thickness
= 1, include blade thickness
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10

11

12

13

RHO CDRAG SFCIWTEST ICDRAG ISFC

where
RHO= fluid density (slug/ft3)
CDRAG= blade section viscous drag coefficient (constant over radius); if

radially variable, then this value is not used; the radial varying
values will follow later, ICDRAG
SFC= leading edge suction recovery factor (here put value if constant over
the radius); if SFC=1.0 complete the suction recovery is assumed; a
value of 1/3 is recommended,; if radially varying values are to be
used then this value is discarded; see radially variable values later,
ISFC
= 0.0, no suction recovery is to be used
IWTEST= switch for controlling reading of the wake convection velocities
= -1, use the previous convection velocities
= 0, set the wake convection velocities to zero
= 1, read induced velocities in the wake from lines 13, 14, 15, 16
ICDRAG= switch for controlling the reading of radially variable drag
coefficients
= 0, use the value of CDRAG entered previously
= 1, use the value of CDRAG from line 17 as indicated
ISFC= switch for controlling the reading of radially variable suction
recovery factors
= 0, use the value of SFC entered previously
= 1, use the value of SFC from line 18
note: CDRAG and SFC can be changed during the interactive running of PSF-2.

XVA(1) XVA(2) XVA(3) - XVA(NX)

where

XVA(N)= (axial inflow velocity)/VSKTS at input radii used to define the blade
geometry; positive velocity is in the downstream, +X, direction; it is
dimensionless; in the fan work it is the volumetric average velocity
of the free stream flow at the inlet, as determined by the volumetric
flow rate divided by the fan blade annulus area

XVT(1) XVT(2) XVT(3) - XVT(NX)

where

XVT(N)= (tangential inflow velocity)/(average velocity of the free stream flow)
at input radii used to define the blade geometry; positive velocity is
in the rotational, +0, direction, clockwise rotation in the plane of
rotation when observer is facing downstream

XVR(1) XVR(2) XVR(3) - XVR(NX)

where

XVR(N)= (radial inflow velocity)/(average velocity of the free stream flow) at
input radii used to define the blade geometry; positive velocity is in
the outward, +r, direction

XUAN(1) XUAN(2) XUAN(3) -- XUAN(NX)
where
XUAN(N)= (axial induced velocity)/(average velocity of the free stream flow)

just behind blade trailing edge (at the input radii)
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14 XUAU(1) XUAU(2) XUAU(3) .- XUAU(NX)
where

XUAU(N)= (axial induced velocity)/(average velocity of the free stream flow) at
XULT behind blade (at the input radii)

15 XUTN(1) XUTN(2) XUTN(3) - XUTN(NX)
where
XUTN(N)= (tangential induced velocity)/(average velocity of the free stream
flow) just behind blade trailing edge (at the input radii)

16 XUTU(1) XUTU(2) XUTU(3) - XUTU(NX)
where
XUTU(N)= (tangential induced velocity)/(average velocity of the free stream
flow) at XULT behind blade (at the input radii)

17 XCDRAG(1) XCDRAG(2) XCDRAG(3) - XCDRAG(NX)
where
XCDRAG(N)= blade section viscous drag coefficients at the input radii

18 XSFC(1) XSFC(2) XSFC(3) -- XSFC(NX)
where
XSFC(N)= leading edge suction force recovery factors at the input radii

An example ADMIN file is:
8 8
4 4
ENEXA PRODUCTS FAN TEST CASE
14.85 850 DIAM (FT) VFLOW(KNOTS;1 KNOT=1.6889 FT/SEC), RP!
53 0.150 (1)5000 65 .0 1.00 1.50 36

0 0.333 0 0 0 3

aNoO
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OO @
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0
0
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[ XT3
OO

Note that the input files are read by the program in free format.

The program PSF2BVP can be run in either a batch mode or an interactive
mode. The steps required to run PSF2BVP interactively are:

1. The program prompts the user for the INPGEO file, appropriately
named and correctly assembled (see above).

2. The useris prompted for the ADMIN data file to be used which may
include several cases. Each time the PSF2BVP program command

ADINPT is given another case is read from the ADMIN file.

3. Following the ADINPT command, the input data is assembled by the
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program, and the boundary value problem can be solved by entering the
BVP command if the correct wake convection velocities are presumed
read in at the start of the computations (IWTEST=1) or, if wake
alignment is not desired, the solution is completed after solution of the
boundary value problem (BVP).

4. If wake alignment is used, the ALIGN command is entered and an
iterative process of aligning the computed wake with the Loukakis wake
model (1971) is undertaken. The parameters requested after the ALIGN
command is entered are:

NWIMAX = maximum number of iterations during alignment
process

ITUNNEL = switch for controlling the tunnel correction
= (0, do not use tunnel correction
= 1, use tunnel correction of APROP/ATUNNEL (blading disk
area/cross sectional area)

IPRINT = flag for printing out details
= 0, do not print out details
1, print details

DAMPING = damping factor, which is advance coefficient
dependent o

= (.25, for moderate advance coefficient

> 0.25, for a lower advance coefficient

< 0.25, for a high advance coefficient

5. Following the wake alignment, the boundary value problem must be

solved again with the converged wake geometry by using the BVP
command, the ALIGN program is run again with the new circulation
distribution, and this iterative process continues until stopped by the
user when the circulation distribution is converged.

A detailed drawing of the files received with the PSF-2 code, and in particular the
"flow" of the commands issued in the main program is given in Figure 4.28.
Included in Figure 4.28 is such valuable information for modifying the original
source code as the FORTRAN routines contained in each file and the functions
they perform. This ends the discussion of the boundary value problem solution
process performed in PSF-2, but the blade forces have still to be computed.

The second part of the PSF-2 programs is the PSF2FOR program which is
laid out graphically in Figure 4.29. Once again, in Figure 4.29 the first level of
subroutines called from the main program is shown by lines, an understanding that
was of great help in rewriting the computer code. This program uses the
unformatted GBVPOUT file as input, and computes the forces and moments on the
blade in the previously solved boundary value problem. The GBVPOUT file
output from PSF2BVP gives the entire blade and wake geometry, the ke)" blade
spanwise vortex clement strengths and more. From the key blade spanwise vortex
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Figure 4.28 Schematic drawing of the PSF2BVP program; the eight source code
files are given in the boxes shown, all subroutines are given and the routing of

calls from the main program is shown

File: SECTIONFOR
Subroutines: SPACE, CAMFTT,
THEITTHVAL

SPACE : calculates vortex and
control point locations
CALLS: CAMFIT

CAMFIT: fits camber

CALLS: MAP2 THEILC THEILP THEILD
THKFIT: computes thickness

CALLS: MAP2, SPLINE

THKVAL : computes thickness value
CALLS: MAP2, SPLINE

File: DSGLBFOR
Stbroutines:VECXPR VECOPR VECNMLVECDIS,
FACTOR SUBSTNFMAT THELC,THELP,
THELD,SPLINE MAP IMAP2 MAPTBLLAGRAN,
EXTRAP,SIMPUNVORSEGVORSGN

VECXPR: calculates vector cross product
VECDPR: calculotes vector dot product
VECNMWL : normal izes vector to a unit length

FACTOR: factor square matrices to
solve system of equations

SUBST : performs back substitution after
calling FACTOR

INFWAT : computes inverse of a factored
motrix
CALLS :SUBST

THEILC: computes Theilheimer spline
coefficients
CALLS :FACTOR ,SUBST

THEILP: evaluates Theilheimer polynomial
spline

THEILD: evaluates der ivative of Theilheimer
polynomial

SPLINE: Theilheimer spline interpolation
CALLS:THEILC THEILP

WP 1: replaces repetitive use of sub-
routine spline on same base points
CALLS:FACTOR

WAP2: replaces repetitive calls to spline
using same base points, MAP1 must be
called before MAP2

CALLS :SUBST THE ILP

WAPTAL : generates interpolation matrix
CALLS AP 1 JAP2

LAGRAN: per forms Lagrangian interpolation
of specified order

EXTRAP: per forms Lagrangion interpolation
between orrays
CALLS L AGRAN

SIPWN: function to return interpolated
values

VORSEG: compute velocity induce by
a line vortex

VORSGN : computes normal component
of velocity induced by a line vortex

File: PSFIOFOR

Subroutines: BUNPT, ADINPT, DATTYP,
WTYP, SOLTYP, BVPOUT, BVPN

BLINPT: calculates blade ?eometry

File: PSF2BVWPFOR
Stbroutines: SETUP
LLFOR

Contains main program with cals to

from +.geo input file (UNIT 1)
CALLS: WAP1

ADINPT: reads *.adn administrative

CALL BLNPT

FOR 'ADNPT*  CALL ADINPT
CALL s
FOR DATTYP*  CALL DATTYP

input file (UNIT 2), computes
XVSTAR the relative velocity at
radial stations, drog coefs. and
suction coefficients

DATTYP: types out current input
data to screen and ouput file (UNIT 23)

WTYP: writes velocities used for

setting woke geometry to screen
and to output file RJNIT 23)

SOLTYP: types out solution of the bvp

BVPOUT : writes bvp output file to disk
in unformatted file(UNIT #).

BWPIN: reads bvp output file from
disk in unformatted file (UNIT 1)
CALLS: MAP1. MAP2

FOR WP CAL WP
FOR BYP' R BPP' (AL BLGRD (1)
CAL SPIV
PSFTHK

CALL PSFUMK

S

FOR 'ALGN  CALL ALGN

FOR BVPOUT  CALL BVPOUT

................................
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File: PSFALIGNFOR

Stbroutines: ALIGNFPWAKE, 0BVEL,
KBVEL.JUMPB,NDXBG,
INDXCPNDXTW,NDXCV,
UPITCHSELFIN

ALIGN: dlgrs traiing vortex system with

flow for o gven crcuation distribution
CALLS:NDXCP NDXCP, UPITCH NDXBG,
%XTU&VKFPWNE.SEIHN,SPLMPSF TWK,

FPWAKE: calculates induced velocities

at field paints
CALLS:VORSEG,INDXBG,INDXCP INDXCV,
NDXTW

0BVEL: cdculates induced velocities due to
everything except key blade signulrities
CALLS:VORSEG,INDXTW,INDXBGNDXCV

KBVEL: calcuotes induced velocities due
to key blode singuarities
CALLS.VORSEG,NDXTW,INDXCP NDXYBG

JUNPB: cacuates jump index between key
blade ond other blodes
CALLSNDXCP

DXBG: computes index for blade grid points
INDXCP: computes index for control points

INDXTW: computes index for transition wake
arays

DDXCV: computes index for chordwise
vortices

UPTTCH Cdicuidtes ultimate wake pitch
from Lokdds tip vortex seff-induced
veloaities. Tp vortex core radus=0.02+
\;gxoe radus. Tan(BetaW)) between 0.1 and

CAUSTHLCTHLP

SELFIN: cokdates self-induced velodities of

o crcda vortex element wsing equations

form NASA CR-1911, S. Sodker
CALLSVECDS

FOR EXT' CALL BvpOUT

SOLVEEB NP

KBLADE : computes influence of key
blode and key blade transition wake
CALLS : HKEY

0BLADE :computes influence of other
blades and other tronsition wakes
CALLS: INTMAT HSOTHR OOWALT,
JUFB TWOTHR Jusx,
MIR

HXEY: calculates normal velocities
ot control points due to horseshoe
vortices on key blode ond in key blode
transition woke :
CALLS: VORSGN, NDXCP, INDBG
1NOXTY

File: BORD2FOR

Subroutines: BLGRD, SEPTV, INDXBG,
INDXCP, INDXCV

L BLGRID: sets up grid points on all
blades ,computes control point
locations and normal vectors.
use file WPR DAT (UNIT 252
CALLs: MAP1 MAP2 SPACE CANFIT
VECXPR VECNML ,SPLINE,,
LAGRAN

L SEPTV: calculates geometry of separated
tip vortex on key blade
CALLs: VECXPR VECNWL LAGRAN,
INDXBG

INDXBG : computes 1inear index
for grid points

INDXCP: computes |inear index
for control points

INDXCV : computes |inear index for
chordwise vortices

File: WORD2£OR

Stbroutines: PSFTWK RTABLE PSFUK,
INDXTW GROW

L PSFTWKcomputes geomelry of tramsition
wake
CALLS:MAP2 RTABLE NDXBG,
INDXTW

RTABLE:generates table of rodi for
contracted transition wake

| PSFUWK: geometry of ulimate wake, tp
vortices and kb vortices.
CALLS: NDXTW

INDXTW: computes finear index for
transition weke elements.

GROW:gves the assumed growth function
for induced velocities i transition
wake

WLT¥AK: computes influence of the
ultimate woke from all blodes on
key blode control points

CALLS: 1NDXCP KKCP

UNKCP :computes inf luence of ultimote
woke from all blodes on selected
control point

CALLS:

HOTHR: colculotes normal velocities
ot control points due to horseshoe
vortices on other blodes

CALLS : VORSGN, INDXCP, INDYEG

TWTHR calculotes normal velocity ot
control point due to transition woke
from other blodes

CALLS: INDXtw VORSCH

—~ SOURCE :corputes source strengths
on ol} blodes
CALLS: WP THKF IT, INDYCP,
1NDXBG VED IS BIUHR

BOWOR :calculotes bound singulor ity
strengths on other blodes
CALLS : NDXCP JUMPB .

SVOTHR:calculates influence of
other blode sources on key blode
CALLS: 1HOXCP, INDYEG VORSH

INTUAT :corputes interpolation satr ices
for use by
CALLS: WAPTL

QOWPLT performs spanrise ond chordeise

interpolation needed when calculating

influence of other blodes on key blode
CALLS : IOXCP

QULVE ossembles RHS for equotions ond

Ives for bound circulation strengths
v VUU.S: [NOYCP FACTOR VECDFR,
ST

J0PB corputes juep paraueters for
other blades
CALS: 1HOXCP

Y calculates jup paraeters for
other transition vakes
CALLS : NOXCP

BLOCK DATA :data of indices for
interpolation motrices




Figure 4.28 Schematic drawing of the PSF2BVP program; the eight source code
files are given in the boxes shown, all subroutines are given and the routing of
calls from the main program is shown
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Fle: 0SQLBFOR

Sibroutines VEOPRVECDPRVECML VECDSS,
FACTCR SUBST MPMATTHELCTHELP,
THELD.SPUNE NAP LNAPZ MAPTEL LAGRAN,
EXTRAP SMPUN YORSEGYORSGN

VECPR: calculates vector cross product
VECORR: calculates vector dot product
VECL : normal izes vector to a unit length

FACT(R: foctor square matrices to
solve system of equations

SUBST: performs back substitution af ter
cal ling FACTR

INFWAT : camputes inverse of a factored
matr ix
CALLS :SUBST

THEILC: camputes Theilheiner spline
coefficients
CALLS FACTOR ,SUBST

THEILP: evaluates Theilheimer polynomial
spline

THEILD: evaluates derivative of Theilheimer
polynomial

SPLINE: Theilheimer spline interpolation
CALLSTHEILC,THEILP

WP1: replaces repetitive use of sub-
routine spline on same base points
CALLS FACTOR

WAP2: replaces repetitive calls to spline
using sare base points, MAP1must be
called before MAPZ

CALLS :SUBST THEILP

MAPTBL : generates interpolation matrix
CALLS :MAP 1 MAP2

LAGRAN: performs Lograngian interpolation
of specified order

EXTRAP: performs Lograngian interpolation
between arrays
CALLS LAGRAN

SIMPN: function to return interpolated
values

VORSEG : compute velocity induce by
a line vortex

VORSGN: computes normal camponent
of velocity induced by a line vortex

To cdcudte forces CAL UNPB
__—____—w

Fie: PSZFORFOR
Sutroutines: 0BVEL YBVEL ANPB,
NOXBGHDXCP NOXTW,
MOXOY
Contdrs man program for cdauating
bloce forces with cdls o

To read bvp resuls CAL BVPN

fle: ALNEDFR
Subroutines: BPXFN, EPNTRXOOEFZD,
IVAD, DRV

OBVEL
CAL Ml SALMEDD routines
CAL KBV

EEEERE

LR

BPXPN: two~dmensiond spiire sehp
toutine

BANTRX: spine sehp rade lo
condtion data
CALLS: FACTOR

COEF20: cdadales lo spine
coetficent vdues
CALLS: SUBST

for the oulpd CAL DA

3

EVALZD: evanes the spine furclion
DRV2D; evdunles the dervctives of

CAL WTYP

— OBVEL: cocudtes vehcity dee to
blodes ofher than key blade
CALL: VORSEGNDXTW,NDXCV NDXBG

— KBVEL: cdcudles velocily de to
key blade
CALLS: INDXTW,VORSE G/NDXCP NDXBG,
NDXOV

the spine function with respect to
both varibles

JUNFB: compules jump parameters for
other blades
CALLS: INDXCP,NDXBG NDXTWNDXCY

INDXCP: computes control point index —

INDXCV: computes vortex element index
NDXTW: compules lransilion woke index
INDXBG: compules grid point index

Fle: PSFIOFOR

Subroutines: BLINPT, ADINPT, DATTYP,
WVIYP, SOLTYP, BVPOUT, BVPN

BLINPT : calculates blade geometry
from +.geo irput file (WNIT 1)
CALLS: wAP1

ADINPT: reads +.adn adninistrative
input file (WNIT 2), computes
XVSTAR the relative velocity ot
radial stations, drag coefs. and
suction coefficients

DATTYP: types out current input
data to screen and oput file (INIT 23)

WIYP: writes velocities used for
setting wake geametry to screen
ond to output file (INIT 23)

SOLTYP: types out solution of the bvp

BVPOUT : writes bvp output file to disk
in unformatted file(NIT #).

BVPIN: reads bvp output file from
disk in unformatted file(WIT #).
CALLS: MAP1, MAP2




element strengths the strengths of the spanwise vortex elements on the other non-
key blades are found by interpolation. Then the chordwise and trailing wake
vortex element strengths are determined by applying the Kelvin vorticity theorem
for the entire rotor. The PSF2FOR program then computes the velocity at the
midpoint of each spanwise and chordwise vortex element; the spanwise and
chordwise vortex elements are termed bounders and trailers, respectively, in the
program. Greeley (1982) interpolates these velocities from those calculated at the
control points in his design program. Then the elemental forces at the mid-point
of each spanwise and chordwise vortex element segment on the blade are
computed. The corrections are made for leading edge suction and drag. The
components of the elemental forces are then summed into the total axial
component which is the thrust and the tangential elemental force component is
multiplied by its radial distance from the center of rotation before being summed
into the total torque. The results of the force and torque calculations are generally
presented in terms of the thrust and power coefficients as a function of advance
coefficient. The dimensionless variables were discussed previously and presented
in Equations (4.25), (4.26) and (4.27).

4.8 Description of the Modified Program

The PSF-2 program was modified in various stages, and as a result it is
difficult to discuss all the different versions of the modified program developed
along the way to the programs now in use and used in the results which will be
presented in Chapter 5. The modifications and the reasons for undertaking them
will be discussed.

The first work undertaken on the PSF-2 program dealt with performing
some additional calculations on the program output so that the results might be
compared with the Lenexa Products wind tunnel test results. The wind tunnel test
results are given terms of the static and total pressure rise, the horsepower, and the
volumetric flow rate. It was decided to present the results in these forms rather
that use their dimensionless counterparts, and so volumetric flow rate and total
pressure rise calculations were added to the PSF-2 program. The volumetric flow
rate was determined by two methods which are performed as a check on each
other. Both methods, involve integrating the inlet velocity profile (given as input,
assumed to be the circumfrential average and possibly varying over the radius)
over the blade annulus. In the first method, simple trapezoidal integration is used.
In the second method, the inlet velocity profile is represented by a curve fitted
polynomial using least squares and then integrated using Gaussian quadrature.
The inlet profiles are generally smooth functions except near the root and tip where
the velocities tend to drop off dramatically. This technique has been validated for
this idealized inlet flow by comparing the two methods above with results from
Mathcad and routines from the IMSL libraries for realistic inlet profiles. The real
inlet flow is more complicated than this particularly at radii less than the blade
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root radius. The lack of a hub (a spider is used) and the motor complicate matters
for the real flow at the rotor center.

The thrust, or total force on the rotor in the axial direction, is assumed (by
force balance) to be the total force applied to the air at the rotor disk. Ideally,
therefore, the total pressure rise of the air at the rotor disk is equal to the thrust
force divided by the rotor disk area (Equation 4.4). This calculation is performed
in PSF-2 and its modified form, along with calculation of the volumetric flow rate,
so that fan performance test results and the vortex-lattice computations can be
compared.

In order to begin modifications on PSF-2, the COMMON block statements
were removed from the source code files given in Figures 4.28 and 4.29, and were
replaced by INCLUDE file statements. This enables more straightforward changes
to the code's arrays which were some of the earliest alterations made to the
program. The limitation of 144 control points needed to be removed and, by
changing the array sizes and appropriate traps in the code to check for
discretization input errors, the PSF-2 code was capable of using up to about 200
control points. However, difficulties with the interpolation and discretization
routines on the "other" blades appeared to be the reason for not being able to use
more control points than this with the PSF-2 code.

An example of a 12 spanwise by 12 chordwise vortex-lattice panel model
with the other blade modelled using a 6 by 6 panelling scheme is shown in Figure
4.30. Graphical output such as Figure 4.30 is important to have in computational
fluid dynamics, and the PSF-2 program lacks this. A number of "post-processing"
routines written during the course of this study served this purpose. The PSF-2
source code lacks almost any commented explanation of variable nomenclature,
and has only sparse general comments as to what purpose a section of code serves.
Therefore, the graphical output allowed for testing and confirming what various
geometric variables were and their locations. The control points, lattice-element
end points, transition and ultimate wake element end points and the geometric
variable of the tip vortex (see detail in Figure 4.31) can all be determined and
explored via graphical means. Without interpretation and understanding of the
variables, the code modifications could not have proceeded.

The graphical output of the computational mesh also serves several other
purposes. The shape of the computed wake can be examined and qualitatively
compared with flow visualization pictures. This is also true of the separated tip
vortex geometry, the outermost chordwise lattice elements, no matter whether it is
prescribed or calculated. The wake visualization graphics routines have been
written so that the shape of the tip vortex and wake can be examined visually at
any point during the wake alignment process, and these results have assisted in
identifying cases where, how, and why the wake alignment procedure breaks down.
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Figure 4.30 Typical PSF-2 panelling scheme for Lenexa Products fan using 144
panels on the key blade (viewed from downstream)

Figure 4.31 Detail of separated tip vortex showing only the chordwise tip vortex
elements
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Some of these cases show that the predicted flow directs the streamlines back
upstream through the fan hub region. The graphical output routine also provided
visual verification of the computational mesh and its accurate representation of the
fan blades.

At the start of the project, the lattice graphical output was provided through
writing the geometry to be read by the PLOT3D program, using only its mesh
drawing function. The routines and additional programs were written using the
PICASSO (Leinbach and Schmid, 1988) library of graphical subroutines for the
IBM compatible PC. The graphical output given here and most used during this
study to develop the code were performed using programs written using PICASSO.
These programs allow the user to examine the vortex-lattice of the fan and (later)
duct model using a PC with a graphics card; or, for hard copy, the output can be
written to a file in Hewlett-Packard Graphics Language (HPGL).

In the modified version of PSF-2, it was decided to remove the coarse
discretization that is performed on the non-key blades (also called the non-uniform
blade lattice feature) for a number of reasons. The first reason being that
difficulties were encountered with the interpolation routines involved in this
function when attempting the increase the number of the lattice-elements on the
key blade. This feature appeared to hamper progress in that direction. Also, more
recent panel method codes do not create this type of lattice due increase in
computer power, the complications involved, the belief that this type of lattice does
not represent the problem adequately and the argument that this feature really
doesn't save much computer time (Hess and Valarezo, 1985). Indeed, the
additional calculations performed because of the increased number of panels on the
other blades need only be done once for a given lattice geometry. Then for all
additional performance cases, or alignment iterations in the case of a free wake
model, these influence coefficients are the same and need not be re-computed.
Therefore, for any multiple operating point computations, the non-uniform blade
lattice feature doesn't save any time. The separated tip vortex feature was only
used on the key blade in PSF-2, whereas in the author's modified version of the
program this feature is included on all blades as shown in Figure 4.32. A side
view of a vortex-lattice fan model created using the author's modified code is
shown in Figure 4.33. The author's modified code can employ as many as 600
control point and panels on each blade from personal experience using the VLM to
represent flat rectangular wings 400 panels is certainly enough to match the finite
wing theoretical solutions, and really beyond about 300 there is no appreciable
improvement. It is difficult, however, to make generalizations since a fan rotor
geometry is more complex and issues of refinement must also play a role. This
range of discretization (400 to 600 panels on a rotor surface) appears to be in the
range used by many in the field.

The author also provided an additional feature to the force computation
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Figure 4.32 A vortex-lattice model for the author's modified PSF-2 program with
like discretization and tip vortex on all blades (only part of trailing wake is shown

as viewed from the front or upstream side)
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Figure 4.33 Side view of a vortex-lattice model from the author's modified PSF-2

code
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Figure 4.34 View of a duct or venturi panel lattice added to the original PSF-2
panelling scheme (as seen from the upstream/side)
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Figure 4.35 View of a duct or venturi panel lattice using the author's panelling
scheme (as seen from the downstream/side)
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program which accounts for the variation of the viscous drag coefficient with lift.
Rather than estimating the viscous drag coefficient for a given radial blade section,
the author has provided viscous drag coefficient versus lift coefficient from which
the drag coefficient at a radial section can be interpolated after estimating the lift
coefficient from the sum of the bound circulations for that radial blade section.
The lift versus drag data for a number of flat cambered plate blades (Wallis, 1983
and Milgram, 1971) sections has been used. Prior to this, the viscous drag
appeared to be used in an arbitrary manner as a "correction" parameter within the
program. A drag coefficient value of 0.007 appears to have been used in many of
the program developer's calculations.

A venturi panel or duct option has been added to the modified program,
representing a major addition to the program. It has also been implemented on the
non-uniform discretization (original) model as shown in Figure 4.34 which was
later scrapped due to other difficulties in modifying that blade discretization. In its
current form, the duct model is an option in the author's modified PSF-2 program,
and its effect is computed in an iterative manner like the wake alignment
procedure. The trailing wake elements on the duct extend from the trailing edge of
the duct downstream to the end of the rotor's ultimate wake. The computation
proceeds as normal for the rotor and wake until the user wishes to include the
duct. Then the BVP is solved on the duct surface using the influences of the
known blade and blade-wake vortex strengths and the unknown duct vortex
element strengths and their trailing wake vortex strengths which are determined
from solving that BVP. Then on the next iteration for the blade BVP, the effect of
the duct lattice and its wake vortex elements on the blade is included in solving
the blade BVP for the blade singularity strengths. The method currently used does
not include the effect of the duct-related elements on the trailing blade wake during
the wake alignment procedure. Instead, the effect of the duct is taken into account
by the change in blade element strengths due to the duct. Usually, the method
converges after about six iterations.

A final addition to the computer programs used with PSF-2 and its
modified versions is a field point velocity program which post-processes the vortex
lattice computations. Due to its utility, the developers of PSF-2 have produced a
version of the field point velocity prediction code. However, the author's field
point velocity (FPV) program was especially designed for the purposes of putting
velocities in a format that can be read by the PLOT3D numerical flow
visualization program and to calculate the blade surface pressure difference by
computing the static pressure difference across the blade at the control points. The
field point velocity program calculates the velocity at a given point by computing
the velocities induced by all the singularities in the problem and adding the
induced velocity to the onset flow. The problem is computed in the rotational
reference frame and the velocities requested from the field point code can have the
rotational effect either included or ignored, the latter to explore the appearance of
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the velocities in the non-rotating (Iaboratory) reference frame for comparison with
flow visualization photographs. The field point velocity program computes the
velocities for three cases; an arbitrary (single) point in space, a plane of velocities
at a constant axial coordinate value where the velocities are arranged on circles or
circular sections and a given normal offset from the blade surface at the control
point locations where the positive offset is taken in the direction of positive lift
(from pressure, or downstream, to suction, or upstream, side). For the blade
surface velocity case'(a small offset, equal to the estimated boundary layer
thickness, in the third case), the surface pressure difference is calculated following
the velocity computations at the same offset from each side of the blade and
application of the Bernoulli equation.
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CHAPTER §

EXPERIMENTAL METHODS AND EQUIPMENT

5.1 Introduction

The goals of this study are to document the flow phenomena associated
with the axial-flow fan investigated, measure pressure measurements on a rotating
blade surface and examine the ability of a VLM to predict fan performance. The
methods and equipment used to accomplish these goals will be described in this
chapter.

5.1.1 Description of the Fans Studied

In all the experimental work and most of the VLM computations, a fan
manufactured by Lenexa Products (36 in. diameter, galvanized steel, vertical,
direct-drive, poultry fan, model 3C675) was used. The fan is sold by the Dayton
Electric Mfg. Co., and its performance is certified by the Air Movement and
Control Association Inc. (AMCA) following the AMCA Standard 210 in the
manufacturer's fan testing facility. Performance testing of the fans used in this
work was conducted in the Lenexa Products fan testing facility. The testing
facility is certified by the AMCA for conducting performance rating tests of axial-
flow fans to ANSI/AMCA 210-85 and ANSI/ASHRAE 51-1985 standards. The
method for testing follows that in AMCA (1985). There are over 15 different fan
testing facility arrangements that could be used in the ANSI/AMCA/ASHRAE
standard. The arrangement used by Lenexa Products is given in Figure 5.1.
Lenexa Products manufactures and tests the following sizes of axial flow fans:

Fan Diameter (in.) Rotational Speed (rpm) Shaft Power (bhp)
24 650 to 945 0.25 to 0.75
30 470 to 720 0.25 to 1.0
36 415 to 660 033to 1.5
42 382 to 520 0.50to 1.5

The present range of peak total efficiencies achieved by the fans produced by
Lenexa Products is from 57% for the 24 in. diameter model to 66% for the 48 in.
diameter model.

The blade geometries used in the VLM computations were determined from
measurements made by Lenexa Products with their three-dimensional coordinate
measuring machine. These measurements were converted to the appropriate PSF-2
values and then stored in a PSF-2 geometry file for later specification of the
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Figure 5.1 Test tunnel arrangement used by Lenexa Products; known as the
multiple nozzle in chamber setup (AMCA, 1985)
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Figure 5.2 The ACME Engineering 36 in. diameter fan blade geometry as
represented by a vortex lattice
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computational grid as discussed previously. The results of this procedure have
been verified by remeasuring by Lenexa Products and by the author's comparison
of the actual blade with that from the author's graphical computational mesh
visualization program that used their coordinate measurements. A computational
mesh for the Lenexa Product 36 in. diameter fan was shown in Figure 4.32.
Another fan blade used for VLM program verification of predicted performance
was the ACME Engineering 36 in. diameter fan blade which is shown in Figure
5.2 as produced using the author's program. The thickness of the flat-plate fan
blades is approximately 0.06 in.

The Lenexa Products 36 in. diameter fan was chosen for this study
primarily because of the good performance data available for comparison with
VLM. This performance data was taken with the motor support struts in place, the
struts introducing a noticeable effect on the blade surface flow and pressure as
measurements show. The Lenexa Products 36 in. diameter fan is mounted on the
motor shaft downstream of the two motor support struts as shown in Figure 5.3.
The motor supports are welded to the inlet side of the venturi panel, a 40 in.
square piece of deep-drawn steel with an orifice of 36 in. diameter (see the side
views of Figure 5.3). The dimensions and locations of the motor supports are
given in Figure 5.4. The fan-panel assembly is normally shipped to and often used
by the customer in a 41 in. square outer dimension crate which is 16 in. deep. The
fan-crate assembly was used in the pressure measurement and flow visualization
work given here. Not only is this the manner of use, but the difficulty and
expense of building a test rig which does not employ the motor supports, or which
has the blades upwind of the motor supports and motor, is substantial. Even the
manufacturer has no convenient way of running performance tests without the
motor supports in place.

The VLM used is a steady-flow solver and cannot model the unsteady
effects that exist in the "in situ" fan. The best that can be expected of the PSF-2
based VLM is that it can model the time-averaged rotor problem. The
unsteadiness of the flow on the Lenexa Products 36 in. diameter fan will be
demonstrated by unsteady surface pressure measurements and blade surface flow
visualization. In order to identify the rotor position in presenting these unsteady
results, points of reference were marked at azimuthal locations on the venturi panel
as indicated by the positions marked A through P in Figure 5.4. The leading edge
at the tip of the rotor blade was taken as the point of reference of the blade when
determining its azimuthal position. For instance, the blade is taken to be at point
A when the leading edge at the tip of the rotor blade is at the azimuthal position
A. The pressure measurements were made with position F as the start of the data
which will be given for an entire revolution. This will be discussed in more detail
in the pressure measurement section. In Table 5.1 are presented the geometric data
for these azimuthal positions from their measured point of reference, point D, at
bottom center of the panel as viewed form the intake (upstream) side. Also in
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Table 5.1 Azimuthal positions in degrees and temporal location during

pressure measurement cycle for positions of interest
. __________________________________________________________________________________________________________________ |

Point Position from Time from Origin
Description D (deg.) During Pressure
Measurement Cycle

(msec)

D, origin 0.0 62.0

E 19.1 65.7

F, pressure trace origin 43.8 0.0

G, start of window 70.6 5.3

H, blade horizontal in 80.0 7.1

window

end of window 110.9 13.2

I 120.6 15.1

Jd 142.8 194

K 169.1 24.6

L 187.2 28.1

M 201.6 30.9

N 220.0 34.6

0 235.0 37.5

P 251.9 40.8

A 272.5 449

B 308.4 51.9

C 336.6 574

END, 360deg. 360.0 62.0

X
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Table 5.1 are presented the time a given position is reached during a pressure
measurement cycle with point F as the origin and an 850 rpm speed of rotation.
Therefore, a complete cycle has a 70.6 ms period. For brevity, from now on in
this work the Lenexa Products 36 in. diameter fan and the ACME Engineering 36
in. diameter fan will be referred to as the LP and ACME fans respectively.

5.2 Flow Visualization Equipment

A variety of flow visualization results will be discussed and presented in
this chapter. These results represent the outcome of much experimentation in the
fan laboratory and the
darkroom. The flow visualization techniques were first tested in the lab where
lighting, photography setup and flow conditions are among the primary variables in
visually inspecting some qualitative aspect of the flow. Once the flow feature was
seen in the lab, then the problem of photographing and recording the flow feature
was tackled. Usually the record of the flow visualization revealed more
information than simple visual inspection. However, no matter what flow
visualization technique is used, photographically recording the flow visualization
involves experimentation with conditions of both film exposure (aperture, shutter
speed and film speed) and film processing. In short, it is a trial and error process
where experience is invaluable.

All photographs were made with the Kodak T-MAX line of black and white
films. The best and, unfortunately, most costly is Kodak T-MAX 3200 (TMZ)
film which can be used at speeds of up to 25,000 ASA with special processing.
The T-MAX 400 ASA film (TMY) worked well for the surface tuft techniques, but
was more difficult to use for the streakline photography. Kodak (1989) provides
guidelines and information when using and processing these films. Some
experimentation was still required as many rolls of film processed resulted in poor-
quality negatives. Flow visualization photographs were taken with the author's
35mm Minolta X-700 SLR camera, tripod, remote control and auto-winder. No
matter what the flow visualization technique used, photographic experimentation
involving taking photos at a number of shutter speeds and aperture settings
(ranging from seconds to 1/60th of a second and 1.8 to 4 f-stop respectively) was
first done before processing the film. After noting which method worked best, that
method was then implemented for that technique. As a starting point, SAI (1991)
recommended an f-stop of 2.8 and shutter speeds of 1/4th to 1/15th of a second
when using Kodacolor 400 or 1000 ASA film to photograph helium bubble
streaklines.

Particle streakline, surface tuft, tuft grid and TiCl, smoke techniques were
attempted in identifying qualitative characteristics of the LP fan flow. The ACME
fan was not studied in this way and only its performance measurements will be
given here. These techniques were used to study inlet flow field qualities, blade

154



surface flow conditions, blade leading and trailing edge flow conditions, flow at
the blade tip, conditions of the wake flow field and effects caused by the shipping
crate and motor mounts for qualitatively checking the unsteady pressure
measurements. The results given here are primarily particle tracing and surface
tuft techniques.

The results for the particle tracing techniques were obtained by use of
helium bubbles and small styrofoam bead particles. The helium bubble generator
used was the Sage Action Inc. (SAI) Multi-Head Bubble Generator Model 33 using
SAI 1035 Bubble Film Solution and the Vortex Filter chamber to remove bubbles
which are either too light or too heavy'. Use of the Vortex Filter produces helium
bubbles which are neutrally buoyant particles. The styrofoam particles used were
made by the author by heating polystyrene beads (the type commonly available in
hobby store for making molds). The particles were then sized using particle-sizing
sieves and introduced into the flow at a desired location through a 1 in. id. tube.
The vacuum pressure in the fan inlet is adequate to draw the polystyrene particles
into the flow from a holding container. Polystyrene particles are not buoyant and
this must be considered when interpreting visualization photos in which they were
used. Since they are considerably easier to photograph than helium bubbles, the
author experimented with them for comparison with the helium bubbles and as a
method of particle velocimetry.

The lighting equipment used for the particle flow visualization techniques
included a slide projector, a SAI X6207 Xenon Illuminator (manufactured by the
Eimac Division of Varian) with optical shroud, a Model 121 100 W mercury-vapor
(Hg-vapor) UV arc-lamp from Shannon Luminous Materials Inc. and a Unilux 885
Xenon strobe light. The slide projector was used without and with slides made by
the author to produce light sheets of various thicknesses. The author also made a
light chopper (shown in Figure 5.5) which can be used to chop light sheets from
the slide projector or from a laser. Most of the wake flow pictures were taken
using the SAI X6207 Xenon Illuminator and optical shroud, but the Hg-vapor lamp
without its UV filter (a glass that filters out the visible and allows the UV to pass
through) gave similar results.

The Hg-vapor arc lamp is a much stronger source of UV light for the mini-
tuft technique than the Unilux strobe, but since it lacked the strobing capability it
could not be used to investigate the rotating fan blade. Efforts to use the light
chopper (shown in Figure 5.5) with the Hg-vapor lamp proved futile due to the
inability to match the speeds on the fan and chopper motor with the precision
necessary to photograph the blade without blurring. With the UV filter the Hg-

' Provided by the Department of Aerospace Engineering at the University of
Kansas
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vapor lamp provided an excellent source of UV light in the range necessary for
implementation of the fluorescent mini-tuft technique (Hardin, 1988) provided the
tufts are on a stationary surface. Thus the Hg-vapor lamp was used to visualize
mini-tufts on the motor, venturi panel, shipping crate and on grids placed in the
inlet or wake flow field. Also, in the surface oil-pigment technique the Hg-vapor
lamp provided excellent illumination when using a fluorescent pigment as the oil-
flow tracer. Finally, without the UV filter, the Hg-vapor lamp provided a powerful
source of light for particle tracer flow visualization.

Certainly, the Unilux 885 strobe was a valuable piece of equipment to have
during this study. The equipment used with the Unilux 885 was the model H-95
spot light and the RSC-2 remote digital strobe control device. The Unilux 885
strobe unit has a flash rate range of 1 to 250 flashes per second with a 10
microsecond flash duration. This strobe unit is powerful and has sufficient power
in the UV range to use the minituft technique on rotating surfaces. The energy per
flash is 4 J for 125 flashes per second and 2 J at 250 flashes per second. Flash
power in this range was reported by Stinebring and Treaster (1985) as necessary
when using the minituft technique on rotating surfaces. The UV filter from the
Hg-vapor lamp was used as the filter for the mini-tuft technique; the manufacturer
could provided no data on the optical properties of this glass. More impressive
results using the mini-tuft technique might be obtained if an optical band-pass filter
were to be used. The Unilux strobe was also used without the UV filter in a blade
surface flow visualization technique using individual tufts of marabou feathers (a
common type of feather sold in hobby stores). The use of marabou tufts on non-
rotating surfaces had been previously reported by Brownell et al. (1987), but their
use on rotating surfaces appears to be new in this work. Marabou tufts were
photographed without the special lighting conditions of the minituft technique and
appear to be unaffected by the centrifugal forces in the rotor speed and size range
considered here. Marabou tufts could be used in the manufacturer's fan testing
facility where lighting conditions are difficult. While visual inspection at the fan
testing facility using a strobe of lesser power might be possible using the marabou
tufts, photography of the patterns was impossible without the powerful Unilux
strobe light. The Unilux strobe light was also applied to investigate the use of
helium bubble and styrofoam particle velocimetry in the wake flow.

The author built the apparatus that was both a blade position encoder and
variable time delay strobe light trigger shown in Figure 5.6. When the signal
output is used as the strobe light trigger, it allows the user to smoothly and
accurately position the fan rotor at any azimuthal location. The signal output from
the triggering circuit is stable and allowed shutter speeds as slow as several
seconds without blur when photographing the rotating blade with the mini-tuft
technique. The signal output from the circuit in Figure 5.6 is compatible with the
Unilux strobe; the strobe is triggered by a negative-going pulse in the range of 3 to
10 V with a pulse width of longer than 100x10°° s and a repetition rate between 1
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and 125 pulses per second. The encoder/strobe trigger was useful in the unsteady
pressure measurements as well as flow visualization as will be discussed shortly.

The Hall-effect sensor is fixed to a motor support in an adjustable manner
so that the sensor can be precisely positioned for good trigger stability and
response. A magnet is affixed to the "spider" of one of the blades to close the
electromagnetic switch in the sensor on each pass of the rotor blade. If no time-
delay circuit were used, the sensor switch could be used to flash the strobe in
synchronization with the fan rotation, and in doing so the fan blade appears under
strobe illumination to stand perfectly still with the magnet directly positioned by
the Hall-effect sensor. The sensor signal in this case appears as a sharp spike from
a base of 0 V to a sharp peak of S V. When using the time-delay circuit, the Hall-
effect pulse begins the time-delay circuit where the delay time is dependent on
adjusting the 1 MQ potentiometer. After the set delay time, the signal voltage
(which first went "high" to 5 V when the Hall-effect sensor was triggered) falls
sharply back to 0 V, triggering the strobe light. This process is demonstrated in
Figure 5.7 for the case of advancing the rotor 120 degrees past the Hall-effect
pulse. Note that the position F marked in Figure 5.4 (the origin of reference for
the pressure measurements) was chosen because this is the location where the rotor
is positioned when no time delay is used and the blade on which the suction side
is measured is located at F.

All testing and experimentation was performed in Room 2032 Learned Hall.
The setup and the equipment used during the study are shown in Figures 5.8 and
5.9. In Figure 5.8, the LP fan with shipping crate sets on a table with one side of
the crate replaced by a plexiglass sheet to ease flow visualization. Also, a section
of the venturi panel (as indicated in Figure 5.4) has been replaced by a matching
piece of plexiglass to enable flow visualization at the rotor tip. It was necessary
for the particle and mini-tuft flow visualization work to be performed at night
with black plastic sheeting covering the closed window shades in order to get
good, consistent results. The black plastic sheets and a large wallboard backdrop
painted flat black to provide needed contrast in the particle visualization techniques
is visible in both Figures 5.8 and 5.9. Generally speaking, the larger the flow field
to be visualized the more difficult it is to visualize the flow due the lighting
restrictions. For example, the flow visualized here would be more straightforward
to visualize if it were enclosed in a test tunnel instead of a large laboratory space.

5.3 Hot-wire Anemometry Equipment

The following hot-wire anemometry equipment was loaned by Lenexa
Products for use over the course of this study:

- Dantec two-channel constant temperature hot-wire anemometer
- Two straight-pronged single quartz-fiber probes
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Figure 5.8 Fan laboratory for conducting flow visualization, hot-wire
measurements and unsteady pressure measurements on the LP at free air conditions

Figure 5.9 Fan laboratory with more of the backdrop shown
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- One quartz-fiber x-probe for simultaneous measurement of flow velocity
and direction in primarily two-dimensional flows

- 56C01 Constant Temperature Anemometer (CTA) and 56B10 Main
Frame

- 56N20 Signal Conditioner

- 56N21 Linearizer

- 56N22 Mean Value Unit

A manual traversing system and fixture

After it was realized how rough this application was on the probes, it was
decided to replace the quartz fiber probes with a tungsten wire probe (a single
straight wire). This type of probe can be repaired by the user reducing expense
and turn around time on repairs. After experimentation, practice and (sometimes)
luck the author had success in re-attaching replacement wire to the probe prongs.
A welding circuit based on instructions given by Sandborn (1972) was constructed
and used to spot-weld the fine tungsten hot-wire to the probe prongs. The welding
circuit used is shown in Figure 5.10 and differs from Sandborn's by using a
variable voltage supply to fine tune the welding power. Sandborn recommended
an 18V supply which the author found to be too powerful, typically vaporizing the
tungsten wire; the better success was had using 14 to 15 V. A fixture and micro-
manipulator would simplify the task, but the author found that with the welding
device, a dissecting microscope with makeshift means of positioning the wire, time
and patience the wire could be reattached. A small drop of lacquer applied with a
single bristle from a fine paint brush was applied to the weld for added strength
before calibrating the reattached probe.

All probes were calibrated after first setting up the Dantec 56C01 CTA and
56B10 Main Frame for the appropriate overheat ratio and transient response. The
Dantec probes were calibrated in a Thermo-Systems Inc. (TSI) Calibrator Model
1125 after new probe holders for the internal chambers on the TSI Calibrator. This
equipment is capable of calibrating hot-wire or hot-film anemometers over the
velocity range of 0.5 to 1000 ft/sec, following the manufacturer's instructions. A
typical calibration curve is shown in Figure 5.11.

The response of the probe to direction was also tested and quantified as
shown in Figure 5.12 where the angle on the ordinate axis is taken as that between
the velocity vector at the probe wire and the normal vector to the probe wire at
that point. A simple form of the describing equation for the effective velocity
measurement at the sensor and the actual velocity and its direction is given by
Hinze (1975), and Fingerson and Freymuth (1983) as

Vg =V feos (@ - 8) +k sin’ (& - ) (5.1)
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where V. is the effective cooling velocity measured by the hot-wire, V is the
total velocity incident to the hot-wire, o is the angle between the velocity vector
and the normal vector to the sensor wire, and k, is an empirically determined factor
which is dependent on the length-to-diameter ratio of the sensor wire. The
variable § has been added to discern uncertainty in the

positioning of the sensor element, which was done manually, and to determine the
angle offset to the actual point of maximum velocity as determined by the data.

Directional sensitivity data were taken by positioning the hot-wire
perpendicular to a flow of known velocity produced by the TSI Calibrator. The
velocity versus incidence angle data was taken using the Dantec CTA. Directional
sensitivity data for the hot-wire probe is plotted for V = 2988 ft/min is given by
the circle symbols in Figure 5.12. A non-linear least square curve fitting of
Equation (5.1) with the probe data indicates that k, = 1.45x10* and V = 2983
ft/min for & = 0 deg. The curve derived from this non-linear least-squares
procedure is the 8 = 0 curve in Figure 5.12. Next, the value of 8 was determined
by nonlinear least-squares using the maximum velocity determined from the curve
for 8 = 0. The resulting curve is identified in Figure 5.12 as § # 0 where k, =
3.59x10” and & = 2.01 deg for V = 2983 ft/min. The result, that 8 = 2.01 deg,
is believable since the difference between where the sensor was thought to be and
where it actually was perpendicular to the flow because it was positioned by hand.
Since k, = 0 for the data, the velocity along the sensor wire basically has no
cooling effect, k,'? V sin(t) = 0. This is typical (Fingerson and Freymuth, 1983)
for a hot-wire probe with a large wire length-to-diameter ratio (greater than 800).
The data is skewed at angles less than 0 as shown in Figure 5.12, believed to be
caused by a slight bend in the probe wand. Even so, these measurements and the
assumption of negligible effect of k, are adequate for the task of measuring the fan
inlet velocity profile using the probe in question.

The use of the hot-wire anemometer's directional sensitivity to measure a
velocity's magnitude and direction is well known (Fingerson and Freymuth, 1983).
In this project the hot-wire was used to measure the inlet-flow velocity profile of
the LP fan at free-air conditions for the purpose of providing it as input to the
PSF-2 and derivative programs. Flow visualization and examination of the hot-
wire signal using the Hewlett-Packard HP 54601A digital oscilloscope have shown
the flow often to be poorly behaved for accurate measurements (as will be shown
later). Essentially, though, the inlet flow has only axial and radial components
with radial components occurring near the tip and motor. Also, the inlet flow field
is certainly affected by the motor supports, but also it is altered by the shipping
crate. This means the fan rotor should see a periodic inlet-flow field of period n/2
with the effects of the motor supports seen on alternate periods. This will be
borne out by the pressure measurements. Flow visualization showed that the inlet
flow field is basically two-dimensional and that a velocity traverse made with the
hot-wire aligned in the radial direction can determine these axial and radial
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V = Velocity vector
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Figure 5.13 Velocity components and angles of incidence at a hot-wire sensor
(Fingerson and Freymuth, 1983)
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Figure 5.14 (a) A hot-wire sensor aligned in the direction of one of the
components to be measured in a two-dimensional flow field, (b) rotated by a
known angle A in the plane of the velocity
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velocity components.

At the minimum, two measurements at a given traversing point are required
to determine the components. When the hot-wire is aligned along the radial
direction, it would appear in the two-dimensional flow field shown in Figure S-
14(a). The effective cooling velocity V. , sensed by the wire in this position as
measured by the Dantec CTA is given by Equation (5.1) with k, = 0 as
Vg a = V COS (5.2)

eit,

where the velocity V is angled to the wire normal vector by o. Measurement at a
second point is made with the sensor wire turned by an angle A into the direction
of the velocity V, which is presumed to be unchanged. Admittedly, the technique
is valid for steady velocities and a poorly behaved flow requires measurements at
multiple values of A to confirm the measurement. However, the velocity V4
sensed by the hot-wire in position (b) is given by

Vgp =V cos (@ - A) (5.3)

Since A, V4, and V4, are known by measurement, Equations (5.2) and (5.3) can
be solved to the velocity V and its direction o defined with respect to the hot-wire.
Measurements at multiple A values enables V and o to be determined by
minimization of the sum of the squares of the errors between the data (values of
V.x and A) and the predictions of the assumed function

Vg = Vcos (¢ - A) (5.4)

which was the method used in this work. Average velocities of V., over a period
of 100 seconds where taken in the measurements given later in this work. The
technique of using the directional sensitivity of the hot-wire to determine velocity
components in a two-dimensional flow can be extended to three dimensions as
discussed by Jackson and Lilley (1986) and others they cite. Multi-wired probes
can also be used for this purpose.

5.4 Pressure Measurements
Vortex element methods, such as the vortex lattice method used to compute

aerodynamic loading in this study, calculate the net force on the i-th vortex
element using the Kutta-Joukowski law

Fi=pVxis (35)
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where V is the velocity relative to the vortex element at its midpoint, %; is the
vortex strength per unit length of vortex element, and s, is the length of the given
(i-th) vortex element. This force is perpendicular to the vortex element and,
therefore, normal to the blade mean camber line that the sheet of vortex elements
models. For the current method of analysis, this force is the resultant lifting force,
and is considered constant over the area of the vortex lattice panel under
consideration. A pressure difference on the i-th panel, constant over the area of
the panel, can be calculated by dividing this force by that panel area as

F
P, = M (5.6)
i

>

Perhaps the most direct way of verifying a vortex element code is to compare the
"lifting" forces produced by the computation with the actual forces on the blade,
and these forces, which can be directly measured as pressure, are the result of the
aerodynamic flow characteristics over the blade surface.

It is of interest to look at other validation methods for comparison, some of
which were discussed in Chapter 3. The ducted version of the PSF-2 code, DPSF-
2, was the subject of validation work by Hughes et al. (1992). Dynamometer
measurements of thrust forces on both the propeller and the duct along with
dynamometer torque measurements were made at various advance coefficients and
compared with DPSF-2 computations as thrust coefficient, torque coefficient, and
efficiency. The results show good agreement, but the agreement appears much
better for the propeller alone than for the propeller and duct results. Also the
results are very good at the design advance coefficient and depart (particularly for
the results with duct) at off-design coefficients. Velocities were measured
upstream and downstream from the duct using a Laser Doppler Velocimetry
system. Using the tangential velocities in the wake of the duct, it was possible to
calculate a span-wise distribution of circulation on the propeller blades. This
calculation was made using the method given by Wang (1985). These values were
then compared with computed circulation distributions for several operating
conditions. Also, the measured axial and tangential velocities 1 cm behind the
duct edge were circumferentially averaged and compared with averaged calculation
field point velocities. In the calculations the duct and hub were treated as a single
unit; however, the duct/hub and propeller were treated as separate domains with
their effect on each other being taken into account in an iterative manner. The
propeller was modelled using a lifting surface technique (like the PSF-2 code) and
the duct and hub were analyzed using a boundary element, or panel, method (using
dipole/source panels on the duct and dipoles for its wake). Also, in an effort
similar to the present pressure measurement study, Kim and Kobayashi (1984)
extended the PSF-2 program code to compare computed blade surface pressures
with their measurements as discussed in Chapter 3.
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The results of the pressure measurements in this study, though at first
sought for the purposes of code verification, are of interest in themselves. The
measurement apparatus constructed and the technique used to extract the pressure
difference across the blade is novel as are resulting unsteady measurements that
capture the effects of the motor support struts and other in situ phenomena. There
was no idea of the magnitude of the fluctuating aerodynamic loading on the blade
at the project outset.

5.4.1 Pressure Measurement A pparatus

Measured of blade surface pressures gave insight into the actual flow over
the blade and provided a basis other than total fan performance for comparison
with the VLM predictions. The actual pressure loading on the blade provides
insight into the degree of unsteadiness of the aerodynamic loading which the blade
experiences due to motor supports, shipping crate and other "in situ" phenomena.
These features could not be taken into account by the PSF-2 code or its
derivatives. The comparison between the VLM and the measurements was made
to investigate the degree to which the VLM-predicted aerodynamic loading
matches the unsteady measurements and their time-averaged values.

The method finally used to measure the blade surface pressures evolved
from experimentation. The measurement system met six major criteria:

- The method needed to be as unobtrusive as possible, which is difficult
considering the "thinness" of the LP fan blade.

- The measurement system should not be influenced by centrifugal forces
and rotational effects.

- A method to take the pressure signal off of the rotating blade needed to
be developed.

- The response of the pressure measurement system must be fast enough to
capture the unsteady effects.

- The unsteady data needed to be acquired and stored.

- The measurement system should be robust and inexpensive.

There are currently methods of surface measurement which are amazingly
unobtrusive. Pressure sensitive paints are currently being researched and used for
full-surface pressure data both in wind-tunnel testing and in in-flight testing

(Morris et al., 1993, Bell et al., 1993 and works cited therein). The range of
pressure studied here is believed to be too low to use this technique and
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experimentation with this technique should be approached as a separate endeavor.
Another technique, which would use 1 mm thick transducers, is described by
Kimura and Nishio (1989) and uses strips of magnetic tape which deflect due to
the surface pressure and become magnetized by a current-carrying wire running
approximately 0.2 mm beneath it by an amount dependent on its deflection.
Kimura and Nishio envision using the technique with many "transducers" contained
in a single sheet and bonded to a surface. Thin pressure transducers are
manufactured by Kulite (0.0013 in. thick and 1/16 in. diameter, approximately
$300 per transducer) and Endevco, which are cheaper than Kulite's but larger.
Heidelberg (1992) at NASA-Lewis (from whom this information was learned) used
the Kulite transducers to measure dynamic pressures on propellers and fans.
However, pressure sensing devices located on a rotor surface must be corrected for
centrifugal forces.

Given the cost constraints for this project, the pressure sensing device
chosen, the SenSym SX01DN, was an economical pressure transducer which has
an acceptably fast response time. Some of the characteristics of the SX01DN are a
response time of 0.1 ms for 10% to 90% of full scale, a measurement range from 0
to 1 psi, a repeatability of 0.5% of full scale, and a full scale output of 20 mV
unamplified. Since the fan blades are approximately 0.06-in. thick it is not
possible to machine out pressure tap channels in the blade surface without
compromising the blade strength. For this reason, and the difficulties associated
accounting for the effects of rotational forces on the sensing element, it was
decided to locate the pressure transducer at the center of rotation with the sensing
element located in the plane of rotation to limit rotational forces on the sensor.
Pressure tap lines were then run from the low pressure sensor side to the pressure
tap location on the blade surface. The high pressure port (P1) was open to the
ambient pressure at the fan rotor hub for all measurements.

Pressure tap tubing ran from the center of rotation, along the trailing edge
of the blade, to the radial location and then along the constant radial distance to
the point of pressure measurement. The Tygon tubing used has is of 0.092 in.
(2.33 mm) o.d. and 0.027 in. (0.686 mm) i.d.. Because the tubing outer diameter
is only 0.03 in. greater than the plate blade thickness, it does not visibly alter the
flow at the trailing edge. The tubing was seated in place (the tap hole in the blade
were drilled to provide a press fit to the tube) and a drop of Locktite industrial
adhesive was used to secure the tubing in place. Thin metal tape and the adhesive
were used to secure the tubing at the trailing edge and along the constant radial
distance from the trailing edge. The situation just described is shown in Figure
5.15, where the tubing is on the blade pressure side and the measurement,
therefore, is made on the suction side. In Figure 5.16 is given a detailed
photograph of the tube running along the trailing edge to the pressure tap. The
blade surface measured and the pressure taps were conditioned for testing as
described by Pope (1984). However, the pressure tap hole were somewhat larger
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Figure 5.15 Pressure tap tubing running along the blade trailing edge to the tap on
the opposite side of the blade surface to be measured

Figure 5.16 Detail of pressure tap tube for measuring suction side blade surface
pressures
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Figure 5.17 Detail of pressure taps on pressure side of the blade

Figure 5.18 Slip-ring "box" mounted on the motor with cover plate to the mercury
reservoir (empty) removed showing a shaft-mounted copper disk
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Figure 5.21 Battery pack mounted to the fan hub between the four posts used to
secure the transducer/circuit board
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than recommended by Pope (1984) and are shown for the pressure side of the
blade in Figure 5.17. As will be shown in the presentation of the performance
results, tubing on the blades showed no noticeable effect on fan performance.
Also, blade surface flow visualization using mini-tufts showed no discernible
changes in the overall blade surface flow caused by the tubing.

Several means of extracting the pressure data from a rotating shaft were
investigated; telemetry devices tried were too slow, lacked temporal resolution and
were not robust enough, and Scanivalve devices were too costly (however, if price
is no object, they are the way to go). It was decided, finally, to construct a set of
slip-rings to take the pressure measurement signal off the fan. A two-chambered
box was machined out of plexiglass with cover plates attached by screws to seal
the chambers. The chambers were filled to a level high enough to make contact
with the copper disks rotating on the shaft. The slip ring "box" was custom made
to fit on the fan motor and was mounted to the motor as shown in Figure 5.18.
Shown in Figure 5.18, with the cover plate removed, is the shaft-mounted copper
disk which rotates in the mercury as the shaft spins and the two white signal wires
which were attached to the pressure measurement circuit. The two signal wires led
from the pressure transducer and amplifier circuit to the copper disks, which were
mounted to the shaft using teflon sleeves. The sleeves insulate the signals from
the motor shaft and each other, and also served as a bearing and seal between the
box and the shaft-mounted disks. The signal leads in the laboratory (non-rotating)
reference frame ran from thin conducting strips at the bottom of the mercury
chambers out of the bottom of the slip-ring box. The slip rings produced no
detectable noise when comparisons were made without and with the fan on; a
steady voltage signal from a battery was identical on the digital oscilloscope for
both fan on and fan off cases with no noise introduced by the disk rotation.

The pressure transducer signal amplification was done on the rotating fan
by a circuit mounted on the fan hub. The pressure transducer was also fixed to
this circuit board. A simple means of amplifying the transducer output was used;
the circuit performing this is given in Figure 5.19. Also in Figure 5.19 the
SenSym pressure transducer is drawn nearly to full scale. Resistances indicated in
the transducer bridge are the input impedance resistances as taken from the
manufacturer's literature. The small numbers in Figure 5.19 indicate the pin-out
locations on the integrated circuits used. Operational amplifiers were used rather
than precision instrument amplifiers. The manufacturer says op-amps provide an
accuracy of +2% for temperatures limited to 25 °C + 15 °C. While this was
deemed acceptable for the present work, both the circuit used to condition the
signal and its components could be improved. Nonetheless, as shown by the curve
in Figure 5.20 along with 99% confidence interval lines, calibration data taken
several months apart is good. One drawback of the circuit is that since it and the
transducer are powered by two 9V batteries, the signal drifts as the batteries lose
charge. This slight drift was compensated for by adjusting the 0.5 kQ
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potentiometer shown in Figure 5.19. This may also be the cause of any data
scatter in Figure 5.20. The 9V batteries are shown in Figure 5.21 mounted to the
fan hub (with slip-ring box also visible) between the four posts used to secure the
pressure transducer and circuit board.

5.4.2 Pressure Data Acquisition and Cormrection

Pressure data was acquired using an HP 54601A digital storage oscilloscope
with the Unilux strobe light and associated circuit (see Figure 5.7) as a trigger.
The fan blade upon which the pressure was measured could be positioned in a pre-
determined position for flow visualization purposes using the strobe light/triggering
equipment. The output from the strobe light trigger circuit and the pressure
sensing circuit was then sent to the oscilloscope where the strobe light trigger was
used as the data sampling trigger. A complete revolution of data was acquired and
averaged over 8, 64, or 256 revolutions using the oscilloscope's internal functions.
All measurement results presented here were averaged over 256 revolutions.
However, the author's experience shows that there is little difference between data
averaged over 64 and 256 revolutions. The data averaged over 8 revolutions
exhibit the same form as data incorporating more samples, but the slight
fluctuations (though interesting) were less desirable than the extremely stable
measurements made with 64 or 256 samples. The oscilloscope was controlled
during data acquisition using the HP 54601 A oscilloscope's programmable
capabilities over an RS-232 port by using a personal computer. This technique is
discussed in Hewlett-Packard (1991) and the program used to acquire the data in
this project is given in Appendix B.

The data acquisition program allows the user to take the data, graphically
inspect it, and store it on the PC hard disk for later use. Essentially, the
information acquired in this process are the oscilloscope settings, voltage and time
values for the trigger and the pressure measurement circuit output from which
(following post-processing) the pressure difference across the blade at a given
pressure tap will be found. Graphical inspection of the data gives confidence that
the data stored was good and that the system worked properly. Also, in the initial
stages of the pressure measurements the graphical display of the data allowed the
author to experiment by placing jets of air and other disturbances at various
azimuthal positions to test the measurement system's response, and to confirm the
location of disturbances caused by the motor supports and other inlet flow
disturbances.

As mentioned above, for a given pressure difference measurement the
strobe light was used to position the blade to be measured at the azimuthal position
taken as the beginning of a pressure data trace (position F in Figure 5.4). On one
fan blade the pressure taps and tubing are instrumented for a suction-side
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measurement, and on another blade for the pressure-side. Using the negative going
trigger pulse (shown in Figure 5.7) as the data marker for this reference position,
the data for matching azimuthal positions was then determined from the suction
and pressure-side data files when the data was processed to determine the pressure
difference at a given blade position. Therefore, for a given pressure measurement,
the rotor was first positioned at the reference point so that the leading edge of the
suction-side blade was at position F in Figure 5.4 and the measurement was made.
Next, the pressure-side blade was positioned at the reference position F using the
time delay circuit along with the strobe light, and data for that side was taken.
The data was then stored for processing on the author's 486 personal computer.
The machine used to acquire the data, an XT-type personal computer, was not
adequate for processing the data.

The pressure-side and suction-side data stored in files once stored were
ready for processing. The treatment of the "raw" oscilloscope data was broken into
five steps:

1. Pressure-side and suction-side oscilloscope data from a given
location were retrieved and converted to the appropriate time and
voltage scale as shown in Figure 5.22. The oscilloscope is triggered
by the positive going pulse.

2. Using the negative going pulse as a data marker and initial reference
point, data for one revolution were taken from that previously
stored.

3. The voltage data values were converted to the pressure difference (

P - P ssurea ) Sensed by the transducer as determined from the
Sensym transducer calibration curve. See the pressure and suction-
side data shown in Figure 5.23 taken directly from the program
output.

4. The pressure data (P, - Ppressue.sice) fO the pressure-side was then
subtracted from the suction-side data (P, - P, onsiqe) tO arrive at the
pressure difference (P,;cssure.side = Psuctionsiee) Which determines the
loading on the blade at that point. An example of this data (taken
directly from the author's program) is shown in Figure 5.23.

5. Finally, the pressure-difference data was "corrected” for the time
delay and attenuation of the pressure signal caused by the length of
pressure tap tubing. The technique used will be discussed later in
detail. However, it was assumed that correcting the difference is
equivalent to correcting the two data sets prior to taking their
difference with the advantage that only half as many computations
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need to be made, and test calculations to be presented will bear this out.

The "raw" data collected using the digital oscilloscope needs to be corrected
for time lag and signal attenuation caused by the pressure tap tubing. Two
classical cases of the influence of time lag and attenuation of a pressure signal in a
tube are the pressure step input case (Schuder and Binder, 1959) and the
oscillatory (sinusoidally varying pressure) pressure case (Iberall, 1950). For the
measurement system used in this study, experimentation by injecting air at a given
azimuthal location synchronized with the strobe light system revealed a time delay
almost precisely equal to the time required for the pressure disturbance caused by
the air jet to propagate down the tube at the speed of sound. In this case, the
speed of sound was taken as that (1130 ft/s) at the room temperature of 70° F and
the length of the pressure tap tubing was 28 in. The theoretical time for the
pressure disturbance to traverse to tube (from tap to pressure transducer) was
0.00206 s. The actual measurement for this experiment is shown in Figure 5.24
for data with and without the air injection, and also the difference between them.
The time versus pressure measurement data are also provided so that the
extraordinary agreement between the measurement and the time response can be
demonstrated. The measurements (taken on 0.1 millisecond intervals) indicate a
delay time of 0.0021 s where the sharp pulse is evident. Another interesting
phenomena is the reflection of the pressure pulse which occurs in all such air-
injection tests. This reflection of the pressure wave from the tap back to the
transducer occurs at about three times the initial time delay, and was not
investigated in detail. There is also a time response for the pressure transducer
which, according to the manufacturer's literature, would be much less than 0.0001 s
for the test described here. In Figure 5.24, therefore, not only is the excellent
agreement in the time response of the tubing demonstrated to be quite close to the
theoretical value, but the good reproducibility between measurements is also
demonstrated.

Before implementing the technique of data correction, two features of the
measurement system were studied; the relative volumes of the pressure tap tube
and the transducer, and the effect of the tubing elasticity on the velocity of the
pressure wave. The first feature is addressed by Iberall (1950) by a ratio of the
instrument (transducer) volume to the tubing volume. The attenuation of the
pressure wave caused by a finite volume at the pressure sensing end of the tube is
greater than if the volume is negligible. Fortunately, the pressure sensing port on
the transducer used in this study was quite small, 0.001 ¢m’, compared to the
volume of the pressure tubing , 0.262 cm’. The ratio of the instrument volume to
tubing volume was 0.004 and so the effect of the sensing element volume was
neglected, in keeping with Iberall (1950). The second feature studied was the
possibility that the velocity of the pressure propagation (speed of sound) through
the air in the tube may have been altered by elastic effects of the tubing. For a
pressurized tube, for instance, the fluid might be effectively more elastic due to the
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tension in the elasticity of the tubing wall (Binder, 1958). From Binder (1958) a
correction for this effect may be calculated so that

1
= =¢F
Coamsand ™ © . 2R, B, (57)
4+ % a7

ttube Etube

where ¢4 is the speed of sound corrected for the tubing elasticity, c is the
uncorrected speed of sound, R, is the tube internal radius, t,,, is the tubing wall
thickness, and E,,, and E,; are the tube and air modulus of elasticity, respectively.
Using the tubing dimensions provided by the manufacturer, and a tubing modulus
of elasticity measured by the author, the value of F was found to be 0.9986. This
correction (although small) was built into the data correction program. The
information and calculations performed to reach the conclusions discussed for the
two cases given above are provided in Appendix C.

It was decided to correct the "raw" data using the method of Iberall (1950)
to compute attenuation and phase lag (time response) of sinusoidally oscillating
pressures by applying the correction to the terms of a Fourier series for the
uncorrected data. According to Iberall (1950), if sinusoidal pressure variations are
experienced at the beginning of a tube as given by

P, =P + AP cos wt (5.8)

where AP is the amplitude of the oscillations about the pressure mean P_, P, is the
pressure at the beginning of the tube, ® is the frequency of the oscillations, and t
is time. The trigonometric function in Equation (5.8) may be either cosine (as
shown) or sine. Based on a parameter z which determines the degree of damping
of the pressure signal in the tube, a given correction regime is chosen. For values
of z approximately six or greater (such as is the case with this regime) the
equations used by Iberall (1950) are for the undamped case. The z parameter is
defined as

zZ= (5.9)

where D is the internal tube diameter, ® is the frequency, and v, is the kinematic
viscosity of the fluid in the tube. Iberall gives the undamped attenuation of the
pressure signal as
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(5.10)

R? (oL]2 ( 2oL)
+—|— 1 - cos —

2 \c c
where P is the amplitude of the pressure at the sensing element end (x = L) of the
tube, P, is the amplitude of the pressure at the beginning of the tube, L is the tube
length, c is the speed of pressure propagation, ® is the frequency, and R is a
sensing element volume to tubing volume ratio. The value of R is approximately
zero for this case as previously discussed. For the case of R = 0, Equation (5.10)
becomes

1
ST 1 (5.11)
cos 2L

c

If the pressure amplitude at the sensing element P, is known, but the amplitude at
the beginning of the tube is not, then the pressure amplitude at the beginning of
the tube can be calculated from

P = |P.2cos? QL (5.12)
o L c

The lagging phase angle §, for the undamped case is given by Iberall (1950) to be

L (1+R__2’Y]tanEE+R‘°_L
o Y c c
tan 8, = y (5.13)
c N2z 1 - R 9L oy oL
c c

which for the case of R = 0 becomes

oL l 1 oL (5.14)
tan §_ = tan
o T Y N2z c

However, the delay time of the measurement system was previously found to be
L/c, which means that the lagging phase angle has been found to be

5 = 9L (5.15)
° c

A comparison between the values of 8, computed from Equations (5.14) and (5.15)
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will be made shortly. In this study, the pressure signal corrected will actually be
the pressure difference, aerodynamic loading, as discussed with regard to Figure
5.23.

Before computing the data correction, the data was first treated with a
discrete Fourier transform algorithm. The fast Fourier transform (FFT) routine
used was developed by Swarztrauber (1975) and is available with the text by
Kahaner, Moler and Nash (1989). Subroutines EZFFTF, EXFFTB and EZFFTI
were used, and a detailed description of their use is given in Kahaner et al. (1989).
However, an idea of their application is provided in the author's data correction
program given in Appendix D which includes the calls to these subroutines. The
"raw" data from the data acquisition program was provided as input to the program
given in Appendix D which was then transformed into a Fourier series of the form

N
P@®=A;+) {A,cos o, t+B sino,t) (5-16)
n=1

After establishing the values of A, B, and ®, in the individual terms of the series,
each term was corrected for attenuation using Equation (5.12) and lagging phase
angle from Equation (5.14). Essentially, then, for a given term the pressure signal
at x = 0 is determined from that measured at x = L by

P o = { Al cos (@, t +8)

x=0
oL (5.17)

+ B, |, sin(o,t+3)} |cos—
c

The resulting correction changes a small amount depending on whether 8,
is computed using Equation (5.14) or (5.15). The corrected and uncorrected
Fourier transform representations of the data, as well as the "raw" data used, are
shown in Figure 5.25. The main difference between the results from the Equation
(5.14) and (5.15) corrections are shown in Figure 5.25, and are that the Equation
(5.15) results appear to capture the delay time (demonstrated in Figure 5.24)
slightly better than the (5.14) results. However, the results computed using Iberall
(1950) and Equation (5.14) are comparable. It was decided to use Equation (5.14)
to compute the phase lag term for the results presented in this project in Chapter 6.
Also to be noted in Figure 5.25, there is no perceptible difference between the
pressure difference data and its FFT representation. The maximum number of
terms possible with the data and subroutines were used in the FFT representation
of the data (N=353) as computed in all results that follow.
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Figure 5.25 Pressure difference data and its FFT representation, and corrected
pressure difference data for 8, computed using Equations (5.14) and (5.15)
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CHAPTER 6

RESULTS

6.1 Infroduction

Included in the results of this study the reader will find experimental results
for the Lenexa Products 36 in. diameter (LP-36) fan with (also referred to as
ducted) and without (also referred to as unducted) a surrounding venturi panel.
The experiments performed without the venturi panel were done to determine the
fundamental flow field involved for that case. Also, since the PSF-2 computer
code includes no duct, it was thought that this unducted state would be the
appropriate situation to compare with the PSF-2 program. However, as supported
by the measurement results, the flow field is fundamentally different from that
assumed in the PSF-2 model. Hot-wire measurements and a variety of flow
visualization techniques were used to study the unducted fan. Only by the addition
of a venturi panel to the computational model used can a computational
comparison of unducted and duct fan results be made, and this was done. While
these comparisons will be made, no performance testing of an unducted fan was
made for comparison, owing in part to the testing difficulties involved.

Testing facilities were available to test the ducted fan as discussed in the
previous chapter and these tests will be compared with the modified and
unmodified versions of the PSF-2 computer program. A number of features of the
ducted LP-36 fan were investigated experimentally. Flow visualization and hot-
wire measurements of the LP-36 fan in the form in which it is normally received
from the manufacturer were made. In this situation the fan operated at the so-
called free-air state where it is assumed that no static pressure is developed. These
investigations (which are given here) include a description of the inlet flow field
by hot-wire measurement and streakline photography. A detailed recording of
surface flow characteristics of the fan at various azimuthal positions by surface
flow visualization (for reference see Figure 5.4) at free air is given. Surface flow
visualization results for the fan at various operating points during testing in the
manufacturer's fan testing facility are also presented. These surface flow patterns
will be compared with others derived from postprocessing results obtained with the
VLM. Additional flow visualization results for the fan wake at the free-air state
are also given, and comparisons between these results and the computer model will
be made. Performance test results of the LP-36 and the Acme (shown in Figure
5.2) fans as performed in the manufacturer's testing facility are given with
comparison with results obtained with the VLM. The performance test results are
used as a guide in exploring the effect of various input parameters in the PSF-2
program, and a trend study of the effects of the input parameters on performance
output for the VLM is given.
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Surface pressure measurements have been converted to pressure differences
across the blade and will be presented for three spanwise (constant radius)
locations. The unsteady (though cyclic) corrected and uncorrected (as discussed in
Chapter 5) measurements will be presented, and are then averaged to produce a
mean cyclic loading. Comparisons of the pressure difference measurements will be
made with the resulting pressure difference produced by the VLM. The VLM
pressure differences presented are the results of post-processing the results of the
VLM computations by two techniques; first, use of the field point velocities and
the Bernoulli equation and, second, vortex lattice force per panel divided by a
given panel area. Finally, results of the field point velocity program using the
PLOT3D program will be given.

6.2 Unducted LP-36 Fan Results

At the outset of this project it was thought that a study of the LP-36 fan in
an unducted form would more closely match the capabilities of the PSF-2 program.
However it was discovered that the flow regime of the unducted LP-36 fan was
different from the propeller flows modelled by the PSF-2 code. As a result, the
planned performance and surface pressure measurement study of the unducted LP-
36 fan was not undertaken as it was doubtful that the VLM computations would be
accurate. The results of the unducted fan study provide a general description of
the flow field in that regime. The results mentioned here include hot-wire
measurement and flow visualization of the inlet flow, and flow visualization of the
wake and blade surface flow.

Surface flow visualization techniques revealed interesting flow features on
the blade suction side. A mixture of 80-weight oil and a combination of
fluorescent pigment (Flame Orange pigment #53 from Shannon Luminous
Materials Inc.) and tempera paint was used in a surface-oil flow indicator
technique. A thick mixture having an approximate 1:1 ratio by volume of dry to
wet ingredients was used. The mixture used was arrived at by trial and error,
guided by Vaczy et al. (1987). The fan blade was completely painted with this
mixture, and the fan was run between 5 and 10 minutes to achieve the flow
pattern. The resulting flow pattern was then recorded with a 35 mm camera
equipped with a UV filter and using the Hg-vapor arc-lamp for illumination. The
unducted fan results given here are with the fan motor operating at 850 rpm on a
stand as a free-air circulating fan. The oil-flow test showed a region of separated
flow at the leading edge of the blade on the suction (upstream) side from about a 5
in. radius to the tip radius as shown in Figure 6.1. The inset in Figure 6.1 is a
negative of the photograph but with the region of separated flow a positive of the
photograph to provide emphasis. The oil-flow is primarily in the radial direction
under the centrifugal force. However, near the leading edge, in the region shown
in Figure 6.1, the flow departs from its purely radial path and bends toward the
leading edge. The flow at the blade surface which is altering the oil-flow in this
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Separation region
shown in negative

Iﬁ}zum 6.1 Surfa}:e-oil flow pattern developed on the suction side of the unducted
-36 fan operating as a free-air circulating fan at 850 rpm
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Figure 6.2 Flow visualization of the unducted LP-36 fan using marabou tufts on
the suction side of the blade surface

Figure 6.3 Flow visualization of the unducted LP-36 fan using fluorescent
minitufts on the suction side of the blade surface
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region toward the leading edge is due to the extreme low pressure near the leading
edge. Owing to the thin cambered blade used on the LP-36 fan, the flow separates
near the leading edge because of the abrupt change in flow direction there. The
point of change in the oil-flow direction is also similar to the reattachment line
flow structures reported in the literature (see oil-film references in Chapter 2).
Elsewhere on the suction side of the blade, no departure from the radial oil-flow
occurred. Photos where taken of the pressure side of the blade from similar
testing, but are not included here since there was no departure from the radial flow
pattern. This is the only application of the oil-flow technique on a rotating fan
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