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Abstract

One of the most remarkable predictions of the physics of strong interactions, and quan-

tum chromodynamics (QCD) in particular, is gluon saturation. It is observed that the

gluon density in hadrons, such as the proton, grows with energy, or equivalently with

decreasing Bjorken-x (the fraction of the hadron momentum carried by the parton). At

some point this growth exceeds the unitarity limit and some new phenomena such as

non-linear effects must set in. Data on the proton structure function, and on exclu-

sive vector-meson photoproduction from the electron-proton collider HERA, which

ended operations in 2007, have been inconclusive on whether or not gluon saturation

has been observed. The search for non-linear QCD effects such as gluon saturation

in both the proton and the nucleus is one of the main lines of research in high energy

nuclear physics today.

In nuclei the quantum fluctuations ought to be stronger than in protons. Recently, it has

been found that the Quark Gluon Plasma (QGP) created in nucleus-nucleus collisions

at RHIC and LHC expands with very little dissipation. The quantum fluctuations

of the initial state described by the overlap of two highly Lorentz-contracted nuclei

traveling on light-cone trajectories are probably imprinted upon the distribution of

particles created in the QGP. Without assessing these quantum fluctuations in nuclei,

fundamental properties of the QGP such as its viscosity-to-entropy ratio cannot be

determined to a high precision.

In this thesis we have studied, for the first time, the angular correlations of photopro-

duced dijets in ultra-peripheral Pb+Pb collisions at
√

sNN = 5.02 TeV. This process

has been suggested as a way to extract information of the nuclear gluon density in the

iii



Pb target, and thus provide information about the initial state of high energy nucleus-

nucleus collisions.
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Chapter 1

Introduction

Microseconds after the big bang, the universe was filled with a hot, dense state of strongly in-

teracting subnuclear particles [1]. There is evidence that this phase of matter, the quark gluon

plasma (QGP), is recreated in the high energy densities reached by ultra-relativistic heavy-ion col-

lisions [2]. Measurements at the Relativistic Heavy Ion Collider (RHIC) and the Large Hadron

Collider (LHC) are consistent with the QGP having the sheer viscosity of a perfect fluid [3]. At

present the field of ultra-relativistic heavy-ion collisions focuses on measuring the QGP properties

in detail. In particular, initial state properties of the nucleus at high energies must be rigorously

measured to distinguish between the effects of the QGP and of the inherent properties of the nu-

cleus.

This thesis seeks to further knowledge of initial state phenomena in heavy-ion collisions by

measuring the gluon distribution within the nucleus. We have studied coherent dijet photoproduc-

tion in ultra-peripheral collisions (UPC), as the distribution of the so-called "elliptic" gluons is

encoded in the angular correlation of the dijets [4]. In UPCs all interactions between nuclei are

from electromagnetic or electroweak processes, thus initial state physics are easily accessible [5].

Such photo-nuclear interactions are described via the equivalent photon approximation from the

Weizacker-Williams formalism [6, 7], as discussed in Chapter 2.

Before discussing the physics of ultra-peripheral collisions and that of UPC dijets, we will

give an overview of the standard model of high energy physics, followed by an introduction to

relativistic heavy-ion collisions and how these are connected to photon-induced interactions.
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1.1 The Standard Model

At the turn of the last century, Ernst Rutherford probed the gold atom by bombarding a gold sheet

with alpha-particles. The angular distribution of the scattered alpha-particles demonstrates that the

mass of the atom is concentrated in a small volume, i.e, the atom is mostly empty space. Further

experiments revealed that the atomic nuclei consisted of separate positively and neutrally charged

particles: protons and neutrons.

Today, the Standard Model describes the fundamental particles of the universe in terms of

fermions and bosons. Fermions are particles with half-integer spin, while bosons have integer-spin.

Fermions must obey the Pauli Exclusion Principle: only one fermion at a time can occupy a given

state. However, multiple bosons can simultaneously occupy a specific state [8]. Protons and neu-

trons, as subnuclear particles, contain large numbers of both fermions and bosons. Fermions and

bosons have different statistical properties. Fermi-Dirac statistics describe the energy distribution

of fermions. Likewise, the boson energy distribution is described by Bose-Einstein statistics [9].

Among the fermions are the leptons and the quarks. The leptons consist of the electron, muon,

and tau, as well as their anti-particles. The leptons are believed to be fundamental: high energy

experiments have yet to observe internal lepton-structure. Neutrinos are weakly interacting parti-

cles detected primarily through the precise measuring of missing transverse energy in the products

of particle collisions. Quarks are the constituent particles of baryons, which contain three valence

quarks, and mesons, which contain two valence quarks. In addition to the valence quarks are the

sea quarks, which appear and disappear as quark-antiquark pairs within hadrons. The hadrons are

particles made of quarks and gluons. Gluons are particles that mediate the strong nuclear force;

likewise, photons mediate the electromagnetic force, and weak-gauge bosons mediate the weak

nuclear force. A fourth boson, the graviton, is expected to transmit the gravitational force, but this

particle has not been observed [10].

The behavior of fundamental particles is best described within the framework of quantum field

theory (QTF). QFT defines a Lagrangian for fundamental particles. This Lagrangian then predicts

the outcome of particle collisions. Different terms in the Lagrangian correspond to the various
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interactions between particles. The Standard Model Lagrangian, LStandardModel can be broken

down into three basic terms:

LStandardModel = LEW +LQCD +LHiggs + ..., (1.1)

where LEW is the electroweak Lagrangian, LQCD is the QCD Lagrangian, and LHiggs is the Higgs

Lagrangian [10]. The most accessible approach to quantum field theory is through the use of

Feynman diagrams. First, one imagines an interaction between particles. Then, one draws this

process into a Feynman diagram, which is essentially a pictorial representation of exchanges be-

tween particles. The Lagrangian can be interpreted into Feynman rules. These rules describe how

the Feynman diagram translates into a calculation for the quantum mechanical amplitude of the

process. The quantum mechanical amplitude, in turn, is proportional to the cross section of the

process. This is important because, sense the cross section is invariant between experiments, one

can use it to effectively test for invariant quantities in the Lagrangian [11].

Figure 1.1: Feynman diagram of coherent dijets in dipole framework [12].

Figure 1.1 is the Feynman diagram of coherent dijet photoproduction in an photon-proton in-

teraction. k1 and k2 are the four vectors of the dijets. q⊥ is the average momentum of the dijets, and

∆⊥ is the proton recoil momentum. This is the Feynman diagram of the physics analysis presented

in this thesis and the physics motivation for this process is discussed in Chapter 2.
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1.2 Quantum electrodynamics

Quantum electrodynamics (QED) is a theory of electromagnetic interactions in terms of relativistic

quantum field theory. The QED Lagrangian is

L = ψ̄(iγµDµ −m)ψ− 1
4

FµνFµν , (1.2)

where ψ is spin-1
2 field, γµ are the Dirac matrices, Dµ is the gauge covariant derivative, m is the

electron mass, and Fµυ is the electromagnetic field tensor [11].

QED addresses three specific processes: photon motion, electron motion, and the emission or

absorption of a photon by an electron. First a Lagrangian is established based on Maxwell’s laws

and quantum mechanics. The photon constitutes a spin-1 solution to the differential equations

derived from the QED Lagrangian. Likewise electrons are described, at non-relativistic scales, by

the Schrödinger equation, and at relativistic scales by the Dirac equation. There are three processes

allowed by QED: the translation of an electron, the translation of a photon, and the scattering of a

photon off an electron [13].

The QED coupling constant αem is approximately 1/137 at perturbative scales [14]. In general,

the cross section of a given process is proportional to the (αem)
n where n is the number of vertices

in the Feynman diagram. The more complex the Feynman diagram, the smaller its cross section.

However, at small scales, i.e., non-perturbative momentum transfers Q2, the coupling constant

increases. αQED is defined as

αQED(Q2) =
αem

(1− αem
3π

)ln(Q2

m2 )
, (1.3)

where αQED(Q2) is the QED coupling constant at high Q2, and m is the electron mass [15]. High

values of Q2 are non-perturbative because, at small scales and high momentum, the fluctuation of

photons into electron-positron pairs begins to saturate. Particle and anti-particle pairs can pop into

existence for a short time and then annihilate so long as quantum numbers are conserved.
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1.3 Quantum chromodynamics

Quantum chromodynamics (QCD) is a quantum field theory of strong interactions. The parton

model, first proposed by Richard Feynman, posits that hadrons in general, and nucleons in par-

ticular, are made of more fundamental constituent particles which may or may not be the quarks

implied by the SU(3) symmetry. In addition to the quarks, the partons also include any field quanta

associated with nuclear forces. These field quanta are named "gluons" [16].

The quarks are a family of fermions that compose the baryons and the mesons. Baryons consist

of three quarks in a color neutral state, while mesons consist a quark and an antiquark in a color

neutral state. "Color" in this context refers to the six kinds of strongly interacting charge available

to quarks: red and anti-red, blue and anti-blue, and green and anti-green. Color charge has no

relation to optical phenomena, but provides a useful analogy for the stable combinations of quarks.

The net color-charge of a baryon or meson is colorless. By way of analogy, a red quark, green

quark, and blue quark can together form a hadron, in the way that conventional red, green, and

blue colors can together form the color white [17].

Gluons are the QCD analogues of the photons in QED. Gluons are spin-1 and massless,

but unlike photons, which do not carry electromagnetic charge, gluons carry strongly-interacting

charge [18]. The QCD Lagrangian, which encodes the interactions of gluons and quarks, is

LQCD = ψ̄i
(
i(γµDµ)i j−mδi j

)
ψ j−

1
4

Ga
µνGµν

a , (1.4)

where m here represents the quark mass, the δi j is the delta function and Ga
µν is gluon field tensor,

Ga
µν = ∂µA a

ν −∂νA a
µ +g f abcA b

µ A c
ν . (1.5)

The SU(3) symmetry group of the quarks is indexed as i, j, ...; the adjoint SU(3) group, for the

gluons, is indexed a,b,c. A a
ν is the gluon field, f abc are the SU(3) structure constants, and g is the

strong coupling [19].

Unlike QED, the QCD coupling increases with distance [20]. Figure 1.2 shows the running of

the QCD coupling with Q2:

αQCD(Q2) =
4π

(11− 2
3n f )ln(

Q2

Λ2
QCD

)
, (1.6)
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where n f is the number of quark flavors, Q2 is the momentum transfer, and Λ2
QCD is the mass

scale [21]. The running coupling has the practical consequence of the strong interactions being

stronger in high momentum transfer collisions. The direct results of the running QCD coupling

include the dual phenomena of asymptotic freedom and color confinement. At large distances,

string tension describes the binding force of the quarks. At short distances, however, Coulomb-

like interactions dominate [22]. The QCD coupling constant can be measured via the cross-section

of inelastic proton-proton collisions, and also the cross section of electron-positron collisions into

triple jets [23].

Figure 1.2: QCD coupling constant as a function of Q2 [20].

The existence of jets is a direct result of color confinement. In hadron collisions, it is possible

for the hadron’s constituent partons to fragment. However, quark confinement demands that only
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colorless objects can independently exist. Therefore, as the partons separate, they manifest new

partons around themselves and screen the color charge. The formation of colorless composites,

out of colored partons, is called "hadronization". The process of hadronization continues until the

kinetic energy of all the partons drops below the potential energy of the binding strong force. The

result is a narrow cone of hadrons fanning out from a common source: a "jet". Analyzing a jet can

elucidate the properties of its mother parton [24].

1.4 Deep inelastic scattering (DIS)

Scattering experiments are the basic tool for exploring the nucleus. In particular, DIS commonly

refers to the scattering of a lepton off hadrons. For example, experiments at HERA focused on

electron-proton collisions. In these collisions, the electron was used as a source of photons and

neutrinos. When these particles scatter off the proton, the dependence of the collision cross sec-

tion, on momentum transfer and scattering angle of the source electron, reflects the structure of the

proton. The momentum transferred, Q2, is an important quantity for characterizing DIS measure-

ments. In addition to Q2, Bjorken-x is necessary to describe the nuclear phase space. Bjorken-x

represents the momentum fraction of partons. In lepton-proton scattering it was observed that at

high momentum transfers the structure functions of the proton were functions of Q2/υ , where

Q2 is the squared four-momentum of the virtual photon emitted by the electron, and υ is the en-

ergy lost by the electron in the collision [22]. DIS experiments provided the first evidence of two

phenomena: the parton model (discussed in Section 1.3) and Bjorken-scaling.

"Scaling" is an interpretation of the data from DIS. First proposed by James Bjorken, scaling is

reflected in the incoherence of photon-proton interactions at photon energies above 1 GeV/c [25].

Predictions from perturbative QCD are in good agreement with DIS data from HERA, as seen in

Figure 1.3 [26]. In this graph the Bjorken-x momentum fraction is designated x, and σr represents

the F2 structure function, and Q2 is the transferred momentum from the electron to the proton. The

order of magnitude of σr is set by the Bjorken-x.

At the small scales probed by high energy photons, the decreasing QCD coupling causes quarks
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Figure 1.3: Collision cross section as a function of Bjorken-x, with data compared to HERA-PDF
calculations [26].

and gluons to interact weakly. This phenomena is called "asymptotic freedom". Because gluons

themselves carry color charge, the gluons about a quark tend to have an anti-screening behavior:

the gluon color adds to the quark color, increasing the net color charge of the area. At smaller

distances to a quark, then, there are fewer and fewer gluons augmenting the color interaction.

As discussed in Chapter 2, in UPCs at RHIC and LHC it is possible to study DIS-like processes.

In particular, in the study of coherent dijets in UPCs at the LHC it is possible to access both the

Bjorken-x and Q2 dependence.
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1.5 Parton Distribution Functions (PDFs)

QCD describes the interaction between quarks and gluons, but within a nucleon the calculations

are too complicated to solve for the behavior of each individual parton. Theorists employ the fac-

torization theorem to use data from DIS experiments to make predictions, as shown in Figure 1.3.

The factorization theorem is discussed in greater detail later in Section 2.3. Parton distribution

functions (PDFs) are a method of encoding data, mainly from DIS experiments, in the form of

probability densities. PDFs give the probability of finding a species of parton with given momen-

tum fraction, x, and a given squared energy scale, Q2 [27–30].

In electron-proton deep inelastic scattering, the electron interacts with the proton electromag-

netically by the emission of a virtual photon. This virtual photon has a four momentum q and

a virtuality Q2 = −q2. When virtuality is low, the virtual photon is approximately "real"; these

quasi-photons are discussed in greater detail in Chapter 2. The virtual photon, originating from the

electron, interacts with a parton and changes its initial momentum fraction, x. The Q2 of the prob-

ing virtual photon and Bjorken-x of interacting parton are determined from the collision products.

The data can be used to fill out a probability density, Fi(x,Q2), of finding a parton species i at a

given momentum fraction x with a probe of virtuality Q2. The suppression factor R is the ratio of

the nucleus PDF to the free proton one, without nuclear effects. Figure 1.4 shows the suppression

factor of the nucleus PDF as a function of Bjorken-x [31].

One of the most interesting HERA results is that the parton density rapidly increases as the mo-

mentum fraction decreases. Conservation of momentum demands that the splintering of partons

must eventually cease. The specific saturation point, where recombination begins to dominate, is a

characteristic of high energy gluons within a hadron. The search for gluon saturation effects in the

proton and the nucleus is one of the key lines of research in high energy heavy-ion collisions to-

day. The Color Glass Condensate (CGC) model is one approach to describe gluon saturation [32].

Figure 1.5 shows an illustration of how the nucleus appears at varying momentum fractions [33].

In addition, PDFs model the longitudinal momentum distribution of the partons. The study of both

proton and nuclear PDFs is essential for understanding final state effects produced in high energy
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Figure 1.4: Suppression factor of nucleus PDF as a function of Bjorken-x. At different Bjorken-
x and Q2 values various nuclear effects are seen: shadowing, anti-shadowing, EMC, and Fermi
motion. [31].

nucleus-nucleus collisions where the Quark Gluon Plasma can be formed. With the advent of more

precise data in nuclear collisions, the PDF analyses are now supplemented by transverse momen-

tum distributions (TMDs) and generalized parton distributions (GPDs). In addition to transverse

momentum, GPDs describe the transverse spatial distribution. TMDs and GPDs are derived from

the final state particles of a collision.

1.6 Quark Gluon Plasma (QGP)

From the 1980’s to the 2000’s, the Super Proton Synchrotron (SPS) and the Relativistic Heavy-Ion

Collider (RHIC) performed heavy-ion experiments to study the possibility of deconfined plasma

in a high parton density medium [34–36]. These experiments confirmed the developing model of

the QCD phase space; see Figure 1.6 [37].

Essentially, quark matter organizes itself differently depending on temperature and baryon den-
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Figure 1.5: Subnuclear tomography. This figure illustrates that at higher energies the substructure
of the hadron can be resolved until searching the gluon saturation regime. [33].

Figure 1.6: QCD phase diagram showing the temperature T as a function of baryon chemical
potential µB (analogous to baryon density). Different phases such as the critical point, QGP, and
hadron gas are seen [37].

sity. At low energies, quark matter exists in bound states: the hadrons. However, in the high energy

limit, quarks and gluons take the form of a strongly interacting plasma: QGP. The QGP represents

the extreme case of asymptotic freedom; the QCD coupling constant becomes small enough that

quarks and gluons no longer behave as bound states. There are two ways of achieving the high

energies necessary to form QGP. High baryon densities cause the quarks of separate hadrons to
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interact at small distances where asymptotic freedom takes effect. It is not currently possible to

achieve these densities in laboratory experiments, though this state is thought to occur in neutron

stars. By contrast, particle colliders like the LHC increase the energy density by colliding heavy-

ions at ultra-relativistic velocities. The high temperature environment produces QGP. The early

universe, mere milliseconds after the Big Bang, is thought to have existed as QGP [38].

Figure 1.7: Pictorial time-line of the Universe, showing the various phase transitions, including the
appearance of the QGP phase where quarks and gluons are present in a deconfined state [39].

Figure 1.7 is a simplified cosmological time-line. In the first hundred or so microseconds after

the Big Bang, the universe was small, dense, and highly energetic [39]. The energy density of the

early universe would have been in excess of 1 GeV/( f m)3. Note that 1 GeV/( f m)3 is the energy

density at which QGP is thought to form. The universe cools and hadrons form out of the quarks

and gluons. The protons and neutrons condense into nuclei. The positively charged nuclei gather
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negatively charged electrons, forming the atoms that in cosmic time become stars [40].

There are a number of experimental signatures of QGP formation. Thermal physics under-

stands phase transitions as occurring at specific temperatures and densities. At the boundary be-

tween two phases, one can define a critical point at which there is a discontinuous change in

the behavior of observables. For the SPS heavy-ion programs the main observables were charm

suppression and strangeness enhancement, while for the RHIC heavy-ion experiments the studies

focused on elliptic flow, and jet quenching [41–43].

Figure 1.8 shows the suppression of J/ψ meson production with respect to Drell-Yan scattering

in PbPb collisions at the SPS [34]. The QGP is thought to suppress the production of J/ψ mesons in

heavy-ion collisions, as seen at SPS, RHIC and LHC, although at the LHC the QGP has also been

found via a recombination mechanism to enhance the J/ψ yield at low pt and forward rapidities.

Figure 1.8: J/ψ suppression as a function of transverse energy ET in Pb-Pb collisions at SPS. Data
from different periods are shown and compared to theories that do not incorporate QGP [34].

At RHIC, it was demonstrated that heavy-ion collisions can produce a state of hadronic matter,

often referred to as "the medium", that exhibits elliptic flow. The predicted viscosity of the QGP

would cause elliptic flow in the overlap region of heavy-ion collisions [44]. The angular corre-
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lations of the final state particles, produced by heavy-ion collisions, were analyzed and shown to

be consistent with the medium flowing as a nearly ideal fluid [45]. "Ideal fluid" refers to how

the high temperature nuclear medium can be modeled by hydrodynamic equations in which the

shear viscosity is extremely low [46]. As the QGP is a perfect fluid, the initial state properties of

the heavy-ion will propagate through the collision and have a significant effect on the final state

particles. The angular distribution of final state particles can be modeled using Fourier series,

1+
∞

∑
n=1

2vncos [n(φ −Ψ)] , (1.7)

where n is the order of the Fourier expansion, vn is the Fourier coefficient, φ is the azimuthal

angle, and Ψ is the event-plane angle. The second order term, v2, is referred to as "elliptic flow"

and is predicted to quantify the pressure gradient of the overlap-region in the heavy-ion collision.

Figure 1.9 is an illustration of the overlap region of a heavy-ion collision. Because the pressure

gradient is higher for the short axis than for the long axis, the nuclear medium in the overlap region

will flow outward along the short axis, and this is reflected in the alignment of the tracks in the

direction of the flow [47–53].

Figure 1.9: Heavy-ion overlap region, showing the elliptic flow produced [54].

A highly viscous medium will resist deformation such that the shape of the overlap region, i.e.

its ellipticity, will not necessarily carry over to the final-state tracks. However, because the QGP
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medium is a nearly ideal liquid, the elliptic correlation of the final-state should arise from that

of the initial-state. The RHIC result emphasizes the great importance of a precisely understood

heavy-ion initial state. Figure 1.10 compares the v2 elliptic flow results from various heavy-ion

experiments [34].

Figure 1.10: v2 as a function of collision energy for various heavy-ion experiments [34].

The phase transitions from a hot, dense medium to stable hadrons are seen in heavy-ion col-

lisions, as illustrated by Figure 1.11 [55]. The y-axis represents time, and the x-axis represents

the longitudinal separation of the ions. Notice that after the ions cross, there is a "cascade" during

which the partons take on thermal energy until reaching a critical temperature for QGP formation.

The hadron gas passes through two temperature "freeze-outs". Particles stop forming at the chem-

ical freeze-out temperature. These particles stop exchanging kinetic energy after cooling beyond

the "kinetic freeze-out" [56].

Lastly, another remarkable signature for the formation of the QGP is that related to “jet quench-
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Figure 1.11: Space-time diagram of a heavy-ion collision [55].

ing”. Inclusive hadronic jets would interact strongly with the QGP; therefore, dijets will have sig-

nificant energy imbalance depending on the multiple interactions of the components jet with the

QGP. All of these QGP signatures, elliptic flow, quarkonia suppression and even jet quenching

require a good understanding of the heavy-ion initial state as a basis for comparison [57], making

a compelling case for studying the initial state to a high precision.

The Large Hadron Collider (LHC) stands at the forefront of high energy nuclear physics re-

search. The LHC is capable of reaching heavy-ion collision energies of up to 7 TeV per nucleon,

which is sufficient energy for a QGP to be formed and to last long enough to measure its prop-

erties [58–60], and a plethora of interesting physics processes are being studied using the various

experiments. In the next chapter, we will introduce how the LHC can be used as a photon-induced

collider and how that collision model serves to search for high-energy QCD phenomena.
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Chapter 2

Ultra-peripheral collisions and photoproduction

In this chapter, we will review recent LHC results on ultra-peripheral collisions (UPCs). First we

will discuss the unique features of UPCs, and how they are selected. We then present the results

from ALICE and CMS on vector meson photoproduction as an example of how UPCs can probe

the nuclear gluon distribution. The final section explains dijet photoproduction in UPCs, and how

the factorization theorem informs the interpretation of coherent dijet correlations. Finally, we

present the physics motivation to study the angular correlation of UPC dijets, which is the analysis

presented in this thesis.

2.1 Ultra-peripheral heavy-ion collisions

Ultra-peripheral collisions occur at impact parameters greater than the sum of the heavy-ion radii.

In these collisions, hadronic interactions are strongly suppressed while photonuclear activity is

enhanced proportional to the square of the nuclear charge [5]. The electromagnetic field of an

incoming heavy-ion, from the perspective of a target, is equivalent to a flux of virtual photons;

Figure 2.1 illustrates the Lorentz contraction of the field of a boosted charge [61, 62].

UPC models typically address two elements: the photon flux, Nγ/Pb, and the photoproduction

cross-section, σγPb. These quantities are related to the UPC cross-section, σPbPb, in the following

equation
dσPbPb

dy
= Nγ/Pb(y,M)σγPb(y)+Nγ/Pb(−y,M)σγPb(−y), (2.1)

where there are two terms to reflect that either heavy-ion can be a source of photons [63].

The Weizsacker-Williams approximation (WWA) calculates the density of photons, about the
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Figure 2.1: (a.) Electromagnetic field of a stationary charge (b.) electromagnetic field of a boosted
charge [62].

nucleus, as a function of energy. WWA is a semi-classical formulation. Maxwell’s equations are

solved for a stationary point charge boosted to an ultra-relativistic velocity. In the target’s frame,

the Fourier transform of the source field is taken. The Fourier frequency modes are interpreted

through the quantum mechanical equation of photon energy. The photon flux as function of energy

is given by

N(ω,b) =
α

h̄ω

(
Z

bβπ

)2(
ωb
γν

)
K2

1

(
ωb
γν

)
, (2.2)

where α is the QED coupling constant, ω is the photon frequency, Z is the atomic number of

the nuclei, b is the impact parameter, β is the ratio of the nuclei speed to the speed of light, γ

is the Lorentz boost of the nuclei, K2
1 is a Bessel function, and ν is the velocity of the projectile

nucleus [62].

For a given final state X , the collision cross section is given as

σX =

ˆ
dω

n(ω)

ω
σ

γ

X(ω), (2.3)

where n(ω) is the number of photons emitted at an energy ω , and σ
γ

X(ω) is the photonuclear cross-

section of the photon-nucleon interaction. The Weizacker-Williams approximation provides n(ω).

The integral reflects how a state X can result from the interaction of a quasi-real photon of varying

energy [64]. At low momentum transfer, photons interact electromagnetically, i.e. directly, with

partons [65]. High energy, "resolved" photons possess a hadronic structure; instead of directly

interacting with the nuclei, these photons fluctuate into mediating quark-antiquark pairs.
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UPCs can generate a wide variety of particles from photon-hadron interactions. In the next

section we will discuss current results on vector meson photoproduction.

2.2 Vector meson photoproduction

The vector mesons (VM) are a subset of the mesons that have spin-1 and negative parity. There

are three vector mesons that have recently been studied in UPCS: the ρ0, the J/ψ , and the ϒ(1S).

The ρ0 is an antisymmetric superposition of up and down quark-antiquark pairs, (1/
√

2)(uū−dd̄).

The J/ψ consists of a charm quark and a charm antiquark. The ϒ(1S) consists of a bottom quark

and a bottom antiquark. J/ψ and its excited states are referred to as charmonia; likewise, ϒ(1S)

and its excited states are referred to as bottomonia.

The Bjorken-x probed by a specific UPC vector meson is set by the mass MV M, the rapidity y,

and collision energy
√

s, such that

x =
MV M√

s
e±y. (2.4)

The vector meson mass also sets the hard scale, Q2, of the photoproduction. For example, for the

J/ψ:

Q2 =
MJ/ψ

4
. (2.5)

The virtual photons present in an UPC can fluctuate into a quark-antiquark pair which can

take the form of a low mass meson [66–68]. This meson then interacts with the target nuclei

via colorless gluon exchange, emitting a vector meson [69–72]. If the virtual photon interacts

coherently with the target nucleus, this is reflected in the transverse momentum of the vector meson

[73]. The vector meson decays into a dilepton pair that can be detected by the experiment.

One of the first observations of vector meson photoproduction in UPCs was that of exclusive

coherent ρ0 production at STAR. For this process the source nucleus emits a virtual photon that

fluctuates into a ρ0 meson that scatters elastically off the target nucleus. The ρo decays into a pair

of oppositely charged pions. These pions leave two back-to-back tracks in the STAR tracker. The

Feynman diagrams for the process are seen in Figure 2.2. In exclusive production there are only
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Figure 2.2: AuAu→ AuAuρo, (a.) UPC exclusive ρo diagram, (b.) with mutual nuclei excitation
[74].

two tracks in the tracker, with the rest of the detector being empty. In mutual nuclei excitation, the

further exchange of virtual photons excite both nuclei and produce tracks in addition to those of

the dipion system. The exclusive events were selected by STAR using a low-multiplicity trigger,

while the mutual excitation events were selected using a minimum bias trigger with the additional

requirement of neutron emission detected in both ZDCs [74].

One of the key signatures of coherent ρ0, and UPC coherent mesons in general is their low

pT . If the virtual photon has k of the order of 1/2RA, where RA is the radius of the nuclei, the

photon couples with the whole nucleus. The low momentum corresponds to a large wavelength of

the photon with respect to the nuclear radius [75–78]. The pT spectrum of the ρ0 detected by the

topology and minimum-bias triggers is shown in Figure 2.3, where the low pT ρ0 candidates are

consistent with coherent photoproduction for the two different triggers. STARLIGHT is a Monte

Carlo generator designed to model vector meson photoproduction in UPCs [79].

More recently, ultra-peripheral coherent J/ψ photoproduction was studied by the ALICE and

CMS collaborations using the 2011 Pb-Pb data [80]. Figure 2.4 shows the dimuon invariant mass

and pT from the decay of coherent J/ψ from CMS [81]. Before discussing the J/ψ data in

UPC PbPb, it is important to notice that the cross section for coherent J/ψ photoproduction, for

γ + p→ J/ψ + p, has a power-law dependence on the photon-proton center-of-mass energy, as

seen in Figure 2.5 [82]. Such data can be sensitive to the gluon distribution in the proton as a

function of Bjorken-x [83].
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Figure 2.3: UPC exclusive ρo pT from the STAR experiment, (a.) topology triggered (b.) minimum
bias triggered [74].

In the nucleus-nucleus collision, the UPC J/ψ photoproduction cross section can be calculated

using the impulse approximation of the heavy-ion [85]. The impulse approximation depicts the

nucleus as a sum of protons and neutrons by scaling up the photon-nuclear cross section derived

from electron-proton collisions at HERA and at the LHC [86].

Studies of UPC J/ψ production by the ALICE and CMS collaborations show that the mea-

sured cross section is consistent with models of the nucleus that include moderately strong gluon

shadowing, in particular EPSO9 [87, 88]. Figure 2.6 compares the cross sections measured by

ALICE and CMS against theoretical models. The data show a clear difference from the impulse

approximation prediction. The cross sections indicate that, at the energy scale of the J/ψ mass, the

nuclear gluon density is suppressed with respect to that of the proton [89]. Further studies can be

done using UPC ϒ production; although this is less sensitive to nuclear shadowing due to its higher

Q2 values [90, 91]. Recently, the ALICE and CMS data have been used to calculate the nuclear

suppression factor, which is equivalent to the nuclear PDF calculation as a function of Bjorken-x

discussed in Section 1.5. The LHC data provide evidence for nuclear gluon shadowing at low Q2

and low Bjorken-x. Figure 2.7 shows ratio SPb of the Pb PDF to the proton PDF, as a function of

Bjorken-x, with data from ALICE and CMS compared to theoretical models of nuclear shadow-

ing [92]. This is the first experimental evidence that the Pb nucleus presents shadowing effects at

high energies.
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(a) (b)

Figure 2.4: (a) Dimuon invariant mass spectrum, (b) dimuon pT spectrum for J/ψ candidates. The
data has been compared to the STARLIGHT MC [81].

Figure 2.5: γ+proton→ J/ψ+proton cross section, showing the ALICE and HERA data [84].

It is also interesting to note that the use of forward neutron tagging can be used to separate the

coherently and incoherently produced J/ψ mesons [93–99]. This is one of the ongoing lines of

research, which is important for measuring the incoherent photoproduction cross section and its

energy dependence.
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Figure 2.6: Differential cross section versus rapidity for coherent J/ψ photoproduction in ultra-
peripheral PbPb collisions at

√
sNN = 2.76 TeV. Data are compared to theories incorporating the

impulse approximation and the leading twist approximation [81].
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Figure 2.7: Suppression factor of Pb PDF as a function of Bjorken-x. Theoretical models are
compared to ALICE and CMS data [92].
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2.3 Dijet photoproduction

Preliminary results on inclusive dijet production in ultra-peripheral collisions at
√

sNN = 5.02 TeV

by the ATLAS experiment exits, while there are no results on coherent dijet photoproduction.

Rather than introducing the preliminary ATLAS data which is not related to this analysis, we

will introduce similar studies by the HERA experiment; first, because it will allow us to discuss

the difference between direct and resolved photo-induced production, and because it shows that

RAPGAP, the Monte Carlo event generator, used in this analysis has been successfully used to

describe the HERA data.

Photon-nuclear interactions fall into two groups: direct and resolved. In a direct photon pro-

cess, the virtual photon Q2 is low enough that virtuality goes to zero. The virtual photon thus

interacts with the nucleus as a real photon. Coherent production is the subset of direct photon

production for which the proton remains intact. On the other hand, resolved photon processes have

high Q2 such that the virtual photon manifests a hadronic structure, fluctuating into quarks and

gluons before interacting with the target nucleus. Because this virtual photon generates partons,

the fraction of the photon’s 4-momentum that enters into the hard scattering process is less than in

direct production. These two processes have been studied systematically at HERA, finding an ex-

perimental evidence for the transition from the soft to the hard diffractive regime. In particular, the

photoproduction of dijets has been studied in a systematic manner at HERA to extract information

about the proton and photon structure, and for determining the strong running constant αs.

In electron-hadron collisions, diffractive photoproduction is characterized by the presence of

a large rapidity gap in the final state and an intact nucleus [101–103]. The Feynman diagram

of electroproduction in lepton-hadron collisions is similar to that of photoproduction in ultrape-

ripheral collisions, as seen in Figure 2.8 [100]. The large rapidity gap here is due to the leading

proton [104]. The diffractive dijet cross section is expressed by the convolution of partonic cross

sections dσ̂ and diffractive PDFs f D
i/p;

dσ(ep→ e+2 jets+X
′
+ p) = ∑

i

ˆ
dt
ˆ

dxP

ˆ
dzPdσ̂ei→2 jets(ŝ,µ2

R,µ
2
F)× f D

i/p(zP,µ
2
F ,xP, t),

(2.6)
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Figure 2.8: Feynman diagrams for coherent jet photoproduction in (a) direct photon in ep interac-
tions, (b) resolved photon in ep interactions. [100].

where xP is the longitudinal momentum fraction lost by the incoming proton, dσ̂ei→2 jets is the

partonic cross-section for the process, zP is the longitudinal momentum fraction of the Pomeron

entering the hard process, ŝ is the squared invariant energy of the subprocess, µ2
R is the squared

renormalization scale, µ2
F is the squared factorization scale, f D

i/p is the diffractive parton distribu-

tion, and t is the four-momentum transfer squared at the vertex.

In the proton-vertex factorization hypothesis, the dependence on xP and |t| is factored out of

the dependence on µ2
F and zP. Furthermore, f D

i/p is sum of contributions from the Pomeron and

Reggeon:

f D
i/p(zP,µ

2
F ,xP, t) = fP/p(xP, t) fi/P(zP,µ

2
F)+nR fR/p(xP, t) fi/R(zP,µ

2
F), (2.7)

where P/p is the Pomeron flux factor, fR/p is the Reggeon flux factor, nR is the normalization

factor of the Reggeon, fi/P is the Pomeron parton distribution, and fi/R is the Reggeon parton

distribution. Figure 2.9 compares the cross-section of H1 data to that predicted by next-to-leading-

order QCD [100]. The H1 data were compared to predictions based on NLO-QCD convoluted with
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diffractive parton distribution functions (DPDFs) from HERA inclusive diffractive deep-inelastic

scattering (DDIS) data. For diffractive pp collisions the high transverse momentum jets yield a

hard scale for perturbative QCD [105].

Figure 2.9: Ratio of H1 measured cross section to NLO-QCD cross section [100].

Before concluding with this section, more comments about the HERA analysis are given. First,

H1 used their Very Forward Proton Spectrometer (VFPS) to trigger on low Q2 protons. The VFPS

consists of two Roman Pots located 218 m and 222 m from the H1 interaction-point in the forward

direction. The VFPS can detect protons scattered at very low transverse momentum, corresponding

to 0.008 < xP < 0.028 and |t|< 0.6. Each of the Roman Pots contains layers of scintillating fibers,

which are covered by a layer of scintillator tiles. The fibers readout to photomultipliers, and the

tiles both protect the electronics from beam-radiation damage and trigger on protons. The track

efficiency of the VFPS is a remarkable 96%, and the background contamination is kept at 1% ,

making the detector excellent for studying diffractive events [100].

H1 used the RAPGAP MC generator to model diffractive e+ p→ e+X + p processes. The

requirement of a leading proton, remaining intact or dissociating into a low energy state, was used

to sample diffractive events. The collision product kinematics of data and MC are shown in figure

2.10. Not only are the data in good agreement with predictions from RAPGAP, but the cross
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section of diffractive e+ p scattering is well described by calculations based on DPDFs. For this

process, β refers to the fraction of the Pomeron’s longitudinal momentum transferred to the parton

within the nucleus [104].

Figure 2.10: H1, diffractive e+ p products, kinematics [104].

2.4 Wigner gluon distribution

The coherent dijet data can be used to extract information about the so-called Wigner gluon dis-

tribution. The Wigner distribution was first developed as part of an attempt by Eugene Wigner to

map solutions to Schrödinger equation into phase probability distributions, yielding a statistical

27



mechanics interpretation of quantum mechanics. Consider the Wigner distribution P(x, p),

P(x, p) def
=

1
π h̄

ˆ
∞

−∞

ψ
∗(x+ y)ψ(x− y)e2ipy/h̄ dy (2.8)

which can be used to calculate the expectation value of any given variable by considering the

Wigner transformation g(x, p) of that variable’s operator, Ĝ,

〈Ĝ〉=
ˆ

dxd p P(x, p) g(x, p) . (2.9)

Notice that in order to derive expectation values, the probability distribution must be integrated

with respect to a function of position or momentum, which are still non-commuting according to

the uncertainty principle.

The Wigner distribution is a quantum phase space distribution that describes "elliptic" glu-

ons [106]. Specifically, by considering the color dipole scattering amplitude, the angular corre-

lation of the nucleon recoil momentum and the dijet transverse momentum can provide a three-

dimensional, tomographic image of the gluons within a high energy nucleus. This tomographic

image takes the form of a Wigner distribution, which contains all the information of both the

transverse-momentum-dependent parton distributions (TMDs) and the generalized parton distri-

butions (GPDs) without violating the uncertainty principle. Specifically, the angular correlation

directly measures the Fourier transform of the gluons. This is possible because the dipole ampli-

tudes are functions of the impact parameter, and because collinear factorization holds.

TMDs and GPDs manifest non-perturbative QCD effects. The Wigner distribution, at this

scale, reflects the relationship between the position and momentum of partons. Integrating the

Wigner function over the transverse distance yields the TMD, while integrating over transverse

momentum yields a GPD with spatial information. Figure 2.11 shows the relationships of different

types of parton distribution function [107]. Yoshitaka Hatta uses the dipole framework to show

that the azimuthal angular correlations of coherent dijets are generated by the underlying Wigner

distribution of the small-x gluons [108]. Furthermore, these correlations are consistent with pre-

dictions based on standard collinear factorization [12]. The diagram depicts a photon interacting

with a nucleon. k1 and k2 are the transverse momenta of the final state jets. These jets originate

from a quark-antiquark pair [4]. It is precisely this angular correlation what will be studied, as
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discussed in Chapter 5.

Figure 2.11: Interconnectedness of parton distribution functions [107].
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Chapter 3

The CMS experiment at CERN LHC

The analysis presented in this thesis has been carried out using data from the CMS experiment. In

this chapter we will first give an overview of the CERN Large Hadron Collider, and then describe

the CMS detector in general and justify the reason why the CMS detector is a suitable machine to

study this physics process.

3.1 Large Hadron Collider

The Large Hadron Collider (LHC) is a circular collider [109]. LHC has a radius of approximately

27 kilometers; as of this writing, it is the largest machine ever constructed. The initial purpose of

the LHC was to discover the Higgs boson, and it is capable of investigating a wide variety of other

physics phenomena such as dark matter, extra-dimensions, and heavy-ion physics.

The beams are accelerated along a circular path using radio frequency cavities, gaining energy

with each revolution. LHC is a hadron collider, meaning it is designed to collide particles made of

quarks and gluons. The proton-proton, proton-Pb, and Pb-Pb collision energies are the largest ever

probed experimentally. What follows are brief descriptions of the various experiments utilizing the

LHC. These experiments are enumerated to provide context for this analysis.

3.1.1 ATLAS

"ATLAS" stands for "A Toroidal LHC Apparatus". ATLAS was designed as a general purpose

detector for LHC physics. Three toroidal superconducting magnets provide the field for particle

identification. The looser design constraints of the ATLAS magnets allow for a more efficient,
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stand-alone measurement of muon momentum [110].

3.1.2 ALICE

"ALICE" stands for "A Large Ion Collider Experiment". ALICE was designed to study the quark-

gluon plasma in ultra-relativistic heavy-ion collisions. The primary design consideration was the

correct identification of particle species at high multiplicities. ALICE retains excellent particle

identification at approximately dN/dη = 4000 in PbPb collisions, and this over a particle momen-

tum range up to 100 GeV. PID is accomplished through a combination of time-of-flight chambers,

muon detectors, and the analysis of specific ionization energy [111].

3.1.3 LHCb

"LHCb" stands for "Large Hadron Collider beauty", reflecting the LHCb’s purpose: b-quark

("beauty") studies. By examining CP violation in heavy-quark hadrons, LHCb hopes to eluci-

date the asymmetry of matter and antimatter. LHCb is asymmetric in the z-axis: b-hadron pairs

tend to scatter in the same forward rapidity, so the experiment only covers 1.9 < η < 4.9. A large

dipole magnet projects a field in the vertical plane of the LHC. Small asymmetries in the transverse

scattering of the b-hadron system are used to test for CP violation [112].

3.1.4 TOTEM

"TOTEM" is a sub-experiment located at CMS. TOTEM uses Roman pots (RPS), placed far for-

ward of CMS, to measure the total proton-proton interaction cross-section. The RPS have high

acceptance for the flux very close to the beam. There are two sets of RPS, one on each side of

CMS, located approximately 400 meters down the z-axis from the interaction point. The differ-

ential cross section of proton-proton scattering grows exponentially with |t| at low values of |t|.

More precise measurements of this differential cross section can help distinguish between com-

peting models of proton structure. Furthermore, the total interaction cross section is an important
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benchmark for analyzing cosmic ray showers, and can be used to independently calibrate the beam

luminosity measured at other LHC experiments. Diffractive studies at TOTEM complement those

at CMS.

3.1.5 CASTOR

CASTOR – Centauro And Strange Object Research – is a calorimeter at CMS covering 5.1 – 6.55

in pseudorapidity. The calorimeters are both electromagnetic and hadronic, and located on either

side of CMS, beyond the hadronic forward calorimeters. CASTOR was designed to detect centauro

events which are thought to be caused by exotic matter produced in heavy-ion collisions. Typical

centauro events are low multiplicity and high transverse momentum of the order of 100 GeV/c,

with suppressed electromagnetic activity. There is also the possibility of a very high energy, highly

penetrating particle in the forward region : the so called "long flying component". Centauro events

have already been observed in cosmic-ray experiments, and there are phenomenological models

for their production in QGP, and while these events have not been observed at the LHC, CASTOR

provided interesting measurements related to very forward inclusive dijets sensitive to saturation

physics [113].

3.2 Compact Muon Solenoid

The Compact Muon Solenoid (CMS) is a general-purpose particle detector located at Point-5 of

the LHC ring. CMS was designed to precisely measure the momentum of muons. The titular

superconducting solenoid magnet was designed to generate a 4 Tesla field and has been operating

at 3.8 T to increase its longevity. This field is homogeneous and parallel to the beam line close to

the interaction point. The momenta of muons are measured from how they deflect when moving

through the magnetic field [114]. Altogether, CMS weighs approximately 12,500 metric tons, with

a diameter of 14.6 m and a length of 21.6 meters [115].

The solenoid volume contains a silicon pixel and strip tracker, a lead tungsten crystal elec-
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Figure 3.1: Slice of CMS; radial cross section view [116].

tromagnetic calorimeter (ECAL), and a brass and scintillator hadron calorimeter (HCAL), each

composed of a barrel and two endcap sections. Fig. 3.1 shows the radial layering of CMS compo-

nent systems [116].

3.2.1 Tracker

The tracker measures the momentum of charged particles via their trajectory through a homoge-

neous magnetic field. The tracker consists of two units, the pixel tracker and the strip tracker,

both of which are made of silicon. Compared to large-volume gas detectors, which are less expen-

sive, silicon detectors have a faster response time. The number of tracker layers is optimized for

the highest penetration by charged particles while minimizing the occurrence of multiple scatter-

ing [117].

Multiple scattering reduces the efficiency and resolution of the tracker because of bremsstrahlung

and other types of radiation. When a charged particle passes through an electric field, the changes
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Figure 3.2: Pseudorapidity acceptance of tracker [118].

in acceleration will change the energy of the particle. The particle will release photons that will

contaminate the signals read by the tracker.

The high luminosities reached by the LHC in the proton-proton run mode typically achieve

some 20 to 30 collisions per bunch crossing, and increasing the number of hits in the tracker

improves the pattern recognition of the particle flow algorithm (see section 3.2.6).

A charged particle causes an electrical signal when passing through a silicon pixel or silicon

microstrip. CMS reconstructs these electrical signals, taken at specific points of position and time,

into tracks. The spatial resolution on the tracks is approximately 10 micrometers. The tracker

is meant to have a particle pass all the way through it, with only minimal effect on the particle’s

trajectory.

The tracker system is designed for high granularity and fast readout, such that each trajectory

can be associated with its corresponding bunch crossing. The tracker is resilient enough to with-

stand the high flux of particles accompanying every bunch crossing; at the design luminosity of

1034 per cm2s1, some 1000 particles will traverse the tracker every 25 ns. However, the mass of

the tracker is minimal enough to suppress multiple scattering off its material that would distort

particle trajectories. These design constraints – resistance and transparency – are satisfied by sili-

con. The tracker has approximately 200 m2 of silicon surface, making it the largest silicon detector

ever constructed. The pseudorapidity coverage of the pixel and strip trackers is shown in figure

3.2 [118].

In addition to excellent track reconstruction capabilities, the tracker provides high precision
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vertex reconstruction. Vertex reconstruction is a key ingredient in several high-profile LHC studies

– Higgs, SUSY, extra-dimensions – because of the use of vertices in distinguishing non-prompt

decays of heavy-quarks. The tracker is also instrumental in detecting the leptonic decays of W and

Z bosons.

3.2.1.1 Pixel tracker

The first layer of the tracker is made of silicon pixel modules. This layer has a time resolution on

the scale of 25 ns, meaning that it can take data for individual bunch crossings. Pixel technology

is used because the high flux of particles, present at high beam luminosities, require high spatial

resolution for proper pattern recognition. A major design constraint is that the pixel tracker had to

be able to separate distinct tracks in high multiplicity environments. Tracks reconstructed by the

pixels can be used to cross-check the results from the other parts of the tracker.

Every silicon pixel has a corresponding readout chip. The readout chips are soldered through

the bump-bonding method. The readout chip amplifies signals from the pixel. The pixel tracker

is precise enough to distinguish the vertices of tracks originating from short-lived particles, such

as bottomonia. The innermost elements of the pixel tracker come within 4.4 cm of the CMS

interaction point. The pixel tracker covers a pseudorapidity range of |η |< 2.5 with some 66×106

separate pixels.

3.2.1.2 Strip tracker

Outside the pixel tracker are the layers of the strip tracker. They function similarly to the compo-

nents of the pixel tracker, except the strip tracker consists of thin silicon plates. The strip tracker

itself can be broken down into four components: the inner barrel layer, the inner endcaps, the outer

barrel layer, and the outer endcaps. In total, these layers cover a pseudorapidity range of |η |< 2.5

and contain some 9.3×106 strips.
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Figure 3.3: ECAL components [119].

3.2.2 Electromagnetic calorimeter

The Electromagnetic Calorimeter (ECAL) is the dedicated CMS calorimeter for detecting elec-

trons and photons. The calorimeter is comprised of lead tungstate (PbWO4) crystals arranged in

a cylinder about the beam, including two endcaps, as seen in Figure 3.3 [119]. The granularity of

these crystals gives the ECAL excellent energy resolution, angular resolution, and spatial resolu-

tion; for example, the ECAL has the resolution suitable for the decay of the Higgs boson into two

photons. The ECAL is both hermetic and homogeneous [120].

The data readout is fast enough that CMS can trigger off signals in the ECAL. It takes about

25 ns for an ECAL hit to scintillate 80 percent of its light, putting the calorimeter’s rate on the

same scale as the bunch crossing. Scintillation in the crystals activates photodetectors that transmit

information to the L1 trigger. In the barrel these photodetectors are avalanche photodiodes (APDs).

The endcaps use vacuum phototriodes (VPTs). ECAL’s energy resolution, as a function of energy,

is given by figure 3.4 [121]. The resolution increases with energy because, at large energies, parton

showers become more similar as their random fluctuations average-out.

In CMS trigger development, "EG" triggers fire based on energy deposits in the ECAL; Figure

3.5 gives the EG trigger energy resolution [121]. This energy comes primarily from electrons and

photons. When these particles strike a tungstate crystal, the particle shower size is approximately

that of the crystal. Electrons are distinguished from photons by the correlation of a track to ECAL

energy. The L1 trigger does not fire on tracks, which are reconstructed at the HLT level. Thus, L1
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Figure 3.4: Reconstructed data, ECAL energy resolution; the upper data points correspond to
events taken by a 20x20 mm2, and the lower data points correspond to events taken by a 4x4 mm2

trigger [121].

EG triggers do not distinguish between electrons and photons.

3.2.3 Hadronic calorimeter

The Hadronic Calorimeter (HCAL) is the next layer outside the ECAL. The HCAL absorbs parti-

cles and measures their energy and momentum via scintillation. HCAL has such a large acceptance

that it can indirectly observe non-interacting particles such as neutrinos. The HCAL is designed to

be hermetic, so that imbalances of momentum and energy can be precisely measured [122]. Figure

3.6 plots the HCAL’s energy resolution; note that the resolution changes with |η | [121].

There are four sub-sections of the HCAL: the inner barrel (HB) and the outer barrel (HO), two

endcaps (HE), and two forward calorimeters (HF). The HF are the most relevant to this analysis

because of their use in triggering on non-hadronic events. Figure 3.7 shows the HCAL components

and their locations [121].
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Figure 3.5: ECAL energy resolution, showing the results for calorimetry (calo) and particle flow
(PF) approaches [121].
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Figure 3.6: HCAL energy resolution as a function of simulated jet energy, binned by pseudorapid-
ity. The jet reconstruction algorithm uses an iterative of cone R = 0.5. [121].
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Figure 3.7: HCAL components; HB, HE, and HF [121].

3.2.3.1 Hadronic forward calorimeters

The Hadronic Forward Calorimeters (HF) absorb the greatest portion of energy from collisions.

The HF are directly down beam from the interaction point, and when the hadrons dissociate, most

of the resulting particles will strike the HF. As named, they are located in the forward region (3.0 <

|η |< 5.2) of CMS and complement the coverage provided by the barrel and endcap detectors.

HCAL is made of quartz fibers and steel absorbers for maximum radiative resistance. When

high energy particles pass through the quartz fibers, these particles are moving faster than the speed

of light in the medium, depositing energy that causes particle showers. These showers give off

light, in the form of Cherenkov radiation, that the fibers transmit to photomultiplier tubes (PMTs).

The PMT signals are converted into a digital signal by a charge integration encoder (QIE) chip.

Then HCAL trigger and readout boards (HTR) use these digital signals to calculate luminosity.

The HTR information is part of the data used for L1-triggering. Triggering on HF can also be done

by vetoing on HF activity.

Hits in the HF are used to measure the instantaneous luminosity of CMS. As shown in Fig-

ure 3.6, the HF have a finer ET resolution than the other parts of the HCAL. Furthermore, because

HF electronic noise is comparatively small with respect to HF threshold for a minimum bias event,
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Figure 3.8: Pseudorapidity acceptance of muon detector [121].

applying a veto on the HF threshold is a reliable measure for UPC processes characterized by low

event activity.

3.2.4 Muon detector

The outermost layer of CMS consists of the muon detectors, as seen in Figure 3.8 [121]. Muons

are particles nearly identical to electrons, except for their mass, which exceeds that of the electron

by some two orders of magnitude. High mass particles, like the W and Z boson, often decay into a

final state containing muons. The muon detector not only identifies muons, but also measures their

momentum. The muon detector has a readout fast enough for triggering on muons [123] [124].

The muon detector consists of three types of component: muon drift tubes (DT), cathode strip

chambers (CSC), and resistive plate chambers (RPC). The DTs are gas filled chambers that contain

a stretched metal wire. When muons pass through the DT gas, electrons are excited. These elec-

trons escape from the gas atoms and are attracted to the metal wire, which triggers a signal. The

CSC, located in the endcaps, operate under similar principles, but contain perpendicular arrays of

positively charged and negatively charged wires immersed in gas. The RPC do not use electrode

wires to detect excited electrons; instead, high-resistivity plates are used as alternating cathodes
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and anodes [125].

3.2.5 Zero degree calorimeter

The zero degree calorimeters are located at both sides of CMS, approximately 140 meters from the

interaction point. Each ZDC consists of two independent systems: an electromagnetic calorimeter,

for detecting very forward photons, and a hadronic calorimeter, for detecting neutrons. Because

these neutrons result from the dissociation of nuclei, the ZDC can measure the centrality of heavy-

ion collisions. Hadrons in the forward region have energy on the TeV scale, so the ZDC’s hadronic

calorimeter is made of thick tungsten plates [126]. For a UPC process, the photon emitting nucleus

is most likely to remain intact; therefore, ZDC data can determine the photon direction of a process,

and by extension its energy. Tagging forward neutrons can also be used as an online luminometer

[127].
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Chapter 4

Trigger development and performance

4.1 Triggering at CMS

At stable beams, the LHC delivers bunch crossings every 25 nanoseconds. Each bunch crossing

in turn will have some 20 hadron collisions. The resulting interaction rate – 109 interactions per

second – is orders of magnitude greater than the frequency that events can be written to disk,

102 events per second. CMS therefore needs a means of filtering out the most interesting 102

interactions per second while declining the other 109 interactions per second.

CMS uses a two-tiered triggering system. The first tier, the L1 trigger, is hardware based.

The second tier, the high-level trigger (HLT), is software based. The L1 trigger receives raw

data from the calorimeters and the muon detectors; this determines when the tracker will read

out data. The raw data from the tracker, calorimeters, and muon detectors is then passed on to

a computer farm running the HLT menu. The HLT then performs a simplistic reconstruction of

the raw data into physics objects useful for analysis: jets, tracks, and identifiable particles. If

an event passes the HLT, the raw data is permanently stored in preparation for a more complex

reconstruction [128] [129].

Figure 4.1 is an outline of the flow of information between the subcomponents of the L1 trigger.

The first division is between the calorimeters and the muon detectors. Calorimeter energy deposits

are registered by the regional calorimetry trigger. Zero counting information is then sent to the

global calorimetry trigger. The muon detector send signals to pattern recognition circuits that

associate the detector hits into low resolution tracks; the hits and tracks are then sent to the global

muon trigger. The global calorimetry trigger and the global muon trigger then combine at the
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global trigger, which uses information from the TTC (Timing, Triggering, and Control) system to

synchronize signals back to the tracker, ECAL, HCAL, and muon detectors [130].

Figure 4.1: Flow of information in L1 trigger [130].

The L1 trigger can only pass some 1 in 1000 interactions to the HLT. The L1 trigger menu has

an output rate of approximately 100 kHz. L1 achieves this rate by only considering data of reduced

granularity and reduced resolution. A buffer is used to store the full event data while the L1 trigger

runs. The HLT menu reduces this to about 100 Hz as required by the limit on disk writing.

The 2015 UPC triggers were for low multiplicity events and low transverse momentum events.

Typical heavy-ion collisions are high multiplicity events. Hard scattering dominates. Figure 4.2 is

an event display of one of the first heavy-ion collisions at CMS in 2010.

Figure 4.3 is the event display of a UPC upsilon candidate. Notice that there are only two

reconstructed tracks, and that CMS is an otherwise empty detector. These events constitute a

complement to those passing more conventional heavy-ion triggers.

For this analysis that focuses on coherent dijet photoproduction, the L1 trigger applies two

selections. First, it checks that at least one of the HF calorimeters is empty. This is the most

important part of the trigger as it suppressed the hadronic contamination of the data set. Then, if

there are at least 5 GeV of energy deposited in the ECAL, the event passes to the HLT.
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Figure 4.2: High multiplicity PbPb collision.

Figure 4.3: UPC Upsilon candidate.

Low multiplicity events are difficult to distinguish from background. To compensate, the HLT

in turn requires that there be at least once reconstructed track from the pixel tracker to ensure that

there are particles that will be reconstructed by the complete tracker. Only the pixel tracker is used

for these HLTs to increase the speed of reconstruction while decreasing needed computer cycles.

4.1.1 Particle flow algorithm

Data from the sub-detectors is combined, for event reconstruction, by the particle-flow (PF) al-

gorithm [131, 132]. The PF takes the data about tracks in the tracker and energy deposits in the

calorimeter, and uses them to reconstruct physics-related objects like jets and to identify specific
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particles, such as photons and muons. The PF algorithm also identifies missing energy and mo-

mentum for use in neutrino studies.

Unlike physics-objects in the data of previous experiments, PF physics-objects can fire HLTs.

After an event passes the L1 trigger, a partial event reconstruction is performed. Energy deposits

in the HCAL that can be associated with a track signify charged hadron candidates; if the track-

associated energy deposit is in the ECAL, the corresponding object is an electron candidate. Tracks

not associated with a calorimeter deposit are considered muon candidates. Left over energy de-

posits are used to create neutral hadron candidates, if in the HCAL, or photon candidates, if in

the ECAL. Each of these candidates is assigned a four-vector based on the sub-detector informa-

tion [131].

The collection of basic PF candidates are used to create more complex physics objects. The

total transverse momentum of the event is used to locate "missing transverse momentum" (MET).

MET candidates have a four-vector, and can be used to construct physics-objects such as neutrinos.

The curvature of tracks is used to measure the momentum of the charged hadrons, and thus their

particle species. The speed and efficiency of the calculation and combination of PF objects enables

CMS to trigger for a wide variety of physics by modifying software.

The PF algorithm is also responsible for implementing the jet reconstruction algorithms of

CMS. In the analysis presented in this thesis the anti-kt jet reconstruction algorithm is used. Anti-

kt algorithms are sequential algorithms that take into account two quantities: the distance between

two given particles i and j, di j, and the distance between a given particle i and the beam, diB. For

a specific particle i, all the di j and diB are calculated. If the smallest quantity in the collection is

dii j, the particles i and j are combined as four-vectors. The summed four-vector replaces particle

i, and all of the distances are recalculated. If diB is the smallest quantity, then i is designated a

"jet" and removed from the collection. This process iterates until all particles are removed from

the collection, replaced by "jets" associated with one or more particles [133]. This analysis uses

jets reconstructed with the anti-kt algorithm with distance parameter R = 0.4.

CMS gains significant jet reconstruction efficiency via the PF. At low transverse momentum,
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Figure 4.4: Performance of particle flow algorithm compared to simulated calorimeter readout
[132].

PF reconstructs jets at nearly twice the resolution of HCAL and ECAL. This increase in efficiency

comes from the PF integrating in track data with the calorimeter tower data. Figure 4.4 compares

the performance of the PF algorithm to the calorimeter reconstruction [132].

CMS was the first modern collider experiment to replace traditional triggering, based on energy-

deposits and tracks, with HLTs leveraging PF-reconstructed particles. This achievement was en-

abled by the high precision, high accuracy technologies described in this chapter. Experimentalists,

now more than ever, prepare their analyses with unprecedentedly accurate analogues to processes

calculated by theorists. For a given process, a theorist can determine the properties of the final state

particles, and encode these in an MC generator. Experimentalists can then run the MC through a

simulation of CMS and compare what the PF reconstructs to the MC-truth. This technique is

particularly useful for emulating the performance of trigger menus [131].
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4.2 Author’s contributions

In preparation for the 2015 heavy-ion run and the 2016 p-Pb run, we prepared high-level trig-

ger menus for the CMS Forward Heavy-Ion group. This trigger menu was optimized for firing

on ultra-peripheral collisions. We tested the menu’s performance on Monte Carlo generated by

STARLIGHT [79] and reconstructed through a GEANT4 [134] simulation of CMS. During the

experiment, I was present at CERN to monitor the trigger rates and deliver daily reports on their

performance.

The CMS software (CMSSW) includes an emulator for the L1 trigger. This software can re-

emulate alternative L1 menus on previously taken CMS data. The performance of a trigger on the

2011 PbPb data, taken at
√

sNN = 2.7 TeV is extrapolated to the higher energy,
√

sNN = 5.2 TeV

of the 2015 PbPb run.

The HLT menu was tested on both STARLIGHT MC and on data from the 2011 Pb+Pb run.

STARLIGHT is a MC generator for ultra-peripheral collisions, in particular for the vector-meson

photoproduction channels. I used STARLIGHT to generate MC sets for Pb+Pb→ J/Ψ+Pb+Pb

and Pb+Pb→ ϒ(1s)+Pb+Pb. I then used CMSSW to test the performance of the component

bits of the HLT paths with respect to these MC sets.

It was my responsibility to carefully observe the state of the UPC triggers during the heavy-ion

run. If the total HLT rate ever drifted above 100 Hz, the HLT menu could crash and CMS lose

considerable data. It was important for the trigger contacts to make sure that their HLT paths were

behaving in a stable manner. I also analyzed express physics data to test that the vector-meson

triggers saw appropriate mass resonances. Table 4.1 shows the L1 rates for a high integrated

luminosity run during the 2015 PbPb period. Table 4.2 shows the HLT rates for the same run.

For the 2016 pPb run I prepared a trigger menu similar to that of the 2015 PbPb run. Table

4.3 shows the L1 rates for a high integrated luminosity run during the 2016 pPb period. Table 4.4

shows the HLT rates for the same run.

The UPC HLTs we designed are useful to study a wide variety of physics processes. In addition

to the coherent dijet study that is the subject of this thesis, the data gathered through the 2015
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Table 4.1: L1 Trigger Average Rates for Run 263757

L1 Type Pre-DT
Rate
(Hz)

Pre-DT
RMS
Rate
(Hz)

Post-
DT
Rate
(Hz)

Post-
DT
RMS
Rate
(Hz)

Initial
Prescale

Final
Prescale

Double muon + HF veto (thresh. 1) 7.78 8.39 7.64 8.24 0 0
Double muon + HF veto (thresh. 2) 7.86 8.49 7.71 8.33 0 0
Single muon + HF veto (thresh. 2) 85.58 89.76 84.31 88.53 0 0
Double EG2 + HF veto (thresh. 2) 2.26 2.62 2.19 2.54 0 0
Single EG5 + HF veto (thresh. 2) 13.71 16.13 10.8 13.14 0 0

Table 4.2: HLT Average Rates for Run 263757

HLT Type L1 Seed Average Rate of HLT (Hz)

L1 pass through Double muon + HF veto (thresh. 1) 7.64
Requires pixel track Double muon + HF veto (thresh. 1) 1.09
L1 pass through Double muon + HF veto (thresh. 2) 7.71
Requires pixel track Double muon + HF veto (thresh. 2) 1.11
L1 pass through Single muon + HF veto (thresh. 2) 22.41
Requires pixel track Single muon + HF veto (thresh. 2) 11.18
L1 pass through Double EG2 + HF veto (thresh. 2) 2.19
Requires pixel track Single EG5 + HF veto (thresh. 2) 3.96

Table 4.3: L1 Trigger Average Rates for Run 285530

L1 Type Pre-DT
Rate
Before
Prescale
(Hz)

Pre-DT
Rate
After
Prescale
(Hz)

Post-DT
Rate
(Hz)

Double muon + HF veto (1 Tower) 5.47 5.47 5.38
Double muon + HF veto (2 Tower) 5.47 5.47 5.38
Single muon + HF veto (1 Tower) 123.31 123.31 121.15
Single muon + HF veto (2 Tower) 123.31 123.31 121.15
Double EG2 + HF veto (1 Tower) 228.22 N/A N/A
Double EG2 + HF veto (2 Tower) 228.22 N/A N/A
Single EG5 + HF veto (1 Tower) 211.17 211.17 207.00
Single EG5 + HF veto (2 Tower) 211.17 211.17 207.00
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Table 4.4: HLT Average Rates for Run 285530

HLT Type L1 Seed Average Rate of HLT (Hz)

L1 pass through Double muon + HF veto (1 Tower) 5.40
Requires pixel track Double muon + HF veto (1 Tower) 1.20
L1 pass through Double muon + HF veto (2 Tower) 5.40
Requires pixel track Double muon + HF veto (2 Tower) 1.20
L1 pass through Single muon + HF veto (1 Tower) 121.70
Requires pixel track Single muon + HF veto (1 Tower) 58.16
L1 pass through Single muon + HF veto (2 Tower) 121.70
Requires pixel track Single muon + HF veto (2 Tower) 58.16
L1 pass through Double EG2 + HF veto (1 Tower) N/A
Requires pixel track Double EG2 + HF veto (1 Tower) N/A
L1 pass through Double EG2 + HF veto (2 Tower) N/A
Requires pixel track Double EG2 + HF veto (2 Tower) N/A
L1 pass through Single EG5 + HF veto (1 Tower) 208.18
Requires pixel track Single EG5 + HF veto (1 Tower) 159.79
L1 pass through Single EG5 + HF veto (2 Tower) 208.18
Requires pixel track Single EG5 + HF veto (2 Tower) 159.79

trigger menu can address UPC photoproduction of coherent and incoherent J/ψ , coherent ψ(2s),

coherent ρ0, possible ρ0 excited states, and light-by-light scattering. The 2016 trigger menu is

uniquely suited for studying exclusive vector meson photoproduction off the proton in pPb UPC

and it is also possible to study UPC jets. All of these studies have the potential for expanding our

knowledge of the nuclear gluon PDFs at small-x, from 10−2 to 10−5.
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Chapter 5

Monte Carlo and CMS data analysis

The analysis presented in this thesis focuses on the study of angular correlations of dijet events in

ultra-peripheral PbPb collisions at
√

sNN = 5.02 TeV. The dijets are produced by the interaction of

a photon with the lead nuclear target, where the photon is emitted from one of the two colliding

particles. Since this is an exclusive reaction (having only two jets in the event) we have used a

trigger from ultra-peripheral collisions and apply a series of analysis selections offline to select the

events. In this Chapter, first we present the Monte Carlo generator used for this analysis. Second,

we present the analysis selections and discuss the relevant information and physics conclusions

obtained. In the next chapters, the assessment of the systematic uncertainties and the presentation

and discussion of the results will be given.

5.1 Monte Carlo sample

In this analysis we compare RAPGAP [135] to data. RAPGAP generates Monte Carlo (MC)

of exclusive dijets based on next-to-leading-order (NLO) QCD matrix elements. RAPGAP was

originally designed to model photoproduction in electron-proton collisions, where the electron is

a source of virtual photons. For this analysis, RAPGAP was configured to model boson-gluon fu-

sion (BGF) in its electron-proton collision mode. RAPGAP generates events using the F2 structure

function to describe the interaction between the low-virtuality photon and the quark. As discussed

in Section 2.3, RAPGAP has been found to correctly describe the diffractive dijet distributions at

HERA energies.

50



RAPGAP uses diffractive PDFs obtained by the H12006 fit-A model. Diffractive PDFs are

obtained by requiring the proton to remain intact and use fits to electron-proton data by the H1

collaboration. The MC study indicates that the cross section of diffractive dijets predominantly

falls within Bjorken-x < 0.01 and Q2 < 0.05 GeV2. The F2 structure function is well described

within this phase-space. Because of the low Q2, F1 is negligible. The RAPGAP version 3.2.2 is

used.

In order to compare RAPGAP [135] to data, its photon energy spectrum has to be modified

since RAPGAP was not designed for nuclear targets. We have reweighted the RAPGAP events

by the photon-energy distribution computed by STARLIGHT [136] to correct for this difference.

Such a model is referred to as RAPGAP + STARLIGHT in this analysis.

STARLIGHT is a Monte Carlo generator that models two-photon and photon-hadron interac-

tions at ultra-relativistic energies. It is based on the equivalent-photon approximation (EPA) [136].

For a given impact parameter b and a photon energy k, the number density of the photons is

N(k,b) =
Z2α

π2
k

(h̄c)2
1
γ2

[
K2

1 (x)+
1
γ2 K2

0 (x)
]

(5.1)

where K1 and K0 are modified Bessel functions.

The MC output of RAPGAP is then fitted to the STARLIGHT photon distribution by calcu-

lating the weight of an event by the following ratio

w(E)≡
dNSTARLIGHT

γ

dE
/

dNRAPGAP
γ

dE
. (5.2)

After the fit to the photon distribution, the RAPGAP+STARLIGHT MC is converted to

hepMC format and run through a GEANT4 simulation of CMS to account for particle transport

and detector response. The resulting AOD files are then skimmed into “hiforest ntuples".

RAPGAP requires PYTHIA [137] and LHAPDF [138] as additional packages. This analysis

uses PYTHIA v6.413 and LHAPDF v5.31. The MC event-record is given in the form of PYJET,

a common block from PYTHIA. This event record contains the photon energy fraction in the

RAPGAP common block. Some additional details about the MC generation used in this analysis

are given in Appendix A.
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5.2 Data selection

As mentioned in Chapter 5, this analysis uses a data sample collected in PbPb collisions with the

CMS detector in 2015, corresponding to an integrated luminosity of 0.38 nb−1. The integrated

luminosity is calibrated using data from van der Meer scans. The events are selected with the

“HLT_HIUPCSingleEG5NotHF2Pixel_SingleTrack" trigger optimized to select dijets from ultra-

peripheral PbPb collisions. This trigger has three elements: a transverse energy of at least 5 GeV

must be deposited in one tower of the electromagnetic calorimeter (ECAL); at least one HF must

have no signal above the noise threshold, and at least one track must be reconstructed in the pixel

detector. This means that this trigger selects exclusive-type events where there is no activity in

both HF detectors (the topic of this analysis), or inclusive photonuclear dijets where there is no

activity on one side of the detector. Note that for all of the analysis presented in this thesis both

HF calorimeters have been required to be empty using the selections discussed below.

Events from UPCs have much lower multiplicity than typical nuclear PbPb collisions. In order

to maximize the track finding efficiency the events are reconstructed using the standard CMS track

reconstruction and the particle-flow algorithm [132] used for proton-proton collisions.

The z position of the primary vertex is required to be within ± 20 cm of the beam spot cen-

ter (see Figure 5.1). The length of the pixel clusters must be consistent with tracks originating

from this vertex. This requirement removes beam-background events that produce elongated pixel

clusters.

The leading jet pt is required to be above 20 GeV, while the subleading jet pt is required to be

above 15 GeV. The dijets are required to have an invariant mass of at least 35 GeV to be consistent

with the jet energy resolution. In addition, both the leading and subleading jets are required to

have −1.8 < η < 1.8, where η is the pseudorapidity of each jet. Figure 5.2 shows the transverse

momentum pt distribution for the leading and subleading jets.

Figure 5.3 shows the HF leading tower energy distribution for both the HF+ and HF- calorime-

ters, after requiring at the analysis (offline) level that both HF detectors have their energy thresholds

below the electronic noise. These thresholds have been obtained from analyzing events triggered
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Figure 5.1: Measured vertex-z distribution for events that passed the trigger and dijet selection.
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Figure 5.2: Transverse momentum distribution for the leading (open points) and subleading jet
candidates (red full points).

when at least one of the beams did not collide at the interaction point. The energy threshold is 3.6

GeV for HF- and 3.94 for HF+. For completeness, Figure 5.4 shows the scatter plot between both

HF leading tower distributions, indicating that most of the selected events have very low energy
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deposited in both detectors.

0 1 2 3 4 5 6 7 8 9 10
HF Leading Tower Energy (GeV)

1000

10000

100000

d 
E

dN

This Thesis CMS  (5.02 TeV)-1Pb+Pb 0.38 nb

HF+
HF-

Figure 5.3: Leading tower energy for HF+ and HF- for events that passed the UPC trigger used
in this analysis: “HLT HIUPCSingleEG5NotHF2Pixel SingleTrack", after requiring that both HF
detectors have their energy thresholds below the electronic noise.

Figure 5.5 shows the jet multiplicity for the events that passed the analysis selection discussed

above. It can be seen that most of the selected events have indeed only two jets. It is interesting to

study the track multiplicity for the selected events. Figure 5.6 shows such a distribution for events

that have exactly one dijet (red points) as well as the distribution without any jet multiplicity

requirement (blue points). It can be observed that the average track multiplicity for the events

is around 7 for the exactly one dijet sample, which is very similar to the other sample without

any jet multiplicity requirement. It is important to emphasize, as mentioned before, that the jet

reconstruction in this analysis uses the particle-flow algorithm discussed in Section 4.4 which uses

the information from various detectors for jet reconstruction.

We have studied the difference in azimuth between the two jets in the laboratory frame since

the ultra-peripheral dijet events typically have a back-to-back topology. Figure 5.7 shows the ∆φ

distribution for each pair of jets, for events that have exactly two jets (black points), exactly three
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Figure 5.4: Scatter plot between the leading tower energy for HF+ and HF- for events that passed
the UPC trigger used in this analysis: “HLT HIUPCSingleEG5NotHF2Pixel SingleTrack", after
requiring that both HF detectors have their energy thresholds below the electronic noise.

jets (red points) and more than three jets (blue points). As shown in Figure 5.5 most of the events

have exactly two jets, and figure 5.7 shows that as the jet multiplicity increases the ∆φ distribution

gets wider, as expected. In addition, we can notice that most of the selected events have a ∆φ > 2,

which is consistent with back-to-back jets. For this reason, we have applied the selection that the

dijets have precisely ∆φ > 2. Henceforth, only events that have exactly one dijet are considered

because this is one of the characteristic features of UPC dijets we are studying.

Another way to confirm that the selected events are from UPC dijets is to study the momentum

imbalance between the leading and subleading jets. This can be studied by measuring the A j

distribution defined as A j =
pt,1−pt,2
pt,1+pt,2

(see Figure 5.8), where pt,1 corresponds to the transverse

momentum of the leading jet, and pt,2 is the transverse momentum of the subleading jet. It is

interesting to mention here that in the case of inclusive dijet production in high-energy nucleus-

nucleus collisions where “jet quenching" has been observed, the A j distribution is much wider,

showing average A j values much larger than 0.4. The A j values for the selected events shown
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Figure 5.5: Jet multiplicity distribution for events that passed the UPC trigger and basic analysis
selection (see text for details).

in Figure 5.8 are consistent with proton-proton collisions where there is no “jet quenching” or

momentum imbalance. This again is consistent with UPC dijets. This result is also confirmed by

studying the transverse momentum distribution for the UPC dijet events as shown in Figure 5.9.

These figure also shows that apart from purely coherent dijets the data sample contains events from

hard-scatting processes (DIS-type) that have a larger transverse momentum.

Figure 5.10 shows the invariant mass distribution for the UPC dijet candidates. The dijet system

extends to invariant mass values beyond 100 GeV; the mean of the distribution is around 50 GeV.

The rapidity distribution for the dijet system is shown in Figure 5.11.

5.2.1 Large rapidity gaps using the tracker

In order to clasify the events as forward-going and backward-going dijets, and so study the energy

dependence of these proceses, we have applied a large rapidity gap using the tracker.

Photon-induced events are typically asymmetric in rapidity. Thus, these dijets are produced
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Figure 5.6: Track multiplicity distribution for events that passed the event selections discussed in
the text. The distributions with exactly one dijet (points in red) and without any jet multiplicity
requirement (points in blue) are shown.

in either the backward or forward hemispheres of CMS, and are characterized by a large forward

rapidity gap (FRP), or a large backward rapidity gap (BRP), respectively.

Figure 5.12 is an example of a coherent-type dijet event display. The locations of the jets

(in yellow) and the high purity tracks (in blue) are plotted against the azimuthal angle φ and

pseudorapidity η . A rapidity gap is the range of η between the edge of the pixel tracker and

the first high purity track. The gap measured from the forward edge of the tracker (η = 2.5) is

designated "FRP", and likewise the gap measured from the backward edge of the tracker (η =

−2.5) is designated "BRP". Both jets fall within −1.8 < η < +1.8. Notice that there is a large

FRP gap.

Figure 5.13 is an example of a non-coherent dijet event display. Notice that both the BRP and

FRP are small, corresponding to tracks covering a wide range of CMS pseudorapidity. This kind

of event would be excluded by our rapidity gap selection.

Figure 5.14 shows the rapidity gap distribution for both the BRP and the FRP gaps. We note that
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Figure 5.7: ∆φ distribution for events that passed the event selection discussed in the text for the
case where there is exactly one dijet (black points), exactly three jets (red points) and more than
three jets (blue points).

most of the selected events seem to have a small rapidity gap. This comes from the complementary

behavior of the BRP and FRP gaps. When the FRP gap is small (around 0 gap-size), the BRP gap

will be large (from 1 to 3 gap-size); therefore, low peak in the FRP gap originates from events

with a large BRP gap, and vice-versa. Figure 5.14 is thus the 1 dimensional projections of the

2 dimensional scatter plot, figure 5.15. Small rapidity gaps could also originate from two other

scenarios: either the dijets are not from an exclusive-type process, or the tracks produced are

located very close to the dijets in rapidity (resolved photon case discussed in Section 2.3).

Note that for UPC dijet production the gap will fall on the z+ or z- half of the CMS detector

according to the direction of the incoming photon. If the incoming photon is moving towards the

z+ direction, the rapidity gap will be on the z+ side of CMS, and vice versa. This can be seen

in Figure 5.15 that shows the scatter plot between the BRP and FRP gaps for the coherent dijet

sample. One can clearly see that the events are clustered around a larger BRP and a small FRP, or

vice versa.
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Figure 5.8: Momentum imbalance distribution (A j) for UPC dijet candidates, i.e. events that have
exactly one dijet and that have passed the various selections (see text for details).

Based on Figure 5.15, forward-going events are required to have BRP>1.2 and BRP > FRP

while backward-going events were required to have FRP>1.2 and FRP>BRP.

The choice of BRP>1.2 can be justified in two ways. First, from a rule of thumb hadronic

events are less likely to have a large empty region in the tracker. In a more quantitative way

using the simulated response of CMS in the MC-sample discussed in the Monte Carlo Section, the

BRP>1.2 selection can be justified since 98% of the reconstructed dijets that pass BRP>FRP also

pass BRP>1.2.

Figure 5.16 shows the scatter plot between the BRP and the FRP gaps for the reconstructed

coherent dijet events obtained from the RAPGAP + STARLIGHT Monte Carlo, confirming the

large rapidity gap selection used in this analysis. Note that in the generated dijet events, only one

of the photon directions has been simulated. For this reason, and contrary to Figure 5.15, only

one of the two components is shown. For completeness, the projection of the rapidity gaps of the

reconstructed MC events is shown in Figure 5.17 .

After applying the BRP and FRP requirements, we have studied the average rapidity distri-
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Figure 5.9: Transverse momentum distribution for the UPC dijet candidates (see text for details).
This plot is consistent with the momentum imbalance distribution, confirming that the events are
back-to-back balanced jets.
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Figure 5.10: Invariant mass distributions for the UPC dijet candidates (see text for details).
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Figure 5.11: Dijet rapidity, after dijet event selection.
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Figure 5.12: An example of an coherent dijet candidate, characterized by a large forward rapidity
gap.

bution for the UPC dijets, as shown in Figure 5.18. The forward-going dijets are shown in blue

(after applying the BRP gap requirement), while the backward-going dijets are shown in red (after

applying the FRP gap requirement). The two distributions are highly symmetric, implying equal

efficiency for selecting these events on either side of the CMS detector.
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Figure 5.13: An example of a non-coherent dijet candidate, characterized by the absence of a large
rapidity gap on either side of CMS.
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Figure 5.14: Rapidity gap distribution for the UPC dijet events for the backward (black points) and
forward (red points) rapidity gaps.
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Figure 5.15: Scatter plot of the forward rapidity gap (FRP) versus the backward rapidity gap (BRP)
for coherent dijet candidates.
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Figure 5.16: Scatter plot between the BRP and FRP for the UPC dijets from the reconstructed
RAPGAP + STARLIGHT events. Only one of the two photon directions has been simulated.

5.3 v2 measurement

To determine v2, first the vector sum of the leading and subleading jets are defined by

~QT = ~k1 +~k2 (5.3)
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Figure 5.17: Projection of the BRP and FRP gap distributions from Figure 5.16.
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Figure 5.18: Average rapidity for the forward-going (blue points) and backward-going coherent
dijets (red points).

and the vector difference by

~PT =
1
2
(~k1−~k2), (5.4)
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where ~k1 and ~k2 are the transverse momentum vectors of the leading and the subleading jets,

respectively. Here leading jets are defined as the jets with the largest energy. The transverse

momentum distributions for the leading and subleading jets after applying the large rapidity gap

selection using the tracker are shown in Figure 5.19. The scalar product of both of these vectors

determine the cosine of the angle between them

cos(φ) = ~QT ·~PT/(|| ~QT || · || ~PT ||) (5.5)

and using trigonometric relationships one can obtain

v2 = 〈cos(2φ)〉, (5.6)

where φ is the angle between the ~QT and the ~PT vectors, associated with the azimuthal anisotropy

of the gluon distribution in the nuclear target. As mentioned in Section 2.4, several theorists [108]

have suggested measuing such an angular correlation. It is important to mention here that although

some authors suggest that their calculations are only valid in the so-called “correlation limit”, also

known as the back-to-back limit or TMD limit (Pt� Q), the analysis performed in this thesis has

all the data with Pt > Q, yet it is not much larger. Covering such a region requires much larger

statistics or focusing in the lowest QT region in this analysis.
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Figure 5.19: Transverse momentum for the leading and subleading jets, after dijet event selection
including the large rapidity gap selection (LRG). The LRG selection requires that an event pass
either the BRP or FRP selection.
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Figure 5.20 is an illustration of the relationship between the dijet vectors ~k1 and ~k2, the vectorial

sum ~QT and the vectorial difference ~PT , and the correlation angle φ .

Figure 5.20: Diagram showing the relationship between ~k1,~k2, ~QT , ~PT , and φ .

As mentioned in Chapter 2, the angular correlation analysis is defined in terms of two variables,

namely, the vector sum (QT ) and the vector difference (PT ) of the leading and sub-leading jets.

Figure 5.21 shows the QT and PT of data. In order to study the kinematics of coherent dijets, we

have to study the scatter plot between both variables, as shown in Figure 5.22. Note that both the

forward-going and backward-going dijets have been merged together in one sample here. We note

that most of the events have both low QT and low PT . This is not surprising since the photoproduced

events are expected to have a small QT .
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Figure 5.21: Vector sum (QT ) and vector difference (Pt) of the leading and sub-leading jets for the
selected events. Both the forward-going and backward-going dijets have been merged together in
one sample.

5.3.1 Raw v2 distributions

Using the procedure described above, the angular distribution dN
dφ

has been measured. Figure 5.23

shows the angular distribution for coherent dijet events that do not have the large rapidity gap

requirement; UPC dijet events that have the large rapidity gap (BRP or FRP), and UPC dijet events

where both BRP and FRP configurations have been merged into one sample. One can observe

that in all these cases there are events peaked approximately around π which is consistent with

longitudinal polarization. This is interesting and somewhat surprising since one would expect

that in UPC dijets most of the events will be from transversally polarized photons due to helicity

conservation.

In addition, we have studied the distribution for both the generated and reconstructed RAP-

GAP + STARLIGHT dijet events. Figure 5.24 shows the results for the generated events, and

Figure 5.25 shows the results for the reconstructed events.

The comparison between the average v2 between the reconstructed data, after applying all
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Figure 5.22: Scatter plot between the vector sum (QT ) and vector difference (Pt) of the leading and
sub-leading jets for the selected events. Both the forward-going and backward-going dijets have
been merged together in one sample.
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Figure 5.23: Raw φ distribution in data for the following cases: no requirement on large rapidity
gaps (black points), BRP selection (blue points), FRP selection (red points) and combined BRP
and FRP sample (green points).
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Figure 5.24: Same-event φ for the generated RAPGAP + STARLIGHT dijet events.
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Figure 5.25: Same-event φ for the reconstructed RAPGAP + STARLIGHT dijet events.

the event selections mentioned above, and the average v2 obtained from the generated RAP-

GAP+STARLIGHT dijet events is shown in Figure 5.26, as a function of the vector sum QT .

One can see that the average v2 value is flat across this variable, and there is a good agreement

between the reconstructed data results and the generated events, indicating that the background

and resolutions corrections are, in principle, small for the case of the data integrated over PT .
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Figure 5.26: Average reconstructed v2 distribution for data, compared to the generated v2 distribu-
tion obtained from RAPGAP + STARLIGHT.

5.3.2 Mixed event results

In practice v2 is sensitive to the acceptance of the CMS detector which may produce a non-zero

v2 in the absence of any true physics correlation. The acceptance is accounted for using the event

mixing method. Each dijet event is mixed with a series of other events that have a vertex close

to the original event and their leading and subleading jets swapped. The mixed events are also

subject to the same selection on QT as the real events. For the mixed events there is no physical

relationship between the leading and subleading jets. Therefore v2 for mixed events depends only

upon the detector acceptance effects. The v2 of mixed events effects are in turn subtracted from our

final result, although results without the mixed-event subtraction are also presented. Each event

that passes our selection is mixed with five other events to produce five mixed-dijet candidates.

Note that in order to be mixed, each event has to have only one dijet.

Figure 5.27 shows the dN
dφ

distribution for the mixed-events data. Figure 5.28 shows the mixed-

event QT and PT distribution, and Figure 5.29 shows the scatter plot between these two variables.

The dijet rapidity and the dijet invariant mass distributions for the mixed-event sample are shown

in Figure 5.30 and Figure 5.31, respectively. It is interesting to notice that the QT distribution for
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the mixed-event sample is very different from that of the same-event sample, indicating that the

analyzed events are indeed from the UPC dijet process and not from a acceptance effect.

The shape of the mixed-event angular distribution originates from the pure kinematics and

the analysis requirements. This has been confirmed from studying the a toy MC using a random

generator.

It is importnat to notice that the theoretical studies reported in the literature do not make any

mention to the angular correlation due to the mixed-event distribution and whether this should be

taken into account in the measurement. We have presented some of the results in such a way, fol-

lowing the standard procedure in flow studies in nucleus-nucleus collsions, while this assumption

is not fully justified at present.
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Figure 5.27: φ distribution for the mixed-event data for coherent dijet candidates.

From the results shown in Figure 5.27 we have measured the average of the v2 distribution

as a function of QT (see Figure 5.32). The subtracted result is given by vraw
2 − vmixed

2 , and the

distribution is shown in Figure 5.33.
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Figure 5.28: Mixed data QT and PT distributions.
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Figure 5.29: Mixed data dijet QT and PT scatter plot.

5.3.3 Resolution correction

To get the true v2 it is also necessary to apply a correction for the experimental resolution in

estimating the φ angle. The correction factor R is computed as (vReco
2 −vReco

2,Mixed)/(v
Gen
2 −vGen

2,Mixed),

where vReco
2 is obtained from reconstructed events, and vGen

2 from generated events. This factor
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Figure 5.30: Mixed data dijet rapidity distributions.
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Figure 5.31: Mixed data dijet invariant mass distributions.

is estimated from Monte Carlo studies using RAPGAP and found to be approximately one for

the various φ region. Figure 5.34 shows the R factor as a function of QT for the coherent dijet

candidates.
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Figure 5.32: Mixed-event result for the average v2; data is mixed, MC is mixed.
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Figure 5.33: Subtracted result; v2 = vraw
2 − vmixed

2 .

5.3.4 Corrected v2

Thus, the final value of v2 is given by v2 =
vraw

2 −vmixed
2

R , where R is the resolution correction factor.

This is shown in Figure 5.35, where each bin in QT is given an R factor.
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Figure 5.34: Correction factor R.
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Figure 5.35: Corrected v2 distribution for the coherent dijet candidates.
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5.4 v2 differential analysis

Before discussing the assessment of the systematic uncertainties, we will apply some kinematic

selections on the UPC dijet candidates. In particular, the UPC dijets are required to have a QT <

20 GeV and a PT < 40 GeV since this is the region where most of the events are present in data.

Furthermore, the angular correlation analysis will depend on the energy of the photon-lead

center-of-mass system (Wγ+Pb). This can be estimated using the following equation

Wγ+Pb = 2EPbMInve−y, (5.7)

where EPb is the energy of the target, MInv is the invariant mass of the dijet system, and y is the

dijet rapidity. As shown in this formula there is a two-fold ambiguity in the photon direction at

y 6= 0. Since we have the dijet samples in the forward-going or backward-going directions, any

energy-dependent analyses will have to be done separately for each direction.

The scatter plot between the invariant mass and the rapidity for the UPC dijets is shown in

Figure 5.36 for the BRP selection, and in Figure 5.37 for the FRP selection. In addition, the

equivalent plot for the RAPGAP + STARLIGHT sample is shown in Figure 5.38.
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Figure 5.36: Scatter plot between the dijet rapidity and dijet invariant mass for BRP in data and
requiring QT < 20 GeV and PT < 40 GeV.
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Figure 5.37: Scatter plot between the dijet rapidity and the dijet invariant mass for FRP in data and
requiring QT < 20 GeV and PT < 40 GeV.
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Figure 5.38: Scatter plot between the dijet rapidity and dijet invariant mass for BRP in the RAP-
GAP+STARLIGHT and requiring QT < 20 GeV and PT < 40 GeV.

From these results and using the formula mentioned above, we have decided to focus in the

following three different kinematic regions:

• Region I: BRP region with QT < 20 GeV and PT < 40 GeV;
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• Region II: BRP region with QT < 20 GeV and PT < 40 GeV, and 40 < MInv < 60 GeV, and

-1.8 < y <0, and

• Region III: BRP region with QT < 20 GeV and PT < 40 GeV, and 40 < MInv < 60 GeV, and

0 < y <1.8.

By studying Region II and Region III, it is possible to study the energy dependence of the

angular correlations in the kinematic region with the larger sample size. Since the results for BRP

and FRP are consistent to each other, and for the simplicity of the presentation of the results, all the

following studies are carried out for the BRP region only. In the section related to the systematic

uncertainties we provide further comparisons between the BRP and FRP regions.

5.4.1 Raw v2 distributions

Figure 5.39 shows the raw v2 results as a function of QT (top plots) and PT (bottom plots) for

Region I (left), Region II (middle) and Region III (right). We observe that the raw v2 results are

flat as a function of QT . We also note that the raw v2 results as a function of PT tend to increase as

PT increases. In particular in Region III in the interval between 30 and 35 in PT , the value of raw

v2 reaches 1.

5.4.2 Mixed event results

Figure 5.40 shows the mixed-event v2 results as a function of QT (top) and PT (bottom) for Region

I (left), Region II (middle) and Region III (right). For the mixed-event v2 as a function of QT , we

observe that v2 decreases as QT increases. This is in contrast to the mixed-event v2 as function

of PT that increases as PT increases going from -1 to 1. Note that these values correspond to

back-to-back events.
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Figure 5.39: Raw v2 distributions for Regions I, II, and III.
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Figure 5.40: Mixed v2 distributions for Regions I, II, and III.
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5.4.3 Subtracted event results

Figure 5.41 shows the v2 results (raw v2 subtracted by the mixed-event v2) as a function of QT

(top plots) and PT (bottom plots) for Region I (left corner), Region II (middle plots) and Region

III (right corner). The subtracted results show the same trend reported above. We do not observe a

significant difference in any of the so-called regions.
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Figure 5.41: Mix-subtracted v2 distributions for Regions I, II, and III.

5.4.4 Resolution correction

Figure 5.42 shows the resolution correction factor, defined above, as a function of QT (top) and PT

(bottom) for Region I (left), Region II (middle) and Region III (right). Notice that, for the bottom

right plot, corresponding to the resolution correction as a function of PT in Region III, the 30 - 35

GeV/c bin is empty. The bin is empty because the RAPGAP+STARLIGHT sample has no events

in this specific kinematic region. As such, this bin will be empty in this region for corrected v2

plots.
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Figure 5.42: Resolution correction of v2 distributions for Regions I, II, and III.

5.4.5 Corrected v2

Figure 5.43 shows the corrected v2 results as a function of QT (top) and PT (bottom) for Region I

(left), Region II (middle) and Region III (right). Before discussing these results, let us discuss the

assessment of the systematic uncertainties in the next section.
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Figure 5.43: Corrected v2 distributions for Regions I, II, and III.
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Chapter 6

Systematic uncertainties

Several cross checks are preformed to test the robustness of the analysis, and the following sources

of systematic uncertainties are assessed: detector symmetry, vertex selection, jet pT selection, and

resolution correction factor.

6.1 Detector symmetry

The symmetry of the detector is estimated by comparing events with jets at positive rapidity to

those with jets at negative rapidity (comparison between the BRP and FRP results). No significant

change in v2 is observed, as can be observed in Figure 6.1. Table 6.1 contains the v2 systematic

error from detector symmetry. The percent systematic error here was calculated by taking the

difference of the v2 calculated for the BRP and FRP regions.
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Figure 6.1: Raw data, differential analysis regions, LRG selection systematics on v2. The BRP
results (blue points) and the FRP results (red points) are compared.
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QT Bin (in GeV/c) Region I (%) Region II (%) Region III (%)
1-5 4.7 6.7 10.1
5-10 4.0 1.8 3.9

10-15 5.7 12.2 7.1
15-20 2.2 12.3 21.7

Table 6.1: Table of v2 systematic uncertainties from LRG selection.

6.2 Vertex requirement

The vertex requirement is tightened from ± 20 cm to ±7 cm. Figure 6.3 shows v2 as a function of

QT calculated from the nominal event selection (black solid points) and by a selection varying the

vertex selection (red hollow points); to vary the vertex selection, we reduced the vertex z-position

cut from |vz| < 20 cm to |vz| < 13 cm. Table 6.2 shows a table of the v2 systematic uncertainties

from the vertex selection.
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Figure 6.2: Angular correlation for the nominal analysis, and after changing the vertex requirement
from ± 20 cm to ± 7 cm.
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Figure 6.3: Raw data, differential analysis regions, vertex selection systematics on v2. The nominal
results (blue points) and the vertex-cut varying results (red points) are compared.

QT Bin (in GeV/c) Region I (%) Region II (%) Region III (%)
1-5 1.9 1.5 0.7
5-10 0.2 4.2 1.4

10-15 0.5 4.8 1.5
15-20 0.2 12.2 1.0

Table 6.2: Table of v2 systematic uncertainties from the vertex selection.

6.3 Energy scale

The pT thresholds for the leading and subleading jets are changed by +1 GeV/c. Figure 6.4 shows

the φ distribution for the nominal event selection, and by a selection that increases the jet pt cuts by

1 GeV/c. Figure 6.5 shows the v2 as a function of QT under the nominal event selection, and after

varying the jet pt cuts. Table 6.3 shows the v2 systematic uncertainties from the jet pt selection.

Note that Region II has low statistics at high QT.

QT Bin (in GeV/c) Region I (%) Region II (%) Region III (%)
1-5 0.3 15.0 6.3
5-10 0.1 1.5 1.0

10-15 1.3 10.5 3.5
15-20 2.4 10.0 8.3

Table 6.3: Table of v2 systematic uncertainties from the jet pt selection.
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Figure 6.4: Angular correlation of the UPC dijet analysis for the nominal analysis, and that after
increasing by 1 GeV both the leading and subleading pt of the jets.
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Figure 6.5: Raw data, differential analysis regions, jet pt systematics on v2. The nominal results
(blue points) and the results after varying the jet pt cut (red points) are compared.

6.4 Resolution correction factor systematics

We have added to the resolution correction factor as a systematic uncertainty a 50% variation of the

MC closure, which is an approach used in other CMS jet analyses. Figure 6.6 shows the different

in φ measured in terms of QT and PT for the MC sample (RAPGAP + STARLIGHT, defined
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above, as a function of QT for Region I (left corner), Region II (middle plots) and Region III (right

corner).
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Figure 6.6: Resolution factor (R) including the systematic uncertainty for Regions I, II, and III (see
text for details).

6.5 Total systematic uncertainty

The systematic uncertainties from the LRG, vertex, and jet pt selection are added in quadrature to

produce the total systematic uncertainty. Table 6.4 shows the total systematic uncertainties for the

differential analysis regions. The systematic uncertainty on the R resolution factor are negligible

compared to the sources presented.

QT Bin (in GeV/c) Region I (%) Region II (%) Region III (%)
1-5 5.1 16.5 11.9
5-10 4.0 4.8 4.3

10-15 5.9 16.9 8.1
15-20 3.3 20.0 23.2

Table 6.4: Table of total v2 systematic uncertainties.
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Chapter 7

Results

The results presented in this thesis have been divided into two sections. We first present the results

after applying the mixed-event subtraction, and then present the corresponding results without it.

Although in typical flow analyses in high-energy nucleus-nucleus collisions the event-mixed

subtraction technique is applied, in this analysis it is questionable. First, the angular correlation

studied here is not the laboratory frame as for the standard flow analyses, and all the theoretical

predictions reported do not mention the need to subtract the mixed-event distribution.

When subtracting the data, as mentioned in this thesis, we have considered that the mixed-

events are additive. And this is an assumption that has not been justified fully at present.

Presenting both results is important since the v2 results, in particular, the QT dependance has a

different shape and magnitude whether the mixed-event v2 is subtracted or not, particularly for the

low pT region which corresponds to most of the data analyzed.

7.1 Results using mixed event subtraction

Table 7.1, Table 7.2, and Table 7.3 show the v2 values from the corrected data in the differential

analysis regions as a function of QT for the differential analysis regions. The FRP selection is used

as a systematic cross-check of the BRP selection. These regions encompass QT < 20 GeV and

PT < 40 GeV. The analysis regions are used to study the energy WγPb dependence of v2. To this

end, Region I covers the full rapidity range of the analysis; Region II covers the backward rapidity

scattered jets; and Region III covers the forward rapidity scattered jets. These results are shown in

Figure 7.1 for Region I, in Figure 7.2 for Region II, and in Figure 7.3 for Region III. The corrected
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v2 increases as QT increases from about 0.5 reaching about 1. The comparison between the Region

II and Region III results is shown in Figure 7.4.
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Figure 7.1: Corrected data, differential analysis region I, v2 with systematic uncertainty, for BRP
selection.

Figure 7.4 compares the corrected data v2 measured in Region II and Region III for the BRP se-

lection. In addition, the generated RAPGAP + STARLIGHT and been compared to the corrected

v2 results. Figure 7.5, Figure 7.6 and Figure 7.7 show this comparison for Region I, Region II and

Region III, respectively. The overall trend of v2 increasing as QT increases is seen in the generated

RAPGAP + STARLIGHT sample, although the values are somewhat below the corrected data

for most intervals.

Figure 7.8 shows the corrected v2 distribution of Region I, with an additional requirement that

PT > 30 GeV. We have made this selection to study the impact of the mixed-event subtraction. At
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Figure 7.2: Corrected data, differential analysis region II, v2 with systematic uncertainty, for BRP
selection.

low PT the impact of the subtraction is the largest, as discussed above, and by requiring PT > 30

GeV we observe that the measured v2 is still non-zero across the QT intervals studied.

7.2 Results without mixed-event subtraction

As mentioned in the introduction of this chapter, there are some caveats in justifying a mixed-

event v2 subtraction and in its implementation. For this reason, we have also measured v2 without

subtracting for the mixed-event distribution.

The corrected v2, without mixed event subtraction, are presented in Figure 7.9, Figure 7.10,

and Figure 7.11 as a function of QT for Region I, Region II, and Region III.

93



0 2 4 6 8 10 12 14 16 18 20 22
QT (GeV/c)

0.2−

0

0.2

0.4

0.6

0.8

1

1.2)>φ
v2

 =
 <

co
s(

2

This Thesis  (5.02 TeV)-1Pb+Pb 0.4 nb

Region III

DATA
Sys. Error

Figure 7.3: Corrected data, differential analysis region III, v2 with systematic uncertainty, for BRP
selection.
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Figure 7.4: Corrected data, differential analysis region II (red) and region III (black), v2 as a
function of QT for the BRP selection.
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Figure 7.5: Corrected data, differential analysis region I, v2 with systematic uncertainty, for BRP
selection. The corresponding RAPGAP+STARLIGHT sample has been overlaid.
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Figure 7.6: Corrected data, differential analysis region II, v2 with systematic uncertainty, for BRP
selection. The corresponding RAPGAP+STARLIGHT sample has been overlaid.
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Figure 7.7: Corrected data, differential analysis region III, v2 with systematic uncertainty, for BRP
selection. The corresponding RAPGAP+STARLIGHT sample has been overlaid.
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Figure 7.8: Corrected v2 distribution, for Region I, with additional cut on PT > 30 GeV.
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Figure 7.9: Corrected v2 distributions, without mixed event subtraction, for Regions I.
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Figure 7.10: Corrected v2 distributions, without mixed event subtraction, for Regions II.
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Figure 7.11: Corrected v2 distributions, without mixed event subtraction, for Regions III.
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Chapter 8

Summary

High-energy photon-nucleon (nucleus) collisions offer a unique opportunity to study hadron struc-

ture and low Bjorken-x gluon dynamics at photon intensities and energies that are unavailable

elsewhere. The study of such reactions has received renewed interest following recent studies of

ultra-peripheral collisions (UPCs) involving ions and protons at RHIC and the LHC. In UPCs,

photon-induced interactions predominantly occur when the colliding hadrons are separated by a

distance larger than the sum of their radii. For this subset of collisions hadronic interactions

are highly suppressed. Because of Lorentz contraction, the electromagnetic field of a relativis-

tic heavy-ion is equivalent to a flux of virtual photons. In UPCs, one of the hadrons may emit

a quasi-real photon that fluctuates into a quark-antiquark pair with the photon quantum numbers.

The interaction proceeds via the exchange of the vacuum quantum numbers, the so-called pomeron

exchange. The momentum transferred at the proton vertex is quantified by the Mandelstam vari-

able t. The Fourier transform of t gives access to the transverse profile of the target. In a similar

way, the Fourier components of the angular distribution are expected to signal the orbital motion

of the target.

The study of coherent dijet photoproduction in ultra-peripheral heavy-ion collisions has re-

cently been suggested as a probe of the gluon Wigner distribution, which is considered the most

fundamental gluon distribution. The dijet kinematics express the azimuthal anisotropy (v2) of the

gluon distribution in the nuclear target. Such “elliptic" gluons originate from the intrinsic orbital

momentum of the target. Measuring v2 from coherent dijets is expected to give access, for the first

time, to the gluon Wigner distribution.

The analysis presented in this thesis focused on the study of angular correlations of dijets in
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ultra-peripheral PbPb collisions at
√

sNN = 5.02 TeV. The dijets are produced by the interaction of

a photon with the lead nuclear target, where the photon is emitted from one of the two colliding

particles. We present, for the first time, the measurement of the second harmonic of the angular

distribution, v2, which is believed to originate from the orbital angular momentum of the gluonic

matter within the lead target. At the same time, analysis presented in this thesis covers a wider

QT region, and while PT is always larger than QT , PT is not as large as required by the theoretical

calculations mentioned in the literature.

Indeed, some caveats are important before proceeding to the interpretation of the results pre-

sented in this thesis; for example, the justification of the subtraction of the mixed-event data,

which is not discussed in the theoretical studies cited in this work. For this reason, we presented

the measured v2 with and without the mixed-event v2 subtraction. In addition, the theorists are

interested in studying the coherent photoproduction of dijets, while there are also some non-zero

correlations for high QT dijets which are consistent to a hard-scattering process. Developing an

analysis technique for utilizing these events in the low QT region is important as they could be a

background-type process. Furthermore, the high Qt dijets are from a hard-scattering process which

can in principle be computed using perturbative QCD. No detailed calculations about this process

exist in the literature at present. Refined studies of the jet energy scale correlation will lower the

conservative estimate of systematic uncertainty presented here. The jet energy scale correction on

the QT bins has not been applied, yet this is not expected to change the shape of the QT dependence

of the results.

The data collected by CMS in this thesis, together with the forthcoming PbPb data in Fall 2018,

will allow physicists to study a wide variety of processes involving jets, using jets coming from

charm or bottom quarks. We have also prepared triggers and collected pPb data in 2016 to study

dijet photoproduction, offering the opportunity to study the process in photon-proton interactions

at higher energies.

The precise measurement of the elliptic gluon distribution relies on the extraction of longitu-

dinal polarization. The method for doing so in hadronic colliders, such as the LHC, is not yet
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developed. Most of the theoretical predictions of the elliptic gluon distribution have been done

for the future U.S.-based Electron-Ion Collider. Altogether, the results presented in this thesis are

expected to provide new insights into the gluon dynamics in nuclei at high energies, and trigger

discussion among the nuclear physics community interested in angular correlations of dijets both

at LHC and EIC energies.
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Appendix A

Monte Carlo Generation and Reconstruction

The Monte Carlo (MC) for this analysis was generated using the RAPGAP software package.

RAPGAP is a generator for electron-proton collisions. The structure functions measured at HERA

are used to model a variety of diffractive processes. Each event has a characteristic energy for the

virtual photon exchanged by the electron and proton. This photon energy is used to reweigh the

MC to model the energy distribution of the Weizacker Williams photon flux.

w(E) =
dNe f f

γ

dE
/

dNRAPGAP
γ

dE
(A.1)

dNRAPGAP
γ /dE is obtained by fitting the formula for the total electron-proton cross-section, σγ p to

the RAPGAP MC’s energy distribution.
d2σep

dy dQ2 =
α

2πQ2

(
1+(1− y)2)

y
− 2(1− y)

y
· Q

2
min

Q2

)
·σ tot

γ∗p(Wγ∗p), (A.2)

where

Q2
min ≈

m2
e y2

1− y
. (A.3)

In this context, y is the energy fraction carried away from the electron by the mediating virtual

photon, Q2 is the photon virtuality, me is the electron mass, σ tot
γ∗p(Wγ∗p) is the total photon-proton

cross section, and Wγ∗p is the center of mass energy of the photon-proton collision. The Feynman

diagram of the RAPGAP process – boson-gluon fusion – is given in figure A.1. The photon energy-

fraction, according to RAPGAP and STARLIGHT, is shown in figure A.2.

120



Figure A.1: RAPGAP process: boson-gluon fusion.

Figure A.2: Left: photon energy-fraction distribution before fitting, with RAPGAP(blue), fitting
function (red solid), and the extrapolation of the fitting function (red dotted). Right: photon energy-
fraction of RAPGAP after reweighing (blue) and according to STARLIGHT (red).
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Appendix B

Measuring luminosity

Although the analysis results presented in this thesis do not require a precise knowledge of the

measured luminosity since it is an angular correlation study, it is important to introduce this quan-

tify since the author contributed in this direction and it is essential information needed during

data-taking.

B.1 Instantaneous luminosity

One of the most important quantities measured by CMS is luminosity, which quantifies how many

collisions are occurring in the detector. Luminosity is necessary to convert the number of events

detected, for a given channel into a collision cross section. Collision cross sections are among the

primary observables predicted by theoretical physicists. For particle physics, the collision cross-

section of a process is typically measured through the relation:

σ =
R
L
, (B.1)

where σ is the cross section, R is the rate at which the process occurs per collision, and L is the

instantaneous luminosity. L is measured via the rate of a given luminometer and taking into account

the acceptance A

L =
R

σo(E)A(t,µ,nb, ...)
. (B.2)

The denominator is typically measured as the visible cross section, σvis,

σvis = σo(E)A(t,µ,nb, ...), (B.3)

where σo(E) comes from separating out the dependence of σvis on collision energy E. σvis ideally

has no dependence on time or experimental conditions i.e., it is constant with respect to pile-up
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and invariant to the filling scheme. For example, activity in the HF scales with the instantaneous

luminosity. Therefore, the visible cross-section – which has no time dependence – can be used as

a calibration constant for converting the rate of HF activity into instantaneous luminosity. Every

luminometer should have its own characteristic visible cross section. In this way, multiple inde-

pendent luminometers can cross check each other. A(t,µ,nb, ...) is the detector acceptance as a

function of time (t), pileup (µ), and filling scheme nb [139–141].

B.2 Luminometers

Within CMS, the Beam Radiation and Luminosity (BRIL) group is responsible for providing lu-

minosity measurements and studying the radiation levels for the various detectors. There are two

kinds of CMS luminometer: online and offline. Online luminometers readout the luminosity per

bunch in real time. As of 2015 there are three online luminometers: the pixel luminosity telescope

(PLT), the HF, and the beam conditions monitor (BCM1f). There is a high-rate, independent data-

acquisition system for each of the online luminometers. Offline luminometers measure the rate of

reconstructed objects. The primary offline lumimoneter is the pixel tracker. In general, the offline

luminometers have better stability over time. [140]

The online and offline luminometers complement each other for high precision data analysis.

Specifically, the offline data can be used to calibrate out imperfections in the online data.

In addition to these hardware luminometers, CMS can use physics processes as luminosity

benchmarks. For example, measuring the Z-boson cross-section to a high accuracy and high pre-

cision is an alternative.

B.2.1 Pixel luminosity telescope

The pixel luminosity telescope (PLT) is one of the online luminometers of CMS. The PLT consists

of 8 pixel telescopes arranged around the beamline on either side of the CMS interaction point.

Each telescope has three layers of silicon pixel detector. Triple coincidences in these telescopes
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Figure B.1: PLT triple coincidence.

are measured as luminosity on a bunch-by-bunch basis. A cartoon of a triple coincidence track in

the PLT is given in figure B.1. As an independent luminometer, the PLT data are also useful for

reducing the systematic uncertainty of the luminosity delivered to CMS.

The PLT detector was installed as part of the CMS Run-2 upgrades. The hardware of the

pixel sensors and the readout chip are similar to those used by the pixel tracker. However, the

readout chips (ROC) of the PLT are capable of delivering fast-OR formatted data; the pixel tracker

cannot do this. The fast-OR readout is optimized for delivering triple-coincidence data; whereas

the standard pixel data readout has a maximum frequency of 100 kHz, the PLT fast-OR readout

maxes out at an orders-of-magnitude greater frequency, of 40 Mhz [142].

B.2.2 Hadronic forward calorimeter

As mentioned before in section 3.2.3.1, the hadronic forward calorimeter (HF) of CMS is capable

of measuring luminosity. Because of the high flux of particles through the forward region, the HF-

luminosity is less subject to statistical uncertainty than the PCC-luminosity. The HF can measure

luminosity per bunch through its own dedicated high-rate acquisition system (HTR) that is sepa-

rate from the CMS DAQ. Within the HF, the HTR boards each have an additional HF luminosity

transmission circuit (HLX). The HLX are mounted in one of the mezzanine expansion slots of the

HTR.

124



The HF luminosity is subject to two difficulties. Because the PMTs require a calibrated voltage,

the accumulation of gain changes over long periods of time will cause calibration drifts. Further-

more, the HF detector response has been shown to be nonlinear with respect to vertex pile-up.

Substantial data analysis goes into calculating the corrections to these two sources of error [139].

B.2.3 Fast Beam Conditions Monitor

The CMS Beam Conditions and Radiation Monitoring System (BRM) provides a wide variety

of information on the accumulated radiation dosage into CMS. This information is essential for

protecting CMS from radiation damage. There are many subcomponents to the BRM system, one

of which is the Fast Beam Conditions Monitor (BCM1F). The BCM1F is capable of measuring the

beam-halo background and the flux from collision products. Similar to the PLT, BCM1F is located

close to the beam pipe; however, BCM1F uses diamonds instead of silicon pixels. The readout

from BCM1F is not digital, but an analog signal sent through optical fibers.

There are 24 single crystal diamond sensors in the BCM1F system. The BCM1F is located

very close to interaction point, specifically 1.8 m on either side. This location is chosen specif-

ically to take advantage of the 25 ns between bunch crossings. From the BCM1F vantage point

there is a 12.5 ns delay between particle fluxes from the machine-induced-background and those

coming from actual collisions. Thus the BCM1F can use timing to distinguish between signal and

background [143].

B.2.4 Pixel cluster counting

One of the primary methods of measuring instantaneous luminosity is through pixel cluster count-

ing (PCC) in the pixel-tracker. The collision rate is linked to instantaneous luminosity L via the

total inelastic cross-section σT

vµ = LσT , (B.4)
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where v = 11246 Hz is the beam revolution frequency and µ is the number of collisions per bunch

crossing. We define the average number of pixel clusters per event, 〈n〉, as

〈n〉= µn1, (B.5)

and the visible cross section σvis as

σvis = σT n1, (B.6)

where n1 is the average number of pixel clusters per inelastic collision. Leveraging the previous

two equations, the instantaneous luminosity reduces to

L =
v〈n〉
σvis

, (B.7)

such that L can be calculated after measuring the actual 〈n〉 of the data [139].

B.3 van de Meer scanning calibration

The luminometers of CMS produce signals proportional to the instantaneous luminosity of the

LHC beam. However, these signals need to be properly calibrated with respect to a known visible

cross-section for each luminometer. This calibration is accomplished via van de Meer (vdM)

scanning [144]. The opposing beams of LHC are moved back and forth in the transverse plane, in

particular, the separate X and Y planes of the CMS coordinate system. During the scan, the detector

response is measured as a function of beam displacement. The beam widths are calculated from

Gaussian fits to the detector response. The visible cross-section of the luminometer in question

is then derived from the width of the beams, and acts as the calibration of the detector response.

Figure B.2 presents the fitting of the vdM scan in the X and Y planes [139]. The visible cross

section, in terms of vdM scan variables, is

σvis =
2πΣxΣyv〈n〉

∆=0
N1N2

, (B.8)

where ΣxΣy is the beam overlap, v is the revolution frequency, 〈n〉
∆=0 is the amplitude of the vdM

rate profile, and N1N2 is the product of the number of protons (or heavy-ions) in the beams.
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Figure B.2: vdM scan curves recorded by PCC for bunch crossing 2674; for the x-axis scan (left)
and the y-axis scan (right). A double-Gaussian plus constant function (lines) is fit to data (black)
[139].

B.4 Corrections to vdM scans

Several corrections must be applied to vdM scan data before calculating the visible cross section.

These corrections are considered uncorrelated, i.e., it does not matter in what order they are ap-

plied. The results of the vdM scan must be corrected for the following phenomena: the length

scale, the ghosts and satellite background, the growth in beam emittance, orbit drift, and beam-

beam electromagnetic effects. These affect the normalization of the vdM scans, and so the cor-

rections take the form of calibration constants derived from additional scans and beam monitoring

subdetectors [139].

The length scale correction is derived by comparing the effects of a length scan to the response

of the tracker; checking the difference between the reported beam displacement and that seen in the

tracker. In addition to the circulating bunches, the LHC beams can be polluted by foreign particles

that were not intended for injection by LHC commissioning. The presence of these foreign parti-

cles – fleeting "ghosts" and persistent "satellites" – can be detected by comparing the total beam
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current, measured by the DC beam current transformer, against the per bunch current measured by

the Fast Beam Current Transformers (FBCT). The FBCT, because it is timed for bunch crossings,

is less likely to interact with ghosts and satellites. Variations in beam emittance affect the vdM

scans by changing the amplitude and width of the rate profile. The orbit drift correction is based

on data from the Beam Position Monitors (BPM), which measure the position of the beam orbit

in the LHC. Lastly, beam-beam effects refer to the electromagnetic forces that the beams exert on

each other; for example, when the beams are transversely separated there is a small, but statistically

significant, induced magnetic force.

B.5 Systematic uncertainty

Table B.1 displays the systematic uncertainties associated with the delivered luminosity. The "nor-

malization" uncertainties are for the visible cross section, σvis. The "integration" uncertainties are

for the integrated luminosity that is calculated using the σvis. The stability uncertainty is calculated

from comparing the relative contributions of pixel tracker layers to the total number of pixel clus-

ters measured in a span of time. From run to run, each pixel layer contribution varies by no more

than 1%. It is possible for the rate of high track multiplicity events to exceed the temporary storage

capacity of the tracker read-out buffer; the resulting inefficiencies are mainly found in the first

barrel layer of the tracker. The "afterglow" refers to background noise associated with electrical

excitations in the detector material, and warrants a correction factor to the integrated luminosity.

B.6 Author’s contributions

The 2015 PbPb run itself recorded about 1.4 pb−1 in integrated luminosity. This integrated lumi-

nosity is reconstructed into data on the order of petabytes. Table B.2 presents the 2015 PbPb LHC

run luminosity information, and presents for each fill the peak instantaneous luminosity, delivered

integrated luminosity, and recorded integrated luminosity. The last column, EffbyLumi, is the ratio

of the delivered to recorded integrated luminosities.
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Table B.1: Systematic uncertainty during the 2015 pp run [139].

Table B.2: Luminosity by CMS fill.
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I contributed to CMS luminosity validation and performed studies on the long-term stability

of the BRIL luminometers. On a week by week basis, I would examine the data from online and

offline luminometers and certify that it met the quality standards of CMS. If the data exhibited

non-linear behavior, I would de-certify the corresponding lumi-sections in the BRIL files, which

are in the JSON format.

All CMS data have to go through a data certification work flow. Data certification insures

that only valid data is used in CMS analyses. Decisions on data certification are recorded in two

systems: the DQM Run Registry, shown here in Figure B.3, and the normtag JSON files of the

BRIL group. There are occasions when the sub-detectors of CMS might record poor quality data.

For example, the software reading out data from the PLT could crash and thus compromise the

output. In this case the certification workers would record the lumi sections during which the PLT

software crashed. These lumi sections would be removed from the certifying JSON file passed on

to the BRIL group. If all the luminometers are malfunctioning, a whole run could be invalidated

in the run registry.

Figure B.3: CMS Run Registry.

In addition to data certification, I reviewed the long-term stability of the BRIL luminometers

during the 2015 and 2016 proton-proton runs. Stability refers to the comparative performance of

the different luminometers. Ideally, the ratio of the instantaneous luminosity reported by separate

luminometers should be a constant ratio, but in fact there is a tendency for this ratio to drift as a
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result of radiation damage to the luminometers. This drift can be seen in plotting the average ratio

as a function of interaction rate and of the different measures of LHC time: runs, lumi-sections, and

bunch-crossings. Instantaneous luminosity, in theory, should be independent of machine conditions

like acceptance and efficiency. Figure B.4 records the sum of the delivered and recorded integrated

luminosity for each day of the 2015 PbPb run.

Figure B.4: CMS luminosity during the 2015 PbPb run.

Figure B.5 is the CMS-recorded integrated luminosity for each proton-proton era of the LHC.

Notice that as the collision energy increases, the recorded luminosity grows at a steeper and steeper

rate. This acceleration in the recorded luminosity is consistent with the higher multiplicity of the

high energy collisions. As the LHC pushes the energy frontier, high quality luminosity analyses

will become even more fundamental for the continued performance of CMS. The "High Luminos-

ity Large Hadron Collider" (HL-LHC) is a project to increase the design luminosity of LHC by an

order of magnitude by 2025. To fully leverage the power of this increased luminosity, particularly

for studying possible anomalous couplings, CMS must continue providing measures of luminosity

with tightly controlled systematic uncertainty.
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Figure B.5: Total integrated luminosity for the various pp periods from 2010 until 2017.
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