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Abstract

Energy harvesting from solar sources in an attempt to increase efficiency has sparked interest in many communities to develop more energy harvesting applications for renewable energy topics. Advanced technical methods are required to ensure the maximum available power is harnessed from the photovoltaic (PV) system. This dissertation proposed a new discrete-in-time extremum-seeking (ES) based technique for tracking the maximum power point of a photovoltaic array. The proposed method is a true maximum power point tracker that can be implemented with reasonable processing effort on an expensive digital controller. The dissertation presented a stability analysis of the proposed method to guarantee the convergence of the algorithm.

Two-types of PV systems were designed and comprehensive framework of control design was considered for a stand-alone and a three-phase grid connected system. Grid-tied systems commonly have a two-stage power electronics interface, which is necessary due to the inherent limitation of the DC-AC (Inverter) power converging stage. However, a one stage converter topology, denoted as Quasi-Z-source inverter (q-ZSI), was selected to interface the PV panel which overcomes the inverter limitations to harvest the maximum available power.

A powerful control scheme called Model Predictive Control with Finite Set (MPC-FS) was designed to control the grid connected system. The predictive control was selected to achieve a robust controller with superior dynamic response in conjunction with the extremum-seeking algorithm to enhance the system behavior.
The proposed method exhibited a better performance in comparison to conventional Maximum Power Point Tracking (MPPT) methods and required less computational effort than the complex mathematical methods.
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Chapter 1

1 Introduction

The growth and development in the area of alternative energy resources has been recently driven by numerous economic, environmental, and political issues. Distress caused by the economic and political complications of fossil fuel depletion, growing environmental concerns such as global warming, and the huge current increase of power demand are the vital stimuli for efforts toward harnessing renewable, inexpensive, abundant, and green energy resources. Two of the well-known alternative energy sources that almost perfectly fit the description are the solar and wind energy. Wind and solar energies are abundant; harvesting them has limited effect on the environment, and they are inherently renewable. However, currently the electrical energy from a Photovoltaic (PV) cell or a wind tower is not exactly inexpensive. The high cost of electrical energy from these sources is due to the high initial capital cost of the current energy harvesting systems. To pay off the high initial cost of the infrastructure, it is imperative that a solar or wind generation system always operates efficiently. This matter is predominantly important for PV systems due to the fact that besides the effects of solar irradiation and temperature on the generated power, the PV panel characteristic itself is nonlinear with a unique operating point where PV power is maximized. This makes the extraction of maximum power from a PV cell a hard task.

Aside from the unsafe contamination associated with conventional energy resources, fossil fuels reserves are diminishing rapidly, which leads to the continuous rise in their price. The renewable energy resources are on the other hand, permanent and free. In the past few years, renewable energy has taken on the way of replacing conventional fossil fuel energy production. Figure 1 shows the renewable energy share of global energy production in year 2017.
1.1 Renewable energy resources

1.1.1 Solar power

There are two key methods to harness the power from the sun, the first method is to collect the terminal solar energy with mirrors and focus it on pipes to interchange the heat of the sun with a certain fluid to drive traditional steam turbines or engines that generate electricity [2]. As shown in Figure 2.

![Figure 1. Estimated renewable global energy share of total final consumption [1].](image-url)
The second method is to generate electricity directly from sunlight using static photovoltaic cells [4] as shown in Figure 3 [4].
1.1.2 Wind power

Wind turbines are used to extract the energy available in airflows, as illustrated in figure 4 [3]. Wind energy is one of the effective renewable forms of energy today to generate electricity, and it is an encouraging area of application for variable-speed generators functional on the constant grid frequency. The output power of a wind turbine rises with the increase of the wind speed; as a result, wind turbines are mounted in higher altitudes, particularly in places known for higher wind speeds [5]. There are different types of wind turbines for instant fixed speed, and variable speed wind turbine

![Wind turbines near Lamar, Colorado](image)

*Figure 4. Wind turbines near Lamar, Colorado[3].*

[6].

1.1.3 Hydro power

Hydropower is using water stored in dams or falling water, to power electrical generators or turbines. There are different types of hydropower plants or facilities; however, they are driven by the flowing water’s energy. The most common one is an impounded facility which uses a dam to store the water
in a reservoir. Then the water can be released for meeting electricity demand or maintaining reservoir level which flows through the turbine that spins a generator to generate electricity [7]. Figure 5 illustrates an impounded hydro plant.

1.1.4 Introduction to Photovoltaic Energy Conversion

![Graph showing global new investments in renewable energy in developed and developing countries][1]

> Figure 6. Global new investments in renewable energy in developed and developing countries [1].
According to the Renewable global status report, the recent three years were extraordinary for renewable energy. The cost of renewable sources is competitive with fossil fuels in many markets as mainstream sources of energy. However, wind and hydropower are limited to specific geographic locations and conditions. On the other hand, solar power took the leading sector in terms of new investments during the last two years, accounting for more than 56% of total new investments in the renewables sources and fuels. Figure 6 shows the global new investments in renewable energy.

1.1.5 Advantages of photovoltaic systems

Photovoltaic systems have many advantages and few disadvantages as any systems do:

1- PV cells convert sunlight directly into electricity.

2- A PV module has no moving mechanical parts so it’s a low maintenance energy source.

3- PV systems are pollution free not causing carbon emissions.

4- PV systems can stand rugged weather and environment condition.

5- PV systems are manufactured in a wide range of sizes and power ratings making them suitable for many different applications.

6- PV systems can be cost effective energy sources for remote places.

Photovoltaic systems disadvantages are:

1- PV electricity is expensive due to initial Capital cost.

2- PV systems generate electricity during the daylight only.

3- PV systems are low efficiency resource (maximum power point problem).

4- PV systems require some cleaning on occasion.
1.1.6 PV cell description.

PV which stand for Photovoltaics is the most straight way to transform solar radiation into electrical energy, and it’s built on the photovoltaic impact, that was determined first by Henri Becquerel in 1839 [8]. It’s pretty much described as the development of a voltage between two electrodes connected to a solid or liquid. Basically, all solar devices include a p-n junction in a semiconductor that develop the photovoltage. These are recognized also as photovoltaic cells. Light absorption happens in a semiconductor material. The semiconductor material has to be able to soak up a large section of the photovoltaic spectrum. Depending on the material property, the absorbed light in a neighborhood is more or less adjacent to the surface. This is a result of a flow of electrons and holes. Even for a weak absorption, silicon semiconductor, the most carriers are produced near the surface. This leads to the typical solar cell structure in Figure 7 [2].
The p-n junction between the transmitter and the base layer is very close to the surface to have a high probability of photo generation Chargers. The thin layer of the emitter on the tie has a relatively high resistance, that requires a well-designed contact grid [8].

For a practical use, solar cells are packaged in contained modules in which a number of crystalline cells are connected in series or in a thin layer of film material also internally connected in series. The module serves two objectives: protecting solar cells from the environment and offering a greater voltage than a single cell, which only develops a voltage less than 1 volt. The conversion efficiencies of current production cells are in the range of 13-16%, but the efficiency of the module is a bit lower. The best crystalline silicon efficiency obtained so far is 24.7%, which is the theoretical limit for this kind of solar cells.

1.2 Power Electronics integration in PV systems

The power electronic interfaces are used to convert DC into AC in order to feed AC loads or to control the photovoltaic module terminal to track the MPP to maximize the extracted power as explained in this work. They also offer extensive operation range, ability to operate under different daily and regular environmental conditions, and ability to reach the highest potential productivity. There are many ways to classify power electronics Interfaces for solar systems. In this section, power electronic interfaces are classified for stand-alone photovoltaic systems and grid-connected photovoltaic systems [9].

1.2.1 Power Electronics Interfaces for Stand-Alone PV Systems

A Stand-Alone photovoltaic system is the simplest type with one power stage directly interfacing the PV module to the DC load or a battery. There are several types of Stand-Alone PV systems, Figure 8 shows the most common types. For more information about these systems refer
to [9]. In the illustrated system, the PV module and storage device are provided with their separate DC/DC converters. A DC/AC conversion stage is employed to offer power for local AC loads. The converter of the PV panel can only be a unidirectional power converter, whereas the battery pack converter can be a bidirectional converter to charge/discharge the battery [9].

1.2.2 Power Electronics Interfaces for Grid-Connected PV Systems

The electronic power interfaces for photovoltaic systems connected to the grid can be categorized two ways either based on the usage of the inverter or based on the number of stages of the system and the configurations of the PV modules. Based on the usage of the inverter, the categories are,

- Centralized inverter
- String inverter
- Multistring inverter.

Based on the number of the converter stages and topologies, the categories are

- Two-stage single module
- Two stage multimodule
- Single-stage multimodule
- Single-stage multilevel.

In Figure 9 a string inverter topology is shown, in which a single string of the modules is connected to an individual inverter for the entire system.

*Figure 9. Conventional PV system using centralized inverter system topology [9].*
1.3 Dissertation Objective

Maximum Power Point Tracking (MPPT) techniques are described as real-time optimization algorithms that can identify the Maximum Power Point (MPP) of a PV panel. These techniques are used to maximize the PV power generation in various temperature and irradiance conditions [10]. Currently, it’s conventional to have a power electronic converter transfer the electrical energy from the PV panel to a load, energy storage element, or the power grid [11]. The MPPT algorithm can be implemented as a high-level supervisory controller for this power electronic converter. The MPPT algorithm attempts to continuously direct the operating point of the power electronic converter to the MPP of the PV panel.

The major challenge in tracking the MPP of a PV panel is posed by the panel’s nonlinear and variable current-voltage (I-V) characteristics [12]. The I-V characteristic of a PV panel is not only nonlinear but also a function of the inherent and ambient changes such as temperature or irradiance variations.

1.3.1 Problem Statement

The difficulty of tracking the MPP of a PV array occurs because of the nonlinear and variable current-voltage (I-V) characteristics of PV cells. Figure 10 depicts the I-V characteristic curves of a typical PV panel (BP365) for different temperature and insolation levels [13]. According to this

---

1 Part of this section is reprinted with permission from A. A. Abushaiba, S. M. M. Eshtaiwi, and R. Ahmadi, "Comparative analysis of dynamic performance of four prominent Maximum Power Point Tracking algorithms in photovoltaic systems using realistic experimental implementation," in 2016 IEEE International Conference on Electro Information Technology (EIT), 2016, pp. 0576-0579.
The I-V characteristics of a typical PV array are not linear, and are also highly dependent on the panel temperature and local irradiation.

The power and voltage (P-V) characteristic curves of a BP 365 for different insolation levels and temperatures are plotted in Figure 11. As shown in this figure, for any given irradiation level and temperature, the maximum power can be drawn from the PV panel at a certain voltage (MPP voltage). However, due to issues such as uncertainties in the PV panel modeling, aging effects, and parameter nonlinearity, it’s generally impractical to formulate and predict the MPP of a PV panel under different temperature and insolation conditions. As a result, the MPP voltage should be adaptively identified, and continuously tracked in real-time. The PV panels are typically interfaced to the main DC/AC bus via a power electronic converter. The power converter can be controlled to regulate the PV voltage to the desired MPP.

The MPP voltage can be tracked either directly by the controller algorithm through controlling the duty cycle of the active switches of the converter, or indirectly by generating reference voltage
set points by an outer MPP tracker loop and regulating the PV voltage to the generated reference points by an inner controller loop.

**Problem Statement**

The amount of power generated by the PV panel is a function of many parameters, most notably the local insolation, the panel temperature, and the panel voltage. The power-voltage (P-V) characteristic of a BP365 solar panel for different insolation levels and temperatures is illustrated in Figure 11. Typically, the power converter is responsible for regulating the panel voltage (equivalent to its input terminal voltage) to the appropriate value to achieve the maximum power output through use of an MPPT algorithm. The dynamic behavior of the converter depends on both the converter topology and the converter’s operating point dictated by the I-V characteristic curve of the solar panel. The two-types of PV systems, a stand-alone system and a three-phase grid connected system that are studied in this work are illustrated in Figure 12 and Figure 13 respectfully.

In this matter, chapter 2 presents in great detail both systems regarding the power electronic stage design.

*Figure 12. A typical PV energy system based on a power converter.*
1.4 Dissertation Overview

As stated in section 1.3 the dissertation address two main criteria which are design and control of PV system for a stand-alone system as well as for a grid-connected system for the proposed MPPT algorithm. The remainder of the dissertation is organized as follows.

In section 2, the photovoltaic systems that are a subject of study in this dissertation are introduced. Three DC/DC converters are studied and a dynamic performance analysis is conducted to propose a selection of one power converter to interface the PV module to battery for a stand-alone system. This dissertation also presents a comprehensive frame work based on the latest literature reviews for three phase grid-tie PV systems, for selecting, designing and control of a power converter to interface the PV modules to the power grid. A new novel power converter topology called the impedance source converter is selected for the mentioned PV system.

In section 3, controller design for power converters that were introduced in section 2 is carried out. A classical linear control is designed for the stand-alone system. A state of the art model

Figure 13. A three-phase grid connected PV system.
predictive controller for power electronics converter application for the grid-tied PV system is presented as well.

In section 4, a new MPPT algorithm based on discreet in time extremum seeking is proposed which is highly effective in steady state and provides fast dynamic response to change in environmental conditions. A comparison of the proposed MPPT with conventional well known MPPT algorithms is presented to validate the effectiveness of the proposed method. Both experimental and simulation results using a powerful computer based simulation tool named PLECS are conducted and presented.

In section 5, a conclusion and discussion of future work is presented.
Chapter 2

2 PV Systems

2.1 PV system for a stand-alone system

The first objective of this section is to select a power converter to interface with the PV system for a stand-alone system. It compares the dynamic performance of a PV charger system designed using three different power electronic converters and to study the dynamic performance of three power electronic converters suitable for a PV charger system.

2.2 Motivation

Real time identification of the Maximum Power Point (MPP) of a PV panel and forcing the panel to operate near this point is called Maximum Power Point Tracking (MPPT). Typically the MPPT algorithm is a high level controller implemented on a power electronic converter. To function properly the MPPT algorithm requires the internal voltage or current controller loops of the converter to regulate a voltage or current value to some desired value generated by the algorithm. As a result, it is fundamental to the operation of the MPPT controller that the converter’s transient response to the generated MPPT commands be fast and well damped. The transient behavior of power converters has been subject to extensive research and study in the literature over the years [14-16]. However study of the transient behavior of power converters in Photovoltaic (PV) energy systems is a relatively new concept [17]. The major challenge in

\[\text{footnote}
\]
dynamic performance analysis of PV energy systems is posed by the current-voltage (I-V) characteristic of the solar panels being both nonlinear and a function of ambient changes.

2.3 Dynamic Performance Analysis of a stand-alone PV Charger System

The three converters under study shown in Figure 14 are the Single-Ended Primary-Inductor (SEPIC), Positive Buck-Boost, and Flyback. These converters are chosen for this study because of their flexible voltage transfer ratio and other intrinsic qualities. The I-V characteristic of photovoltaic modules are nonlinear and dependent on the ambient conditions. The authors in [18] compare these three converters in terms of their output voltage polarity, input current continuity, required gate drive circuitry, efficiency, and cost. However, a comprehensive comparison of the three converters in terms of the transient response remains untouched.

Figure 14. The three converters under study: (a) SEPIC (b) Positive Buck-Boost (c) Flyback.
The I-V characteristic curve of a BP365 for a specific insolation level and temperature is illustrated in Figure 10. According to that figure, the slope of the I-V curve and thus the dynamic resistance of the solar panel depends on the panel voltage and current. The dynamic resistance of the solar panel appears in the dynamic model of the converter and thus affects the dynamic behavior of the converter. The I-V curve of the solar panel can be divided into four regions: the current-source region, the power region I, the power region II, and the voltage-source region.

Figure 15. The I-V characteristic of BP365 for a certain insolation level and temperature.

It’s safe to assume that the dynamic resistance of the panel for each region is approximately constant and thus, rather than studying a whole range of operating points, one must study a point inside each region. The objective of this work is to compare the transient behavior of each converter in the four power regions.
2.3.1 Verification of Results

In this section we compare the time domain simulations of the three converters. In the first case, the transient response of the three converters to a small step change of the duty ratio is compared while the converters are operating near the MPP. Figure 18 shows the resulting waveforms. This experiment corresponds to the frequency response comparison provided in Section III and verifies the relative merit of the Positive Buck-Boost and the Flyback over SEPIC in terms of the transient performance.

<table>
<thead>
<tr>
<th>TABLE I. Five Operating Points on the I-V Curve of the PV panel</th>
</tr>
</thead>
<tbody>
<tr>
<td>Point Characteristics</td>
</tr>
<tr>
<td>------------------------</td>
</tr>
<tr>
<td>PV voltage</td>
</tr>
<tr>
<td>Dynamic Resistance $R_{pv}$ ($\Omega$)</td>
</tr>
<tr>
<td>PV Power (Watt)</td>
</tr>
</tbody>
</table>

In the next case, the transient response of each converter in the five operating points listed in Table I is compared. The resulting waveforms for SEPIC, Positive Buck-Boost and Flyback are illustrated in Figure 16 to Figure 19 respectively. This experiment corresponds to the comparison provided in Section IV and verifies the dependence of the transient behavior of the three converters to the operating point listed in Table I.
The dynamic performance of a PV charger system designed based on three power electronic converters was analyzed in this study. Based on the provided results, the SEPIC converter seems to be the least favorite converter among the three for the design of the PV charger system. Per the outcome results, the Positive Buck-Boost was adopted for the proposed controller.
2.4 Grid-Connected PV systems

The second objective now is for Grid-tie systems. PV systems connected to the grid always have a connection with the utility grid network through an appropriate inverter since a photovoltaic cell generates only DC. The so called Inverters convert the DC output of a PV or storage battery to alternating current, either to feed power through the grid or to power a stand-alone system. There are many kinds of power electronic topologies used in the market. As it was explained in chapter 2 section 1.2, the grid-connected PV systems can be either a two stage converging system or a single stage system which is considered in this section.

2.4.1 Conventional Power Convertors

There are two conventional converters which are voltage-source and current-source converters. A DC input voltage source is parallel by a huge capacitor which delivers the power to the converter circuit, a three-phase inverter for grid-tie systems. The input voltage source could be used as a battery, solar-cell, or capacitor. Two switches are used in each leg; for each switch there is typically a power transistor and an antiparallel diode to offer a bidirectional current flow and unidirectional voltage blocking capability. The Voltage source converter has a wide application. Figure 20 shows the traditional three phase voltage source convertor. Yet, it has the some barriers and limitations [19]. Voltage-Source Inverters (VSI) can only step-down (a Buck Converter) the voltage whereas the Current-Source Inverters (CSI) can only step-up (a Boost Converter) the voltage. This is due the fact that the DC input voltage is set to be higher or equal the peak of AC output voltage [19]. As result, an additional power converter stage is necessary for some power application in a PV system as an example. Another shortcoming for a conventional DC/AC inverter is that two switches in the same leg cannot be turned on the same time. Otherwise, it will short out the input source and can damage the switches. The third issue is the boost factor of the voltage source
inverters do not exceed 1.2 which is not practical for PV systems [20, 21]. Recently a novel power converter topology called the impedance source convertor (referred as Z Source convertor) that overcomes the shortcomings of the typical VSIs and CSIs convertors.

In [19] the Z source was presented which is composed of z impedance network that includes two inductors and two capacitors between the DC input source and a normal H-bridge invertor. Figure 22 illustrated the z source invertor. The impedance circuit that couples the three phase invertor to a power source or another convertor or PV panel. As in this work to be as DC source input which features cannot be observed in the traditional voltage or current source convertors. The two inductors $L_1$ and $L_2$ can be a split- inductor or two separate ones. The conception of Z-source is valid to all types of power conversion devices from DC-to-AC or vice versa. The emphasis in this work is for the inverter DC/AC type since our DC input source is a PV system.

![Figure 20. The traditional Three phase Invertor / Convertor (VSI).](image-url)
With a set of new configurations of the Z-source convertors, a new class of quasi-Z-source was proposed in [22] for PV systems since the input current is continues unlike the traditional Z-source invertor which its input current is discontinue. In addition to this, its passive components are reduces which reduces manufacture cost. Figure 23 shows the q-ZSI inverter. In this dissertation, a PV system with QZSI topology for grid connected application will studied and investigated with the proposed MMPT algorithm.

Figure 22. The impedance Source Convertor (Z-Source Invertor).

Figure 21. Voltage fed q-ZSI for PV application
2.4.2 QUASI-Z-Source Inverter

The QZSI has three main states, the active state in which the convertor works as a standard voltage source inverter, the null state in which all three upper switches or all lower switches of the inverter turned on, in the shoot through state in which the upper and lower switches can be turned on at the same time. This shoot through state is prohibited in the conventional convertor [23].

In the active state as shown in Figure 23 for an interval of $T_1$, during a switching cycle of $T$. The voltage cross inductor and the current through the capacitor can be as follows:

\[
C_1 \frac{dV_{c1}}{dt} = i_{t1} - i_{inv} \tag{2.1}
\]

\[
L_1 \frac{di_{L1}}{dt} = V_{in} - V_{C1} \tag{2.2}
\]

![Figure 23. Equivalent circuit of QZSI in Non-shoot-through state](image)
Where $V_{in}$ is the input DC source voltage, $r_{L_1}$ the inductor resistance, $V_d$ the diode voltage, and $i_{inv}$ is the inverter current.

In null state as shown in Figure 24, the inductor voltage is as given in equation (2.2). However, the capacitor current is as in equation (2.3).

$$C_1 \frac{dV_{C_1}}{dt} = i_{L_1} \quad (2.3)$$

In shoot-through state as shown in Figure 25, the inductor voltage and the capacitor current are:
In addition, in the above mentioned state, the inverter works in unique modes that it can be in a buck mode or in a boost mode. As it can be seen from the figure below, the inverter bridge is a short-circuit so the voltage across the inverter’s terminal is zero. The shoot-through mode can be generated by up to seven unique ways. It can be via one arm or two and all of the three arms in three phase application. Given that the inverter circuit in the shoot mode for an interval of $T_0$, during one period switching cycle, $T$, The shoot-through duty ratio is denoted as $D = \frac{T_0}{T}$.

In steady state condition, the inductor average voltage for an interval for one period is zero

\[ C_1 \frac{dV_{c_1}}{dt} = -i_{L_1} \]  

(2.4)

\[ L_1 \frac{di_{L_1}}{dt} = V_{c_2} + V_{in} \]  

(2.5)

![Figure 25. Equivalent circuit of QZSI in shoot-through state](image-url)
From the equations in both non-shoot-through state the peak dc-link voltage at the input terminal of the inverter is:

\[ V_{C1} = \frac{1 - D}{1 - 2D} V_{in} \]  
(2.6)

\[ V_{C2} = \frac{D}{1 - 2D} V_{in} \]  
(2.7)

\[ V_{PN} = V_{C1} + V_{C1} = \frac{1}{1 - 2D} V_{in} = BV_{in} \]  
(2.8)

Where \( B \) is the boost factor of the qZSI [24].

2.4.3 qZ-Source Grid connected application in Photovoltaic Power Systems

\( Z \)-source/quasi-\( Z \)-source inverters have a promising future in photovoltaic power generation due to their flexible power conversion in one single stage, and to be cable of working with a wide
range of DC input variations, thus reducing the overall system cost. It’s worth to be mentioned, there are several configurations of Z-source topology that has been derived from the original topology in [19]. However, a voltage-Fed qZ-source inverter with continuous input current will be considered in this work in favor of PV application which was presented in [24]. A typical three phase configuration q-QZSI-based PV system for grid-connection shown in Figure 26 will be investigated.

Furthermore, the grid connected PV systems have more application than the stand-alone because they have immediate and more efficient utilization [25].

![Three phase q-ZSI for PV application](image)

*Figure 26. Three phase q-ZSI for PV application*

### 2.4.4 Control and Operation of q-ZSI

A very common control method that has a wide range of application is Pulse-width modulation (PWM) control. The PWM method has been applied for the conventional power convertor as well as has been proposed for ZSI/q-ZSI to achieve better performance and reasonable real time implementation. As it was stated early that impedance power converter has a shoot-through state that is not possible for the standard power converters. As shown in Figure 27, when the triangle (carrier) waveform is greater than lower than the peak of the reference waveform, all top switches or all bottom switched turned on respectively as illustrated in the shadowed area. In the zero state,
the input short circuit, the output voltage of the inverter is zero. However, for the Z-source inverter, the idea of the control is to make all or some of the zero states into shoot-through states [26].

The Z-source inverter has three common PWM control techniques which are summarized as: simple boost control (SBC), maximum boost control (MBC) and constant boost control (CBC). An important control factor is defined as the ratio of amplitude of the sine waveform to the amplitude of the triangle wave.

![Figure 27. Three phase inverter control scheme](image)
Chapter 3

3 Control of Power Electronics interface in PV systems

3.1 Introduction

The vital role of power converters in renewable energy conversion systems has been persistently growing in the past few years, primarily in the interest of rising energy demands and ecologically aware alarms one of which, solar photovoltaic systems are a very attractive subject of power converter applications because it is not practical to utilize power from the PV panel to the grid without the use of a converter.

Power converters can improve the quality and stability of the PV system. Control schemes for power converters have been continuously developing according to the development of semiconductors and digital control platforms. Several control methods have been proposed in literature and by researchers for the control of power convertors. The most well-known methods are being used illustrated in Figure 28 [27].

Implementation of these types of method varies from simple as PI-based control to very complex as Fuzzy logic control. In the recent few decades, the emerging development of digital platforms as digital signal processors (DSP) with high computational processors made the implementation of the high complex control schemes possible.

---

3.2 Control challenges

Typically, the dynamic performance and transient stability of the system is a key role in control requirements. Nowadays, the code requirements and the regulations rules require more technical specifications and constraints. The design of a power converter for market and industrial application can be as an optimization problem rather than just regulating output or input signal. A few control challenges are important in power electronics as following [27]:

- The error signal should be as small as possible with faster dynamics for the following of the reference control signal.
- Minimizing the switching and conducting losses in the power switches.
- Meeting the industrial standard in the harmonics content
- Improved performance under various operating conditions.
- Some converters topology have prohibited switching state as we have seen in the previous section.
3.3 Controller Design for the Stand-alone PV system.

Typically the MPPT algorithm is a high level controller implemented on a power electronic converter. It is fundamental to the operation of the MPPT controller that the converter’s transient response to the generated MPPT commands be fast and well damped. The transient behavior of power converters has been subject to extensive research and study in the literature over the years [17]. However, study of the transient behavior of power converters in Photovoltaic (PV) energy systems is a relatively new concept [28]. The authors in [18] compare converters in terms of their output voltage polarity, input current continuity, required gate drive circuitry, efficiency, and cost. However, a comprehensive comparison of the DC/DC converters in terms of the transient response remains untouched. The dynamic behavior of various power converters has been studied in the literature extensively [29]. However, the dynamic behavior of a power converter operating in a PV system is distinctive from what have been largely studied due to the fact that in proposed system one of the dynamic states is the input voltage of the converter rather than the output voltage. Figure 29, illustrates a typical positive buck-boost type power converter interfacing a PV panel to a dc bus. The results of this study will be based on the use of a positive buck-boost converter for MPPT.

As pictured in Figure 29, the panel voltage is equal to input voltage of the converter; as a result, by controlling the input voltage of the converter, the panel voltage can be controlled easily. The goal of the converter control algorithm, then, will be to regulate the panel voltage to the MPP. By tracking the MPP in real-time, the maximum power can be delivered by the PV panel continuously.
The positive buck-boost converter of Figure 29, with the two mentioned controller loops are illustrated in Figure 54. The inner PI controller in Figure 54 will be designed based on the dynamic model of the converter using classical control design methods. This loop regulates the input voltage of the converter to the reference points generated by the outer MPP tracker loop [30].

The positive buck-boost converter in Figure 29 has two modes of operation. In mode 1, both switches are ON and both diodes are OFF, while in mode 2, both switches are OFF and both diodes are ON. The two modes of operation of the converter are shown in Figure 30. The state-space model of the converter in mode 1 can be derived from Figure 30 (a) by writing simple KVL and KCL equations,

\[
\begin{align*}
L \frac{di_L(t)}{dt} &= v_{pv}(t) \\
C \frac{dv_{pv}(t)}{dt} &= i_{pv}(v_{pv}) - i_L(t)
\end{align*}
\]  

(3.1)

*Figure 29. A positive buck-boost converter interfacing the PV panel to the dc bus.*
Where $v_{pv(t)}$ is the panel voltage, which is equal to the input voltage of the converter, $i_L(t)$ is the converter’s inductor current, and $i_{pv}$ is the current delivered by the PV panel at a certain voltage. Similarly, the state-space model of the converter in mode 2 can be derived from Figure 30.

Figure 30. Two modes of operation of the buck-boost converter (a) Mode 1 where active switches are turned ON (b) Mode 2 where active switches are turned OFF
Where \( V_{bus} \) is the voltage of the dc bus at the output port of the converter. This voltage is maintained at a fixed value by an external power electronic system. The averaged state space model of the converter can be found by averaging (1) and (2) over one switching period using state-space averaging method [31],

\[
\begin{align*}
L \frac{di_L(t)}{dt} &= -V_{bus} \\
C \frac{dv_{pv}(t)}{dt} &= i_{pv}(v_{pv})
\end{align*}
\] (3.2)

Where \( d \) (duty cycle) is the control input and \( v_{pv}(t) \) is the control variable.

The converter model in (3) is both nonlinear and, due to the presence of \( i_{pv}(v_{pv}) \), dependent on the I-V characteristics of the PV panel. This model can be linearized around the MPP of the panel in Standard Test Condition (STC) to obtain the duty cycle to input voltage transfer function. Denoting the MPP current and voltage of the panel in STC as \( I_{MPP} \) and \( V_{MPP} \), the linearized state-space model is

\[
\begin{align*}
L \frac{di_L(t)}{dt} &= dv_{pv}(t) - V_{bus} (1 - d) \\
C \frac{dv_{pv}(t)}{dt} &= i_{pv}(v_{pv}) - di_L(t)
\end{align*}
\] (3.3)

The linearized model is

\[
\begin{align*}
L \frac{di_L(t)}{dt} &= d \frac{dv_{pv}(t)}{dt} - V_{bus} (1 - d) \\
C \frac{dv_{pv}(t)}{dt} &= i_{pv}(v_{pv}) - di_L(t)
\end{align*}
\]
\[
\frac{d}{dt} \begin{bmatrix} i_L(t) \\ v_{pv}(t) \end{bmatrix} = \begin{bmatrix} 0 & \frac{D}{L} \\ -\frac{D}{C} & -\frac{1}{R_{MPP} C} \end{bmatrix} \begin{bmatrix} i_L(t) \\ v_{pv}(t) \end{bmatrix} + \begin{bmatrix} \frac{R_{MPP} + V_{bus}}{L} \\ -\frac{I_L}{C} \end{bmatrix} \begin{bmatrix} d \end{bmatrix} \quad (3.4)
\]

The equivalent resistance of the array is obtained from

\[
R_{MPP} = \left( \frac{di_{pv}(v_{pv})}{dv_{pv}} \right)^{-1} \quad (3.5)
\]

Using (4), the duty cycle to input voltage transfer function can be derived:

\[
\frac{v_{pv}(s)}{d(s)} = \frac{V_{bus} + I_L S}{L C S^2 + \frac{L}{R_{MPP}} S + D^2} \quad (3.6)
\]

This transfer function can be used to design the PI controller of the inner loop.
3.3.1 Controller Design Method for Buck-Boost Converter

There are two main methods for designing a closed loop controller for power converters. Time domain methods which are based on root locus diagram and the design criteria expressed in terms of time domain properties (settling time, overshoot, etc.). The second method is based on Bode diagram which are more frequently used for power electronics converters. The design criteria is expressed in terms of frequency response properties (phase margin and bandwidth). The latter one of will be used for designing controller for the selected Buck-Boost converter illustrated in Figure 31. It’s worth to be mentioned that the input DC source for Buck-Boost converter PV panel. For the sake of simplicity, for oriented voltage control, the PV panel can be represented as voltage source $V_{PV}$ in series with a resistance $R_{PV}$.

![Figure 31. Buck-Boost simulation in PLECS.](image-url)
Figure 32 shows the closed-loop feedback controller system. Considering proportional, Integral (PI) controller.

Where, $G_{vd}(s) = \frac{\hat{v}_p(s)}{\hat{d}(s)}$, $G(s) = K_p + \frac{K_i}{s}$ and $G_{PWM} = 1$

The transient response of the closed-loop system depends on the place of the poles of the closed-loop transfer function,

$$1 + G(s)G_{PWM}G_{vd}(s) = 0 \quad (3.7)$$

As mentioned early, for frequency response properties, phase margin and bandwidth, usually for practical system controller design at least 55 degree of phase margin is require and for a bandwidth at least 2kHz. In our case, MATLAB SISOTOOL is used for designing the PI controller. This tool is a powerful tool to design controllers for linear systems. Figure 33 shows SISIOTOOL in MATLAB before starting the design.
The design specifications for our convertor as follows:

\[ L = 50 \mu H, C_{in} = 560 \mu F, V_{out} = 24 \text{volt}, R_{pvMPP} = 4.35 \Omega, V_{c_{in}} = 17.6 \text{volt} \]

From the developed transfer function, the duty cycle to input voltage, earlier in this section, we can create MATLAB script file and using the command `sisotool(G_{vd})` in MATLAB command window. For the controller design, you can add poles and zeros then adjust their place according to the specified design criteria that was mentioned above. Figure 34 shows the final results for the designed PI controller of the Buck-Boost converter.

The resulted controller is as follows:

\[ G(s) = K_p + \frac{K_i}{S} = 272.35 + \frac{0.63}{S} \quad (3.8) \]
Figure 34. The Resulted Controller for Buck-Boost Converter.
3.4 Controller Design for Grid-Connected PV system

The code requirements, current standards and regulations imposed on grid-connected power converging systems has to be met which are enforced by each power supplies that different by country. It worth to be mentioned, key factor of those standard, the injected current quality, voltage fluctuating, frequency synchronization and power factor.

The design of inverter of the PV system must be capable to meet the code standards in order to operate safely and provide high quality current to be fed to the utility grid.

The development of powerful digital platforms made implementation of powerful control algorithms and techniques promising in the field of power electronics converter and drivers. One of these promising control schemes is model predictive control. This powerful control method can be applied to various applications and multi objective optimization problems. It well known that controlling systems of power electronics converters have server constraints and nonlinearities. Model predictive control (MPC) made the implementation of those type of complex systems true.

As mentioned in the introduction of this section, Feeding ac power to the grid requires synchronization mechanism in which amplitude and phase angle are required in this process.

This section explores the proposed maximum power point tracking algorithm (MPPT) for grid connected PV system using a single stage power inverter controlled by model predictive controller.
3.4.1 Predictive control techniques

Power electronics converters are nonlinear system with finite number of switching states. The nature of power converters such as nonlinearity, finite number of switching states, and constraints inspire the application of model predictive controls.

There are four main methods in predictive controllers. Figure 35 illustrated four kinds of predictive methods. These methods their difference in using modulator with fixed frequency as in deadbeat control or not using modulator with variable frequency as in trajectory based predicate controller [27].

The highlighted model predictive controller with finite control set is the subject of focus in this dissertation for three phase PV grid connected system.

It worth to be mentioned, the main concept of predictive control is predicting the behavior of controlled actions by utilizing the model of the system for predefined time horizon. The concept of predicate control is to be simple for implementation and intuitive since you do not need to linearize nonlinear system and you can include constrains on the system for predefined boundaries [27].
3.4.2 Principle of Model Predictive Control

MPC is gaining much intentions for being successfully applied in many industrial application for the last few decades. Thanks for the developments of a powerful digital platforms to handle high switching frequencies and can process large calculations today. However, the above mentioned are some disadvantages if compared to classic controllers. Nevertheless, MPC has several more important advantages that made it to be applied for a wide range of applications of which power electronics converters:

- Simple and initiative conception.
- A multi objective controller.
- Nonlinearities can be included in the model.
- Constraints on some controlled variables can be treated.
• Modifications and extensions can be included for some applications.

A discrete-time model of the system is needed and can be as a state space model as follows:

\[
x(k + 1) = Ax(k) + Bu(k)
\]

\[
y(k) = Cx(k) + Du(k)
\]  

(3.9)

Where \(x(k)\) and \(u(k)\) are the state and control variable at time, \(k\) and \(x(k + 1)\) is the predicted state.

A cost function \(g\) that defines the desired behavior of the system needs to be considered which represents the future states, references and future actuations:

\[
g = f(x(k), u(k), ......, u(k + N)) \quad for \ k \in \mathbb{Z}
\]  

(3.10)

The cost function \(g\) is to be minimized for over the predefined time horizon. \(N\) optimal actuations will be the results that only the first element will be applied by the controller

\[
u(k) = [1 \ 0 \ ... \ 0]arg \min_u J
\]  

(3.11)

This process is repeated for every sampling instant using the new measured data and obtaining the optimal solution so the optimization problem is solved.

The working principle of MPC is illustrated in Figure 36.
For a power converter, a finite set MPC is most explicit controller that suits the power converters [27]. In case a converter, the fundamental element is the power switch which in ideal case has two states “ON” and “OFF”. Thus, the possible number of different switching states is the total number minus the forbidden states. A general rule is given by:

\[ N = x^y \quad (3.12) \]

Where \( x \) the number of possible states of each arm of the converter, and \( y \) is the number of arms of the converter. So, three phase, two level converter has \( 2^3 = 8 \) states.

However, in some multilevel converters the number of possible switching states can be very high since it depends on the number of levels. Figure 37 shows the relationship between the voltage vectors and the possible switching states.
As mentioned early, a system constraints or requirements for some applications can be included in the cost function that to be minimized for optimal control actions. Those constraints can have different units, each of these in the cost function should be multiplied by weighting factors depends on their important [27].

![Figure 37. Voltage vectors for conventional three phase two level converter.](image)

It is worth to mentioned, to determine the predicted future values of the controlled variables of the system, a discrete model is to be taken into account for the system. There some various discretization methods exit. However, for simple first order, Euler forward method can be valid to use.
\[
\frac{dx}{dt} = \frac{x(k + 1) - x(k)}{T_s} \tag{3.13}
\]

Where \( T_s \) is the sampling time.

The general predictive control for MPC which for power converters is depicted in Figure 38. Where \( x(k) \) the measured value is used for predicting \( x(k + 1) \) of controlled variable for each possible control action. Now, the cost function which is the difference between measured value and the reference multiplied by the weighting factor in our application to be evaluated for optimal actuations \( S \) to be selected and applied.

\[\text{Figure 38. MPC control scheme for power inverter}\]
Considering the generic MPC algorithm in figure, the system controllable variable $x$ which is controlled by MPC algorithm via a control action $S$ which is switches gating signals in this case. The measured variable $x(t_k)$ is fed back to calculate a discrete predictive model of the system $f_p$, to achieve the predicted future values of the system $x_p(t_{k+1})$ for each possible control action $S_i$ [31].

\[ x(t_k) \quad \text{Predictive model} \quad x_p(t_{k+1}) \]

\[ S(t_k) \]

\[ x_p(t_{k+1}) \quad \text{for } i = 1 \text{ to } n \]

\[ x_p(t_{k+1}) \quad \text{Predictive model} \quad x_{pi} = f_p(x_p(t_{k+1}), S_i) \]

\[ x(t_{k+1}) \quad \text{Cost function} \quad g_i = f_g(x(t_{k+1}), x_{pi}) \]

\[ g_i \quad i \geq n \]

\[ \text{Selection of } S(t_{k+1}) \quad \text{min} \{g_i\} i = 1, \ldots, n = g_s \]

\[ \Rightarrow S(t_{k+1}) = S_s \]

\[ t \rightarrow (t_{k+1}) \]

\[ t \geq t_{k+1} \quad \text{no} \]

\[ \text{yes} \]

\[ S(t_{k+1}) \]

\[ f_p \]

\[ f_g \]

\[ f_s \]

\[ f \]

\[ \text{Figure 39. MPC generic algorithm} \]
3.5 MPC for Grid-Connected PV system based on Quasi-Z-Source Inverter

This section presents a digital model predictive control technique based on finite control set of grid connected q-ZSI where the grid current is controlled, the q-ZSI inductor current and the capacitor voltage are considered in the cost function as well.

The model predictive control (MPC) for the q-ZSI shown in Figure 40 by which finding the optimized switching states of this three-phase grid connected inverter. The total number of the possible switching states are shown in table 2. For the sake of easiness, the three-phase (a,b,c) components will be converted to two phase (α, β). In order to reduce the number of calculations for the optimal voltages vectors, this proposed control is counting for 6 active states, one state for zero and shoot-through states. The inverter output voltage vectors are generated according to the following equation.

\[ V_{inv} = \frac{2}{3} (V_{aN} + aV_{aN} + a^2V_{cN}) \]  

(3.14)

Figure 40. Schematic diagram for the power circuit
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From Figure 40, the inverter voltage can be rewritten as follows:

\[ V_{inv} = L \frac{di_{out}}{dt} + i_{out} R + V_g \]  \hspace{1cm} (3.15)

Where \( L \) is the filter inductance, \( R \) is the filter resistance, \( i_{out} \) is the grid injected current and \( V_g \) is the grid voltage.

As mentioned in section (2.4) equations (2.1-2.5), and from the equivalent circuits Figure 23, Figure 24 and Figure 25, considering the three modes and using Euler forward approximation, the predictive equations of the q-Z source inverter for injected grid current, can be expressed as follows:

\[ i_{out}(k + 1) = \frac{T_s}{L} (V_{int}(k) - V_g(k) - i_{out}(k)R) \]  \hspace{1cm} (3.16)
The inductor current and capacitor voltage for active state can be expressed as follows:

\[ V_{c1}(k + 1) = V_{c1}(k) + \frac{T_s}{C_1} (i_{L1}(k + 1) - i_{inv}(k + 1)) \]  \hspace{1cm} (3.17)

\[ i_{L1}(k + 1) = \frac{L_1 i_{L1}(k) + T_s (V_{inv} - V_{c1}(k + 1))}{L_1 + R_{L1} T_s} \]  \hspace{1cm} (3.18)

The inductor current and capacitor voltage for null state can be expressed as follows:

\[ V_{c1}(k + 1) = V_{c1}(k) + \frac{T_s}{C_1} (i_{L1}(k + 1)) \]  \hspace{1cm} (3.19)

\[ i_{L1}(k + 1) = \frac{L_1 i_{L1}(k) + T_s (V_{inv} - V_{c1}(k + 1))}{L_1 + R_{L1} T_s} \]  \hspace{1cm} (3.20)

The inductor current and capacitor voltage for shoot-through state can be expressed as follows:

\[ V_{c1}(k + 1) = V_{c1}(k) - \frac{T_s}{C_1} (i_{L1}(k + 1)) \]  \hspace{1cm} (3.21)

\[ i_{L1}(k + 1) = \frac{L_1 i_{L1}(k) + T_s (V_{c1}(k + 1))}{L_1 + R_{L1} T_s} \]  \hspace{1cm} (3.22)
3.5.1 Qusai-Z-Source MPC Control Implementation

In this section, the model predictive control is applied to the q-ZSI. Figure 42 shows the power stage system that is simulated in PLECS, power electronics simulation tool. The system is a grid connected. The three phase $V_{RMS} = 208V$ line to line voltage. The grid side components and the Z-impedance passive components are described in the table below. The control system is divided into two part, namely, PLL-based grid synchronization for generating the grid injected current reference shown in Figure 43 and MPC to achieve the generated reference. The latter is needed for the optimization of the cost function. As mentioned early, MPC is multi-objective controller, in general for q-ZSI, the capacitor voltage $V_{c1}$, the inductor current $i_{L1}$, and the injected grid current. The $V_{c1}$ reference is set to be 600V to have the active power transferred easy. The implemented MPC algorithm doesn’t include the $V_{c1}$ in the cost function to provide simpler requirements for weight factors tuning [32].

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>1000 µF</td>
</tr>
<tr>
<td>C2</td>
<td>1000 µF</td>
</tr>
<tr>
<td>L1</td>
<td>0.7 mH</td>
</tr>
<tr>
<td>L2</td>
<td>0.7 mH</td>
</tr>
<tr>
<td>T_s</td>
<td>60 µs</td>
</tr>
<tr>
<td>L_grid</td>
<td>1 mH</td>
</tr>
</tbody>
</table>
It’s worth to be mentioned, a finite set control MPC approach is presented in this proposed system. This approach is capable to generate a unity factor and deliver low THD current to the utility grid. In the main time, it can also compensate for reactive power requirement of the grid which either can be achieved by providing the $Q_{ref}$ or estimated based on the connected local loads reactive power requirements.

The MPC current control algorithm part is shown in Figure 45 is executed for 9 vectors which are including 6 active states, 2 zero or null states and 1 shoot through state. The generated voltage vector from the 9 cases which minimizes the cost function $g$ is applied to the inverter. From the control algorithm flow chart, the phase-locked loop (PLL) senses the phase angle of the grid voltage to ensure the grid synchronization for unity power factor operation.
For generating the current grid reference, depending on the active power available or set by the user, it’s obtained through \( i_{dref} = \frac{2}{3} \left( \frac{P_{ref}}{v_d} \right) \). Also, the three phase actual grid voltage \( v_{abc} \) and the grid-tie current \( i_{abc} \) are transformed to the two-phase rotating coordinates in d and q components, respectively and to the two-phase \( \alpha \) and \( \beta \) as well to reduce the amount of calculation. Another method to obtain the \( i_{dref} \) is presented in [32] can be used as well, a PI controller is used for regulating the voltage capacitor \( V_{c1} \) to generate the real power component reference to be injected into the grid.

*Figure 42. Power stage for q-ZSI grid connected in PLECS*
Figure 43. MPC reference generator for q-ZSI grid connected in PLECS

Figure 44. MPC block for q-ZSI grid connected in PLECS
Figure 45. MPC prediction algorithm
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4 Maximum Power Point Tracking “MPPT”

4.1 Literature Review

An effective MPPT algorithm should be able to track the MPP of the PV panel under natural dynamic ambient conditions throughout an ordinary day. To achieve stable, effective, and economically viable MPPT methods, numerous optimization algorithms have been explored over the past few years [33-61].

The authors in [62] try to classify a number of the proposed methods in the literature based on factors such as ease of implementation, effectiveness, and convergence speed. In a very broad sense, the MPPT methods in the literature can be classified into a few general categories. Several proposed methods are based on engineering intuition, such as simple hill-climbing algorithms, perturb and observe (P&O), Incremental Conductance (Inc.Cond), and their derivations [33-39]. Many other methods are proposed based on artificial intelligence algorithms such as Fuzzy Logic Control and Artificial Neural Networks [40-42]. A number of methods use complex mathematical calculations for MPPT, such as dP/dV or dP/dI Feedback Control, state-based MPPT, and sliding mode control [43-46]. There are also a few proposed methods that do not directly track the MPP but either approximate it from the PV panel parameters or identify it by a current or voltage sweep procedure [47].

---

Although MPPT algorithms have been investigated broadly in the literature lately, not many MPPT methods based on the concept of Extremum Seeking (ES) have been proposed thus far. Extremum Seeking is a non-model based real-time optimization approach for dynamic problems where only limited knowledge of a system is available; such as when the system has a nonlinear equilibrium map that has a local minimum or maximum. The ES-based techniques in the area of applied control have proven their effectiveness in a variety of applications such as soft landing of electromagnetic actuators [63], PID tuning [64], thermo-acoustic coolers [65], and engine control [66]. The simplicity and the rigorous supporting mathematics of ES-based control methods are the main reason for their popularity in applied control [67].

Recently, a few ES-based MPPT techniques with applications to PV systems have been proposed [68-70]. Commonly, these approaches are based on continuous-in-time formulations. The work in [69] proposes a simple ES-based MPPT system based on the P&O method that identifies the PV’s MPPT using an analog controller. The work in [70] proposes some modifications to the standard P&O so the converter’s natural ripple can be used instead of a fixed perturbation. Continuous-in-time solutions need analog realization [59] or high speed processors to guarantee the continuity and convergence of the controller [69].
4.2 Conventional MPPT Methods

This section presents an experimental comparative analysis of four very well-known Maximum Power Point Tracking algorithms in terms of their response to dynamic environmental conditions. In this section, the four algorithms are discussed briefly and the performed experiments are presented.

Several MPPT algorithms have been proposed in the literature [71], [62] throughout the last decade. Each method has its own set of advantageous and disadvantageous. Several papers have compared different MPPT techniques [72] from many aspects such as ease of implementation, cost, and convergence performance. However, not many scholars have looked into the problem of dynamic response of MPPT algorithms to dynamical environmental conditions such as sudden temperature or irradiation variations.

The purpose of this section is to implement and experimentally compare four well-known MPPT algorithms in terms of their response to environmental condition variations. When comparing the four methods, to perform a fair comparison, all of the implementation parameters such as the sampling time, voltage step, etc. are set to the same values. It is worth mentioning that the four algorithms perform very well on the paper and in simulations, however, the goal here has been to compare them in actual experimental system to gain a real understanding of the merits of each algorithm.

4.2.1 Experimental System Setup

The block diagram of the experimental setup for evaluation of the MPPT algorithms is illustrated in Figure 46. As visualized, the experimental setup is comprised of a PV module, a dc-dc power converter, a digital controller, and a 24 V battery. The actual lab setup of
the system is shown in Figure 47. A brief description of each component in the system is as follows,

A. DC-DC Converter: A dc-dc converter is used to interface the PV module to the battery.

The converter topology utilized in this paper is a pulse-width modulated (PWM) positive buck-boost topology as shown in Figure 48. This topology is picked because of its flexible input-output voltage transfer ratio. The output terminal of this converter is connected to the battery and thus the output voltage is always fixed at 24 V battery voltage. The input terminal is connected to the PV module and the input voltage can be controlled by altering the duty cycle of the switching signals. As a result, the MPPT algorithm can vary the input voltage to track the MPP. The parameters of the designed converter are as follows:

\[ L = 50\mu H, C_{in} = 560\mu F, P_{out} = 300W, V_{in} = 0 - 24V, f_{sw} = 100KHZ, \Delta iL = 20\% iL, \Delta V_c = 0.01V. \]
B. PV Panel: The PV panel chosen is a silicon nitride multi-crystalline 65W PV-module by BP solar technology (BP365). The parameters of the PV panel are as follows: \( P_{\text{max}} = 65\text{W}, V_{\text{o}} = 22.1\text{V}, V_{\text{mp}} = 17.6\text{V}, I_{\text{mp}} = 3.69\text{A}, I_{\text{sc}} = 3.99 \). In this work a solar array emulator is used to emulate the behavior of the chosen PV panel in the laboratory. The solar array emulator is comprised of a SL100 programmable DC power supply and a companying windows based software called Photovoltaic Power Profile Emulator (PPPE), by Magna-Power electronics. The PPPE reads in the parameters of the PV panel and controls the DC power supply such that it imitates the I-V characteristics of the panel. The variation of the I-V curve of the PV panel as a function of irradiance or temperature can be emulated with this software as well.

C. Digital Controller: A TMS320f28335 digital signal processor (DSP) from Texas Instruments (TI) is employed to implement the MPPT algorithm and low level voltage regulation loops. An I/O board containing the input voltage and current sensors and gate driver circuits is designed to accompany the DSP.
4.2.2 MPPT Algorithms

Four widely recognized MPPT algorithms are studied and compared in this work. A brief description of the four algorithms are as follows,

Perturb and Observe (P&O) Method: P&O is one of the simplest and very well-known MPPT algorithms in the literature [73], [72], [62]. It perturbs the input voltage in each step and observes the resulting difference in power. Then, it decides on the direction of the voltage change for the next step.

Incremental Conductance (INC) Method: It uses the fact that the slope of the P-V curve is equal to zero at the MPP, negative on the right of MPP, and positive on the left of the MPP. Therefore, it uses a PI controller to regulate the calculated slope to zero by altering the input voltage of the converter [73], [72], [62].

Estimated Perturb-Perturb (EPP) Method: This method is introduced in [74] with the goal to improve the tracking speed and dynamic response to environmental conditions. This method is based on the P&O method with the exception that it implements one estimate process for every two perturb processes while searching for MPP. The details and a block diagram representation of this method can be found in [4].

Optimized P&O (OPO) Method: This method is introduced in [73]. In conventional P&O method the perturbation step size has a fixed magnitude, however, in OPO an average of different samples of the PV power is used to dynamically alter the size of perturbation steps. The idea behind altering the step size is to reduce the oscillations around the MPP when using a conventional P&O. The details and a block diagram representation of this method can be found in [73].
Experimental Results

The experimental results for the four MPPT algorithms under study are shown in Figure 50-Figure 53. It is possible to compare the generated results in several different aspects. However, due to the page limit, in this digest the results are compared only in terms of the speed of convergence and oscillations around MPP.
According to Figure 50- Figure 53. The P&O algorithm converges to MPP in 3 seconds in step-up direction and 3.6 sec in step-down direction. The same time intervals for the INC algorithm are 3.2 seconds and 4.6 seconds. However, it takes nearly 4.8 Sec for the EPP algorithm to converge in either direction, in addition to the power drop is twice which is a huge performance degradation in comparison to conventional P&O. The OPO algorithm has, 4 seconds, convergence time, in the step-down direction, however, surprisingly it has a fast response, 2.8 seconds, in the step-up direction.

In terms of oscillations around the MPP, the OPO algorithm seems to have an advantage over all the other algorithms, while the INC algorithm seems to be the worst of the four in terms of the power drop. The oscillations of the INC, EPP and PO seem to be in the same order of magnitude, however, the OPO seems to have a slight advantage over the INC.

4.2.4 Conclusions

An experimental comparison of the dynamic response of four well-known MPPT algorithms were provided in this paper. The experiments were performed by stepping the panel surface temperature and recording the response of the MPPT algorithms. The speed of convergence and oscillations for the four algorithms proved to be different.

4.3 Proposed MPPT for Stand-alone PV System

The objective of this section is to propose a discrete-in-time (DT) ES-based MPPT method that can be implemented with reasonable processing effort on an inexpensive digital controller. The approach is to study the stability analysis of the proposed method by Lyapunov’s Theorem, which should guarantee the convergence of the algorithm to the MPP as long as the sampling rate is slower than the converter’s dynamic response. The proposed method should exhibit better performance in comparison to conventional hill-
climbing methods and requires less computational effort than artificial intelligence-based and complex mathematical methods. Figure 54 illustrates a typical positive buck-boost type power converter interfacing a PV panel to a dc bus. The results of this study will be based on the use of a positive buck-boost converter for MPPT [75].

The MPP voltage can be tracked either directly by the controller algorithm through controlling the duty cycle of the active switches of the converter, or indirectly by generating reference voltage set points by an outer MPP tracker loop and regulating the PV voltage to the generated reference points by an inner controller loop.

The aim of this work is to design the outer loop in Figure 54 in a way that it can always track the MPP voltage. The dynamic model of the converter used for PI controller design can be obtained by employing state-space averaging method [31].

4.3.1 System description and modeling

The block diagram of the proposed MPPT system is introduced in Figure 55. The Converter Dynamics block in this figure represents the general dynamic model of the converter as in (4.1).
The PV Panel block represents the P-V characteristic of the panel based on (4.2). The states of the converter \( x_k \) are inputs to this block.

\[
\dot{x} = f(x) + g(x)u \tag{4.1}
\]

\[
y = h(x) \tag{4.2}
\]

The output of this block is the amount of power generated by the PV panel \( y_k \). For the converter system of Figure 29, the state being fed to this block is the PV voltage \( v_{pv} \) and the output is the PV power \( p_{pv} \). The two Sample/Hold and Memory blocks sample the states and the PV power and form \( Y_k \) and \( \bar{S}_k \) in (4.3)-(4.4).

\[
Y_k \begin{bmatrix} y_k & \ldots & y_{k-j} \end{bmatrix}^T \tag{4.3}
\]

\[
\bar{S}_k = \begin{bmatrix} S(x_k) & \ldots & S(x_{k-j-1}) \end{bmatrix}^T \tag{4.4}
\]

where the \( S(x_k) \) is the regression vector which is represented as in (4.5)

\[
S(x_k) = \begin{bmatrix} x_k & \ldots & x_k^2 \end{bmatrix}^T \tag{4.5}
\]
These matrices are then fed to the Parameter Estimator block that realizes (4.6) to generate \( \hat{\gamma}_k \).

The estimated parameter vector \( (\hat{\gamma}_k) \) is then transferred to the Maximum Power Point Tracker block to generate the desired state trajectory \( (x_k^d) \) based on (4.7).

\[
\hat{\gamma}_{k+1} = (S_k^T S_k)^{-1} S_k^T Y_k
\]  
(4.6)

\[
x_k^d = x_k + \eta_k \hat{\gamma}_k \frac{\partial S(x_k)}{\partial x_k} \left[ \hat{\gamma}_k \frac{\partial S(x_k)}{\partial x_k} \right]^{-1} \frac{\partial S(x_k)}{\partial x_k}
\]  
(4.7)

Where \( \eta_k \) is an adaption parameter that will be discussed further in the final analysis.

The final step is to make the PV voltage follow the desired state trajectory \( (x_k^d) \). This can be accomplished by feeding the desired trajectory \( (x_k^d) \) to the inner loop in Figure 54 as the reference points. The PV voltage regulator block in Figure 55 represents the inner voltage control loop. The inner control loop can be designed based on classical control schemes such as a simple PI controller as in section 3.2 in conjunction with a Pulse Width Modulator (PWM) that regulates the PV voltage to the desired voltage by controlling the duty cycle of the active switches of the converter. By tracking the desired trajectory \( (x_k^d) \), the states of the system of (4.1) will converge to the equilibrium point at \( x_k^* \) that coincides with the MPP,
4.3.2 Simulation results of the proposed MPPT method.

This section presents a preliminarily simulation results with the proposed MPPT to validate the proposed method in terms of their response to dynamic environmental conditions. Typically, the merit of a new MPPT algorithm is evaluated based on three important factors: The accuracy of tracking the MPP, extent of oscillations around the MPP, and the dynamic response to the varying temperature and irradiance conditions. Several simulations are carried out with the proposed MPPT method to evaluate the performance of the method according to the three mentioned factors.

In the first simulation, the PV panel is set to emulate the I-V characteristics of the BP365 in STC. In STC the local irradiation is equal to 1 kW/m² and temperature is equal to 25°C. The converter is started with the proposed MPPT method to track the MPP. The resulting waveforms
are reported in Figure 56. This figure shows the climb of the voltage to the MPP voltage and convergence of the current to the MPP current. According to this figure, the PV voltage, current, and power are converged to 17.6 V, 3.7 A and 65W in 1 seconds after starting the simulation. Based on the BP365 parameters in STC listed above, this point is the actual MPP of the panel in STC. This verifies the effectiveness of the proposed method for tracking the MPP of the PV panel.

Figure 56. The resulting waveforms for the first simulation of the proposed MPPT.

The second simulation is designed to investigate the dynamic response of the proposed MPPT method to the variations in solar irradiance. In this simulation, the temperature is fixed at 25°C, however the PV panel is set the irradiance to 0.8 kW/m² initially, switch to 1 kW/m² after 3 seconds, and finally switch back to 0.8 kW/m². This scenario replicates a real-world situation
were the solar irradiance delivered to a PV panel is suddenly varied as a result of a passing cloud blocking the sun for a short period of time.

The resulting waveforms for this experiment are reported in Figure 57, according to this figure, initially the MPP tracker has managed to converge to 3 A and 52.8 W. Subsequent to the upsurge in irradiance it shifts the PV current and power to the MPP values in STC at 3.7 A and 65 W, and upon switching back to 0.8 kW/m² it recovers the current and power to 3 A and 52.8 W. The PV voltage is nearly constant at 17.6 V throughout this experiment. This confirms the effectiveness of the proposed MPPT method in dealing with varying irradiance conditions.

Figure 57. The resulting waveforms for the second simulation, response to irradiance step change.
The third simulation is designed to inspect the response of the proposed MPPT technique to the temperature fluctuations. In this simulation, the PV panel is set to the level of delivered irradiance fixed at 1 kW/m² while the temperature is switched from 35°C to 25°C and back to 35°C after 3 seconds. This simulation replicates the fluctuating ambient temperatures throughout a day. The resulting waveforms for this simulations are reported in Figure 58.

![Figure 58](image.png)

**Figure 58. The resulting waveforms for the third simulation, response to temp change.**
According to Figure 58, when temperature is equal to 35°C the PV voltage and power are converged to 16.6 V and 62.6 W. Following the step change in temperature from 35°C to 25°C the proposed MPPT method shifts the PV voltage and power to the MPP in STC at 17.6 V and 65 W and then shifts it back to 16.6 V and 62.6 W subsequent to the temperature rise to 35°C. This confirms the effectiveness of the proposed MPPT method in handling of fluctuating temperature conditions. Similar to the previous experiment, the transitions happen relatively fast (in fraction of seconds), with no undesirable effects. This further illustrates the superiority of the proposed MPPT method.

4.4 Proposed MPPT for Three Phase Grid-Connected PV System

The purpose of this section is to implement the proposed MPPT method for a grid-tied q-Z-Source inverter that interfaces photovoltaic (PV) system to a three-phase utility grid. The concept of model predictive control method is used in combining with the proposed MPPT extremum seeking (ES) optimization to maximize the energy harvest form the PV system. The maximum harvested power from the PV system will be injected to the grid which will controlled based on the power factor control. The MPC controller will determine the optimal switching signals that minimizes the defined cost function to be applied to q-ZSI. The proposed method with MPC control can be implemented on inexpensive digital controller and guarantee true convergence to MPP and feature fast dynamic response in the steady state and transient operation.

4.4.1 Description of the Proposed MPPT for q-Z-Source inverter

The purpose of this section is to propose a discrete-in-time ES based Predictive MPPT (referred to as ESP-MPPT hereinafter) method without a modulator for a q-ZSI acting as a PEI. The predictive controllers can be used for implementation of ES based MPPT algorithms on q-ZSIs
with multi-objective control functionality. Comparing to classical control schemes, MPC techniques deliver fast dynamic response with high stability marking, making them well suited for PV systems in harsh ambient condition and abnormal grid condition. Also, for the q-ZSIs, the MPC eliminates the complex modulation stage required to implement the shoot through state [76], [77]. In addition, the proposed approach features fast dynamic response and negligible oscillations around the MPP at steady state, which results in size reduction of passive components in the impedance network of ZSI which is a challenge in ZSI design [78]. The one-line block diagram of the proposed system is illustrated in Figure 59.

### 4.4.2 System Model

In section (3.5), the predictive modeling of the grid side that the injected current and the DC input side impedance network that the inductor current and capacitor voltage was presented. As it was mentioned early in section 3, one of the main characteristics of ZSI is its shoot-through mode for
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\end{align*}$$

**Figure 59.** General schematic of the proposed power electronics interface based on grid-tied z-source inverter for photovoltaic application.
flexible boosting of the input (PV) voltage. In this mode, both switches in one leg of the inverter are simultaneously turned ON.

4.4.2.1 Photovoltaic Side

The Extremum Seeking Maximum Power Point Tracking Algorithm block in Figure 59 is responsible for determining a desirable trajectory for the L1 current that leads to MPP. The trajectory provided by this block is tracked using the MPC. The MPC approach for determination of optimal switching state at each iteration are commonly formulated in discrete-time with fixed sampling intervals. This concept fits well with the proposed discrete-in-time ES based predictive MPPT algorithm. The general model of the ZSI impedance network can be represented as a nonlinear system in discrete-time state space form as,

\[ x_{k+1} = f(x_k, u_k) \]  \hspace{1cm} (4.9)

Where \( x \in \mathbb{R}^n \) and \( u \in \mathbb{R}^m \) are the states and the inputs of the inverter. For q-ZSI of Figure 59, for instance, one of the controller inputs for MPC is the reference signal generated by the Extremum Seeking-MPPT block and the states are the PV panel voltage \( (V_{pv}) \) and current \( (I_{pv}) \). The states \( (x) \) are inputs of a function that represents the P-V characteristic of the PV panel. The MPPT algorithm is responsible for the accurate tracking of \( x^*_k \) in presence of ambient and parameter variations. It also should be able to make the system globally asymptotically stable, and be easy and economical to implement. The proposed MPPT method introduces the following iterative hill-climbing formula based on the derivative of a Linear-In-Parameter (LIP) form [] that generates a desired trajectory \( x^d_k \) for the states to climb to the MPP,
The estimated parameter vector $(\hat{\gamma}_k)$ is then transferred to the Desired Trajectory Determination block to generate the desired state trajectory $(x^d_k)$ based on the above mentioned equation. Thus two of the reference signals $(I_{L1-ref}(k), P_{ref}(k))$ for the MPC cost function formulation are determined as shown in Figure 59. The MPC cost function, which will be developed at the end of this section, will track the desired trajectory $(x^d_k)$ by operating in the shoot through and non-shoot through states. The optimization of the MPC cost function is performed with a sampling time at least two times smaller than the sampling time of the Extremum Seeking-MPPT algorithm (desirable trajectory determination algorithm).

### 4.4.2.2 Grid Side

At the grid side, the controller should inject the maximum power harvested from the PV panel and control the ratio of active/reactive power injected to the grid (power factor control). For the ZSI nine vectors are considered including six active states, two null states, and one shoot through state. Then the MPC cost function evaluates and compare these resulting indicator current and capacitor voltage values with the desired active and reactive power to be injected to the grid. The active power reference $(P_{ref}(k))$ can be determined from the proposed ESP-MPPT method explained earlier in this section. The reactive power reference $(Q_{ref}(k))$ can be zero for unity p.f.
operation or can be set by the grid operator according to grid requirement as an ancillary service [79].

4.4.2.3 **MPC Cost Function and Optimization**

The control objectives for the q-ZSI are the inductor (L1) current ($I_{L1}$), the capacitor (C1) voltage ($V_{C1}$), the grid side active power ($P$), and the grid side reactive power ($Q$). The desired reference signal for each of these control objectives were explained earlier in this section. In summary, the reference signal for inductor (L1) current ($I_{L1}$) and active power ($P$) are determined from the ESP-MPPT. The reference signal for reactive power ($Q$) is set according to grid requirement by the grid operator. The capacitor (C1) voltage ($V_{C1}$) reference signal is assumed to be 600 V which is more than double the grid voltage of 208 V$_{\text{RMS}}$ to transfer the active power easily. The reference value for ($V_{C1}$) can be different according to active/reactive power requirement of the grid.

Finally, in order to determine the optimal switching signal for the ZSI, a single cost function $g$ is developed with all these control objectives and their corresponding desired values. The designed cost function $g$ subject to minimization is given by,

$$ g = \lambda \|i_{L1ref}(k) - i_{L1ref}(k + 1)\| + \lambda \|i_{\alpha\beta ref}(k) - i_{\alpha\beta ref}(k + 1)\| $$  \hspace{1cm} (4.11)

4.4.3 **Simulation Results**

The proposed controller is implemented and simulation results are provided that validate the operation of the method. The proposed system has negligible current and voltage ripple in the impedance network, thus smaller impedance network elements can be used for the ZSI. One of the challenges of employing impedance source inverters is the size of the passive elements in the impedance network.
To start the analysis, the operation of system with solar irradiance of 1000 W/m² is evaluated. The results for simulation are shown in Figure 60, Figure 61 and Figure 62. The three phase grid side current and the inductor L1 current of the impedance network at the PV side are shown in Figure 61. As it is shown, the injected current to grid has negligible harmonic distortions. Figure 61 validates the unity power factor operation of the system. The pulsating dc-link voltage demonstrates the operation of q-ZSI in shoot through (when the dc-link voltage is zero) and non-shoot through (when the dc-link voltage is non-zero) sates.

Figure 60. System operation in steady state solar irradiance at 1000W/m², the inductor current, the three phase grid side current.
In Figure 62, the reference q-ZSI capacitor voltage is set to be 600V and the reference output peak value of the injected grid current and the inductor current are calculated from the reference output power. In addition, the output injected current $i_a$ tracks the reference current with high dynamic performance. Moreover, the DC-Link voltage is witched and constant. An important fact it worth to be mentioned from all the provided result so far, the inductor current is continuous which is in favour of PV application. Since the discontinuous input current is not easy to be controlled and can shorten the life time of the PV panel. For the mentioned one reason above, the q-ZSI with a continuous current was chosen over the ZSI which has discontinues current.

Figure 61. System operation in steady state solar irradiance at 1000W/m², the inductor current, phase (a) of the grid voltage and the current, the dc-link voltage
Results of experimental implementation for the proposed MPPT for the stand-alone system

The block diagram of the experimental setup for evaluation of the proposed MPPT algorithm is illustrated in Figure 63. As visualized, the experimental setup is comprised of a PV module emulator, a positive buck-boost power converter, a digital controller, and a 24 V battery. The actual lab setup of the system is shown in Figure 64.

4.5 Results of experimental implementation for the proposed MPPT for the stand-alone system

Figure 62. System operation in steady state solar irradiance at 1000W/m², the inductor current, phase (a) of the current, the capacitor voltage
The merits of the new MPPT algorithm are evaluated based on three factors: the accuracy of tracking the MPP, the extent of oscillations around the MPP, and the dynamic response to the varying temperature and irradiance conditions. Several experiments are carried out on the experimental system with the proposed MPPT method to evaluate its performance.

In the first experiment, the PV emulator is set to emulate the I-V characteristics of the BP365 in STC. In STC, the local irradiation is equal to 1.0kW/m² and temperature is equal to 25°C. The converter is started with the proposed MPPT method to track the MPP. The resulting waveforms for this experiment are reported. The data from this experiment are recorded using the DSP directly and plotted using MATLAB for better visualization. The resulting waveforms are shown in Figure 65 and Figure 66.
Figure 65 displays the waveforms for PV voltage, current, and power vs. time. According to this figure, the PV voltage, current, and power are converged to 17.6 V, 3.7 A, and 65 W in 12 seconds. Based on the BP365 parameters in STC listed above, this point is the actual MPP of the panel in STC. This verifies the effectiveness of the proposed method for tracking the MPP of the PV panel. To further validate the operation of the proposed method, the power vs. voltage data points for this experiment are plotted on top of the P-V characteristic curve of the BP365 in Figure 66. This figure clearly shows the climb of the proposed algorithm to the MPP.

![Waveform Diagram]

Figure 65. The resulting waveforms for the first experiment. The PV voltage, current, and power waveforms vs. time.
The second experiment is designed to investigate the dynamic response of the proposed MPPT method to the variations in solar irradiance. In this experiment the temperature is fixed at 25°C, however the PV emulator is programmed to set the irradiance to 0.7 kW/m\(^2\) initially, switch to 1 kW/m\(^2\) after 30 seconds, and finally switch back to 0.7 kW/m\(^2\). This scenario replicates a real-world situation were the solar irradiance delivered to a PV panel is suddenly varied as a result of a passing cloud blocking the sun for a short period of time. The resulting waveforms for this experiment are reported in Figure 67 and Figure 68. Similar to the previous experiment, the waveforms for PV voltage, current, and power vs. time are illustrated in Figure 67. According to this figure, initially the MPP tracker has managed to converge to 2.56 A and 46.1 W.
Subsequent to the upsurge in irradiance it shifts the PV current and power to the MPP values in STC at 3.7 A and 65 W, and upon switching back to 0.7 kW/m² it recovers the current and power to 2.56 A and 46.1 W. The PV voltage is nearly constant at 17.6 V throughout this experiment.

Figure 67. The resulting waveforms for the second experiment. The PV voltage, current, and power waveforms vs. time.

The power vs. voltage data points for this experiment are plotted on top of the two P-V characteristic curves of the BP365 for 1 kW/m² and 0.7 kW/m² irradiation in Figure 68. According to this figure, the convergence point at 17.6 V and 46.1 W is the true MPP of the BP365 when the
received irradiance is equal to 0.7 kW/m$^2$. This confirms the effectiveness of the proposed MPPT method in dealing with varying irradiance conditions.

Moreover, according to Figure 67 the transition from the MPP in STC to the new MPP and reverse takes place in less than 2 seconds with no overshoot and no additional oscillations. Comparing with the traditional MPPT methods, the dynamic response of the proposed method is far more superior in terms of speed and shape of response [80].

The third experiment is designed to inspect the response of the proposed MPPT technique to the temperature fluctuations. In this experiment using the PV emulator the level of delivered irradiance to the panel is fixed at 1 kW/m$^2$ while the temperature is switched from 75$^\circ$C to 25$^\circ$C.
and back to 75°C after a short period of time. This experiment replicates the fluctuating ambient temperatures throughout a day. The resulting waveforms for this experiment are reported in Figure 69 and Figure 70. According to Figure 69, when temperature is equal to 75°C the PV voltage and power are converged to 15.1 V and 56.6 W. Following the step change in temperature from 75°C to 25°C the proposed MPPT method shifts the PV voltage and power to the MPP in STC at 17.6 V and 65 W and then shifts it back to 15.1 V and 56.6 W subsequent to the temperature rise to 75°C.

Figure 69. The resulting waveforms for the third experiment. The PV voltage, current, and power waveforms vs. time.
Similar to before, the power vs. voltage data points for this experiment are plotted on top of the two P-V characteristic curves of the BP365 for 25°C and 75°C in Figure 70. According to this figure, the convergence point at 15.1 V and 56.6 W is the true MPP of the BP365 when the panel temperature is equal to 75°C. This confirms the effectiveness of the proposed MPPT method in handling of fluctuating temperature conditions. Similar to the previous experiment, the transitions happen relatively fast (less than 2 seconds), with no undesirable effects. This further illustrates the superiority of the proposed MPPT method over the traditional MPPT methods [80].
4.5.1 Experimental comparison of proposed MPPT to P&O MPPT

In this section, the performance of the proposed method is compared to P&O MPPT algorithm experimentally. The P&O method is designed to perform at their best in terms of dynamic response and oscillations around MPP. Figure 71, Figure 72 and Figure 73 compares the performance of the proposed method vs. the P&O method.

Figure 71. Comparing performance of the proposed ESP-MPPT method for startup.

Figure 71 illustrates the tracking performance at the startup and the oscillations of the two methods. According to this figure, the startup time of the two methods are comparable, while the amplitude of oscillations of the proposed method is much less than the P&O method.
Figure 72 demonstrates the performance of the two methods when the temperature is stepped down from 25°C to 75°C. According to this figure the proposed method performs well by tracking the new MPP voltage in a few seconds while the P&O algorithm struggles and takes much longer to converge.

Figure 72. Comparing performance of the proposed ES to PO-MPPT method for a step change in temperature.
Figure 73 compares the performance of the two methods when irradiance is stepped up from 0.7kW/m² to 1kW/m². According to this figure, the proposed method maintains the voltage very close to the MPP voltage during the transient and regulates the current to the MPP current in a few seconds. However, the P&O algorithm is tricked into decreasing the voltage which leads to much longer convergence time.

Figure 73. Comparing performance of the proposed ES to PO-MPPT method for a step change in irradiance.
4.6 Simulation results for q-ZSI grid-connected for a step change

This section evaluates the dynamic response of the system to a step change in solar irradiance from 1000 W/m² to 750 W/m². Figure 74, Figure 75, and Figure 76 demonstrate the system performance for this experiment. The system is initially operating at solar irradiance of 1000 W/m², then at instant $t_1=0.34s$ the solar irradiance is step changed from 1000 W/m² to 750 W/m². Figure 74 shows the dynamic response of the inductor L1 current and the three phase injected current to the grid. At the PV side, as it is shown by inductor L1 current, the controller tracks the new MPP fast, without significant overshoot/undershoot. At the grid side, the system reaches to

![Figure 74. Dynamic response of the system to step change in solar irradiance from 1000 W/m² to 750 W/m², the three phase grid side current and the inductor L1 current in the impedance network.](image-url)
its new operating point around 70ms after the step change occurred at instant \( t_1 \). The injected currents to the grid do not show any inrush effect due to step change in solar irradiance.

Figure 75 illustrates the effect of solar irradiance change on unity power factor operation of the system. As it is captured in Figure 75, the system is injecting the current into the grid with smooth reduction in the grid peak current without change in its phase to maintain unity power factor operation. The effect of this step change in solar irradiance on capacitor C1 voltage in the impedance network is shown in Figure 76. As it is captured, the change in solar irradiance has

![Graphs showing dynamic response](image)

**Figure 75.** Dynamic response of the system to step change in solar irradiance from 1000 W/m\(^2\) to 750 W/m\(^2\), phase (a) of grid voltage and current, pulsating dc-link voltage, and inductor L1 current in the impedance network.
minor effects on the C1 voltage as it is expected according to the PV characteristics curve when there is a change in solar irradiance.

Moreover, the response of the system to a step change in the ambient temperature of the PV panel is evaluated for a step of 25 deg C to 50 deg C. The system performance for this experiment is shown in Figure 77. As it is captured, after the step change at instant t2, the inductor L1 current moves to its new MPP operation and coordinates very fast to extract the maximum available power from the PV array. This will result in lower peak current at grid side. The grid side current is changed smoothly without experiencing inrush current.
Finally, Figure 78 shows the dynamic response of active power, the MPP voltage and MPP current to step change in solar irradiance from 1000 W/m² to 750 W/m² at instant t1. As it is shown, the system response to this step change is fast without significant overshoot/undershoot. Although a step change in solar irradiance is not happening in realistic conditions, but this scenario is considered as the worst case situation for the proposed system evaluation in this work.
To conclude, Figure 79 compares the performance of the proposed method (ES) with improved or optimized incremental conductance (OPINC) method when irradiance is stepped down from 1kW/m² to 0.7kW/m². According to this figure, the proposed method maintains the voltage very close to the MPP voltage during the transient and regulates the current to the MPP current in a few seconds. However, the OPINC algorithm is trapped into decreasing the voltage which leads to much slower convergence time.

![Figure 78. System response to step change in solar irradiance from 1000 W/m² to 750 W/m², the active power, MPP voltage and MPP current.](image)
Figure 79. Comparing performance of the proposed ES to OPINC-MPPT method for a step change in irradiance.
Chapter 5

5 Conclusion and Future work

5.1 Conclusion

Photovoltaic systems are one of the most promising renewable electric power generation systems due to their low environment impact and high availability of solar irradiation in most geographical locations [81]. However, the downside to the PV power systems is the cost of the required equipment. To compensate for the high initial cost of the PV infrastructure, it is imperative that a solar-generation system always operates near its most efficient operating point, thus Maximum Power Point Tracking (MPPT) for PV systems is essential [21].

In this work, a comprehensive framework for control and MPPT for two-types of PV systems, a stand-alone system and a three-phase grid connected system, was proposed. The design objective for each case was to offer more efficiency, better performance, increased reliability, simplified implementation, and to reduce the costs associated with the power electronic stage. The proposed controller satisfies a key criteria for PV systems, i.e. controlling the stand-alone converter input voltage or the inverter input current of the grid-tied system, to extract the maximum available power from the connected PV modules.

The standalone system under study was a conventional Buck-Boost convertor interfacing a PV module to a battery. A classical PI controller was designed to regulate the input voltage of the converter according to the stability criteria. The reference values for the PI controller were generated by the proposed Maximum Power Point Tracking (MPPT) algorithm. Simulation and experimental results were provided to validate the design performance under different environmental conditions.
Grid-tied PV systems commonly use a two-stage power electronics interface [81]: an upstream dc/dc power conversion stage from the PV module to a dc link energy buffer element, and a downstream dc/ac power conversion stage from the energy buffer element to the grid. Commonly, in these PV systems architectures, the MPPT is implemented in the upstream dc/dc conversion stage and is only responsible for transferring the maximum available energy from the PV panel to the intermediate energy buffer. The responsibility of the downstream stage is to control the flow of energy to the grid by generating controllable ac voltages synchronized with the grid voltage.

The use of a two-stage topology is necessitated due to the inherent limitation of the dc/ac inverters for stepping up/down the voltage freely. Commonly, the conventional inverters classified as Voltage-Source Inverters (VSI) can only step-down the voltage while the Current-Source Inverters (CSI) can only step-up the voltage (the VSIs can have a boost factor of almost 1.15 which is not enough for most applications) [82, 83]. Therefore, a conventional dc/ac inverter in general, cannot both step-down and step-up the voltage freely. As mentioned above, the MPP voltage of a PV module is not constant and needs to be tracked by the PV harvesting system. This voltage can be higher/lower than the grid voltage based on the environmental conditions, necessitating a power conversion system that can step up/down the voltage freely to track the MPP accurately. Hence, the dc/dc stage in the conventional systems is used to step up/down the dc link voltage freely when necessary.

Due to this limitation of conventional VSIs and CSIs, this author decided to design the grid-tied system based on a newly introduced converter topology, denoted as the impedance-source converter, that undermines the limitations with the conventional VSIs and CSIs [84]. As mentioned previously, these new converters provide several advantages for a variety of
applications with different input-output requirements [85-88]. In particular, a class of dc/ac inverters designed based on the concept of impedance-source conversion, denoted as a Quasi-Impedance source power inverter (q-ZSI), can step up/down the voltage freely, and thus are very well suited for designing single-stage PV harvesting systems. Moreover, the q-ZSIs feature several additional advantages over the conventional inverters that makes them even more appealing for energy harvesting systems [24]. Although very resourceful, the q-ZSIs operate differently than conventional inverters due to incorporation of energy storage elements in their input port and thus require new and innovative control strategies to boost their performance.

This dissertation has presented a new MPPT method that maximizes the amount of power extracted by the q-ZSI from the PV panel based on the concept of Model Predictive Control (MPC) [89] in conjunction with Extremum Seeking (ES) optimization algorithm. Due to promising performance of MPC methods for MPPT of PV systems, there have been works in the literature that explore the possibility of using MPC for MPPT [90, 91]. However, as mentioned previously, these works each come with some shortcomings such as indirect use of predictions for MPPT, not addressing the use of MPC for q-ZSI converters, and inadequate performance of the designed system. However in the presented work in this dissertation, decisions on the trajectory of the PV voltage and current of the q-ZSI are directly made through a predictive control approach by taking advantage of ES optimization algorithm and the provided experimental results clearly demonstrate superior performance compared to classical MPPT algorithms. Additionally, at the grid-side, the proposed controller for q-ZSI injects the maximum available power determined by the MPPT algorithm to grid with adjustable power factor (p.f.) by minimizing the MPC cost function to determine the switching signals for the inverter.
To achieve stable, effective, and economically viable MPPT methods, numerous optimization algorithms have been explored over the past few years. As mentioned previously, the authors in [92] classify a large number of the proposed methods in the literature very nicely into the two categories of simple to implement but with limited performance [91, 93-96], and high performance but with taxing computational burden for implementation [97, 98]. Although MPPT algorithms have been investigated extensively in the literature for various applications lately [63-66], not many MPPT methods based on the concept of Extremum Seeking (ES) have been proposed so far. The simplicity and the rigorous supporting mathematics of ES-based control methods are the main motivation for the authors to pursue design of an ES-based MPPT algorithm [67]. The proposed ES-based MPPT in this dissertation strikes a balance between simplicity of implementation and performance which makes it particularly useful for PV applications that require high performance with limited available computational resources of small-scale embedded controllers. On the other hand, as mentioned previously, although there are a number of ES-based MPPT methods proposed in the literature lately [68, 99, 100], all the available methods are based on continuous-in-time formulations which need analog realization or high speed processors to guarantee the continuity and convergence of the controller [99]. The proposed MPPT algorithm in this work, however, was designed based on a new discrete-in-time Extremum-Seeking (ES) technique for tracking the maximum power point of the PV modules using the two discussed PV systems. This proposed MPPT method has introduced a new iterative formula that generates the desired trajectory for the states to climb to the MPP. As it proven in chapter 4, the generated desired trajectory will direct the system toward the MPP. As result, the designed estimator can guarantee the convergence to the equilibrium point that coincides with the MPP.
The main features of the proposed MPPT and control system are:

(a) True maximum power point tracking under dynamic ambient condition with fast dynamic response and negligible oscillation around MPP,

(b) A predictive optimal controller based on ES algorithm is proposed without needing a modulator that can be implemented with reasonable processing effort on an inexpensive digital controller,

(c) High efficiency and reliable operation due to the single power conversion q-ZSI,

(d) Minimizing the required size of passive component in the impedance network of q-ZSI due to negligible oscillation around MPP by the proposed MPPT algorithm; it is well-known in literature that smaller current ripple reduces the size of passive component required in the PEI [101, 102]. This is especially important because according to [103], one of the challenges of employing impedance source inverters is the large size of the passive elements in the impedance network. Consequently, by using the proposed method, the footprint area of a q-ZSI converter can be reduced significantly. Although the proposed method can be used in conjunction with other converters, its benefits will signify when used with a q-ZSI,

(e) Simple control architecture without needing many cascaded loops as in classical linear control methods for q-ZSIs,

(f) The proposed method can also be applied to a wide range of PV systems aside from the two systems discussed in this work.

The operation of the proposed MPPT method was experimentally verified using both the stand-alone and the grid tied systems. The merits of the new MPPT algorithm were evaluated based on three factors: the accuracy of tracking the MPP, the extent of oscillations around the MPP, and the dynamic response to the varying temperature and irradiance conditions. According to the provided
experimental results, the proposed method demonstrated a better performance in both systems and faster dynamic behavior compared to the well-known conventional P&O method for a step change in irradiance or temperature. In addition, it was shown that the proposed method has almost negligible oscillations and higher efficiency at the MPP compared to P&O method.
5.2 Future Work

The future work pursuant to this dissertation opened new challenges that require further studies and analysis can be listed as the following:

- Implementing measures into the proposed MPPT to incorporate partial shading
- Exploring more various isolated and non-isolated DC-DC convertors topology for the stand-alone PV system
- Considering model predictive control methods with different constraints can be added to incorporate the advantages of MPC
- Adapting important safety requirements can be addressed in grid connected power electronics systems
- Using of Wide Gap Devices in order to maximize the performance and reduce the overall cost of the power conversion system
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