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Approaches for directly calculating the activation energy for a chemical reaction from a simulation at a single temperature are explored with applications to both classical and quantum systems. The activation energy is obtained from a time correlation function that can be evaluated from the same molecular dynamics trajectories or quantum dynamics used to evaluate the rate constant itself and thus requires essentially no extra computational work. Published by AIP Publishing. [http://dx.doi.org/10.1063/1.4964284]

I. INTRODUCTION

It is now common to calculate reaction rate constants using time-correlation functions (TCFs) evaluated from molecular dynamics (MD) simulations that capture reactive trajectories. However, further information about the reaction is generally obtained by additional simulations. A key example is the corresponding reaction activation energy that is typically obtained by constructing an Arrhenius plot based on the rate constant, \( k(T) \), calculated from simulations at different temperatures. However, this approach belies the fact that the ensemble of reactive trajectories obtained in a MD simulation actually contains considerably more information.

Dellago and Bolhuis have shown that the activation energy can be calculated directly in the context of transition path sampling calculations. They applied the results to determining the activation energy in other systems using other TCFs. In addition, the same tactic can be applied to calculate the activation energy within quantum mechanical TCF formulations of the reaction rate constant. Thus, these approaches can be implemented in the context of nearly any method for calculating a rate constant.

We apply the results to determining the activation energy of the one-dimensional Eckart barrier, described in terms of both classical and quantum mechanics, and the classical hydrogen-bond (H-bond) exchange dynamics in liquid water.

II. TIME CORRELATION FUNCTIONS AND ACTIVATION ENERGY

A. Classical

For the purposes of illustration, we first consider the reactive flux (or flux-side) TCF expression for the rate constant

\[
\lim_{t \to \text{long}} C_{\beta}(t) = \lim_{t \to \text{long}} \langle F_s(0) \theta[s(t) - s^{\dagger}] \rangle.
\]  

Here a dividing surface at \( s = s^{\dagger} \) is assumed to separate reactants (\( s < s^{\dagger} \)) and products (\( s > s^{\dagger} \)), \( F_s(0) = \delta[s(0) - s^{\dagger}]e_s(0) \) is the classical flux through the dividing surface at \( t = 0 \) with \( e_s \) the velocity in the reaction coordinate, \( s \), direction, and \( \theta(s) \) is the Heaviside step function. The rate constant is given by the “long”-time limit, which indicates times long enough for trajectories initiated at the dividing surface to have reached the products, but shorter than the time scale for the products formed to convert to reactants via the reverse reaction.

The activation energy is given by the temperature dependence of the rate constant as

\[
E_a = -\frac{d \ln k}{d \beta},
\]  

which, using Eq. (1), gives

\[
E_a = -\frac{1}{k} \lim_{t \to \text{long}} \frac{d C_{\beta}(t)}{d \beta}.
\]  

It is important to note that \( E_a \), which is defined by Eq. (2), is distinctly different from the free energy barrier for the reaction. We can write the TCF in a more explicit form as

\[
C_{\beta}(t) = \frac{1}{Q_r} \text{Tr} \left[ e^{-\beta H} F_s(0) \theta[s(t) - s^{\dagger}] \right],
\]  

where \( Q_r \) is the reactant partition function, \( \text{Tr} \) represents an average over all phase space initial conditions, \( \beta = 1/k_B T \), and \( H \) is the Hamiltonian. Then, it is clear from this expression that \( C_{\beta}(t) \) depends on temperature, and hence \( \beta \), only through \( Q_r \) and the Boltzmann factor, \( e^{-\beta H} \). Thus,

\[
\frac{d C_{\beta}(t)}{d \beta} = -\frac{1}{Q_r} \text{Tr} \left[ e^{-\beta H} H(0) F_s(0) \theta[s(t) - s^{\dagger}] \right] - \frac{d \ln Q_r}{d \beta} C_{\beta}(t).
\]  

However, \(-d \ln Q_r/d \beta = \langle H \rangle_r\), is the average reactant energy, which allows the two terms in the above equation to be combined as

\[
\frac{d C_{\beta}(t)}{d \beta} = -\langle \delta H(0) F_s(0) \theta[s(t) - s^{\dagger}] \rangle,
\]

where \( \delta H(0) = H(0) - \langle H \rangle_r \) is the fluctuation of the energy from the average reactant value. This gives the activation
energy as
\[ E_a = \frac{1}{k} \lim_{t \to \infty} \langle \delta H(0) F_s(t) \theta[s(t) - \theta^2] \rangle. \]  
(7)

This is the result derived previously by Dellago and Bolhuis and it shows that the activation energy can be obtained directly from a TCF that can be evaluated in the same simulation as that used to obtain the rate constant itself. The physical meaning is also clear as what is required is the addition of the energy fluctuation (relative to that of the reactants) at the transition state dividing surface to the reactive flux correlation function, Eq. (1). In this way, the present result echoes the interpretation of the activation energy first proposed by Tolman nearly a century ago.\(^{13}\)

This approach for obtaining direct time correlation function expressions for the activation energy is general. An analogous result can be obtained for the flux-flux TCF,
\[ C_p(t) = \langle F_r(0) F_s(t) \rangle, \]  
(8)

the integral of which gives the rate constant
\[ k = \int_0^\infty C_p(t) \, dt. \]  
(9)

An expression for the activation energy is obtained, using Eq. (2) and the same approach applied above for the flux-side TCF, as
\[ E_a = \frac{1}{k} \int_0^\infty \langle \delta H(0) F_s(t) \rangle \, dt, \]  
(10)
in close analogy to Eq. (7).

The same approach can be applied to the rate constant obtained within the stable-states picture\(^{6,7}\) in which the rate constant is obtained from the side-side\(^3\) TCF
\[ C_p(t) = \langle n_r(0) n_p(t) \rangle = \frac{1}{Q_r} \text{Tr} [e^{-\beta H} \theta[s_r - s(0)] \theta[s(t) - s_p]], \]  
(11)

where \(r\) and \(p\) represent reactants and products, respectively. Here, \(n_r(0) = \theta[s_r - s(0)] = 1\) when the system is in the reactant well at time \(t = 0\) and \(n_p(0) = 0\) otherwise; \(n_p(t) = \theta[s(t) - s_p] = 1\) when the system is in the product well at time \(t\) and \(n_p(t) = 0\) otherwise. Thus, \(C_p(t)\) is zero at \(t = 0\) and rises to one with the time scale for converting reactants to products. The rate constant is equal to the time derivative of \(C_p(t)\) at times long relative to the time scale for passing between the two dividing surfaces but much shorter than \(1/k\).\(^{13}\) In practice, however, the rate constant is often obtained by the more global description, \(1 - C_p(t) = e^{-kt}\), a form that is rigorously obeyed only for times longer than the transit time between the reactant and product regions.\(^{14}\) In many (but certainly not all) cases, however, this single exponential form is found to be a good approximation for all times and we will adopt it in the following for the purposes of illustration. The rate constant can then be obtained as
\[ k^{-1} = \int_0^\infty [1 - C_p(t)] \, dt, \]  
(12)
such that the activation energy is given by
\[ E_a = -k \int_0^\infty \frac{dC_p(t)}{d\beta} \, dt. \]  
(13)

Using Eq. (11) then gives the activation energy as
\[ E_a = k \int_0^\infty \langle \delta H(0) n_r(0) n_p(t) \rangle \, dt, \]  
(14)
in close correspondence to the results for the reactive flux TCFs derived above.

**B. Quantal**

The quantum mechanical reaction rate constant can be obtained by analogous time-correlation functions,\(^{3,4}\) including a flux-side TCF,
\[ k_{qm} = \lim_{t \to \infty} C_p(t) = \lim_{t \to \infty} \frac{1}{Q_r} \text{Tr} [e^{-\beta H} \hat{F}_s \hat{P}(t)]. \]  
(15)

Here, \(C_p(t)\) is the quantum mechanical flux-side TCF, \(\text{Tr}\) is now a quantum mechanical trace, \(\hat{H}\) is the Hamiltonian operator, \(Q_r\) is the quantum mechanical reactant partition function, and \(\hat{F}_s = [\hat{H}, \theta[s - s(\theta)]]/h\) is the flux operator through the dividing surface separating reactants and products. The operator \(\hat{P}(t)\) projects onto reactive space and can take various forms.\(^{3,4}\) The one most analogous to Eq. (1) is
\[ \hat{P}(t) = e^{i \hat{H}/\hbar} \theta(s - \hbar^2) e^{-i \hat{H}/\hbar}. \]  
(16)

It is convenient to use the fact that, in the long-time limit, \([\hat{H}, \hat{P}(t)] = 0\), so that at long times,
\[ C_p(t) = \frac{1}{Q_r} \text{Tr} [e^{-\beta \hat{H}/2} \hat{F}_s e^{-\beta \hat{H}/2} \hat{P}(t)], \]  
(17)

where \(\hat{F}_s(\beta) = e^{-\beta \hat{H}/2} \hat{F}_s e^{-\beta \hat{H}/2}\) is the Boltzmannized flux operator that is of low rank.\(^{15,16}\) It is then straightforward to show that the quantum mechanical activation energy is given by a formula analogous to the classical result in Eq. (7),
\[ E_{a,qm} = \frac{1}{k_{qm}} \lim_{t \to \infty} C_{Hq}(t), \]  
(18)

where
\[ C_{Hq}(t) = \frac{1}{2} \langle \delta \hat{H} \hat{F}_s(\beta) \rangle_{qm}, \]  
(19)

\[ = \frac{1}{2} \langle \delta \hat{H} \hat{F}_s(\beta) \rangle_{qm}. \]  
(20)

The same approach can be used to derive the activation energy based on the rate constant calculated from the quantum mechanical flux-flux TCF,
\[ k_{qm} = \int_0^\infty C_p(t) \, dt, \]  
(21)
where
\[ C_g(t) = \frac{1}{Q_t} \text{Tr} [\hat{F}_g(\beta) \hat{F}_g(t)] \].
(21)

Then the activation energy is
\[ E_{a,qm} = \frac{1}{k_{qm}} \int_0^\infty \frac{1}{2} \langle [\delta \hat{H}, \hat{F}_g(\beta)] \rangle_{qm} dt 
= \frac{1}{k_{qm}} \int_0^\infty \frac{1}{2} \langle \hat{F}_g(\beta) \delta \hat{H}, \hat{F}_g(t) \rangle_{qm}. \]
(22)

The integrand is a TCF that we will denote as \( C_{Hg}(t) \).

Finally, the activation energy can be obtained from a side-side TCF formulation of the quantum mechanical rate constant,
\[ k_{qm} = \lim_{t \to \infty} \frac{d}{dt} C_{ss}(t) 
= \lim_{t \to \infty} \frac{d}{dt} \langle e^{-\beta H} \theta(s^2 - \delta) \hat{P}(t) \rangle_{qm}, \]
(23)

where \( \theta(s^2 - \delta) \) projects onto the reactant space. Symmetrizing the Boltzmann operator as for \( C_{fs}(t) \) and \( C_g(t) \) above gives the activation energy as
\[ E_{a,qm} = \frac{1}{k_{qm}} \lim_{t \to \infty} \frac{d}{dt} C_{Hsc}(t), \]
(24)

where
\[ C_{Hsc}(t) = \frac{1}{2} \langle [\delta \hat{H}, \theta_p(s^2 - \delta)] \rangle_{qm} \]
\[ = \frac{1}{2} \langle \theta_p(s^2 - \delta) \delta \hat{H}, \hat{P}(t) \rangle_{qm}, \]
(25)

with \( \theta_p(s^2 - \delta) = e^{-\beta H/2} \theta(s^2 - \delta) e^{-\beta H/2} \). We noted above for the classical TCF that the rate constant is equal to the time derivative of \( C_{ps}(t) \) for times longer than that required to convert from reactants to products, but we adopted a more global approach to obtaining \( k \) from \( C_{ps}(t) \). In the quantum mechanical approach described here, the time-derivative is used (as it can be for the classical case as well).

III. ECKART BARRIER

We first consider the application of these approaches to direct calculation of the activation energy for a simple test system. The Eckart barrier potential,
\[ V(s) = V_0 \text{sech}^2(s/a), \]
(26)

represents a standard problem in one-dimensional scattering theory; the potential is asymptotically zero at \( s \to \pm \infty \) with a barrier of height \( V_0 \) at \( s = 0 \). The classical rate constant is straightforwardly determined analytically as
\[ k(T) = \sqrt{\frac{k_b T}{2 \pi m}} e^{-\beta V_0}, \]
(27)

which gives the classical activation energy as \( E_a = V_0 + k_b T/2 \). An exact solution for the quantum mechanical transmission probability is available\(^3\) from which the rate constant and activation energy can be obtained by the appropriate Boltzmann averaging.

A. Classical dynamics

For this case we present results for the flux-side approach to calculating the rate constant and activation energy. The flux-side time correlation function, \( C_{fs}(t) \), is shown for three different choices of the dividing surface, \( s^2 \), in Fig. 1. In each calculation, \( 5 \times 10^6 \) trajectories are initiated from \( s(0) = s^2 \) and propagated using the velocity Verlet algorithm at a constant energy that is determined for each trajectory by initial velocities selected from a Boltzmann distribution. These trajectories were then used to evaluate \( C_{fs} \) and \( C_{Hfs}(t) = \langle \delta \hat{H}(0) F_s(0) \theta(s(t) - s^2) \rangle \). In the present simulations we took \( V_0 = 2.5 k_b T, a = 1 \) Å, and \( m = 1 \) g/mol; this gives \( k = 5163 \text{cm molecule}^{-1} \text{s}^{-1} \) and \( E_a = 1.79 \text{kcal/mol} \) at 300 K.

Choosing the dividing surface at \( s^2 = 0 \), i.e., at the top of the barrier, yields \( C_{fs}(t) = k \) for all \( t > 0 \) because there is no recrossing for this simple one-dimensional potential. This is illustrated in Fig. 1. For \( s^2 = -2.5 \) or \(-5 \) Å, however, there is significant recrossing of the (poorly chosen) dividing surface, which can be seen in Fig. 1 by the large initial flux followed by recrossing dynamics that lower the value of \( C_{fs}(t) \) at longer times. The recrossing naturally occurs at shorter times for \( s^2 = -2.5 \) Å compared to \(-5 \) Å as the...
trajectories reach (and are reflected by) the barrier more quickly. The rate constant, given by the long-time limit of \( C_R(t) \) is, however, independent of the choice of the dividing surface.

The activation energy can be calculated from the same trajectories from Eq. (7), i.e., it is the long-time limit of \( C_{R}(t) / k \), which is plotted in Fig. 2 for the three choices of dividing surface location. As with the flux-side TCF itself, \( C_{R}(t) \) exhibits different dynamics depending on the dividing surface. In the absence of recrossing (\( s^+ = 0 \)) it takes a constant value for all \( r \geq 0 \). In contrast, for \( s^+ = -2.5 \) and -5 Å, the dividing surface recrossing leads to dynamics on shorter time scales. Specifically, \( C_{R}(t) / k \) is constant at a value of \( \langle H \rangle_r = V(s^+) + k_b T / 2 \) at short times before the trajectories reach the barrier, are reflected, and recross the dividing surface. The trajectories with the highest kinetic energies recross the dividing surface first, leading to a dip in \( C_{R}(t) / k \), which then rises steadily to the final value of \( E_a \) as the trajectories with lower kinetic energy also recross at longer times. It is noteworthy, however, that the activation energy converges on approximately the same time scale as the rate constant.

In addition, the same activation energy of 1.79 kcal/mol is obtained for all choices of \( s^+ \), in excellent agreement with the analytical result given above.

### B. Quantum dynamics

To illustrate the direct calculation of the quantum mechanical activation energy for the Eckart barrier, we use standard parameters intended to mimic the H+H\(_2\) reaction, \( V_0 = 0.425 \) eV, \( a = 1 \) a.u. = 0.529 Å, and \( m = 1061 \) a.u. = 0.5820 g/mol. The rate constant and activation energy are obtained from the flux-flux TCF formulation, Eqs. (20)-(22).

Practically, the low-rank of the Boltzmannized flux operator is used to advantage by finding the two non-zero eigenvalues and eigenvectors,

\[
\hat{F}_s(\beta) | f_n \rangle = f_n | f_n \rangle.
\]

(28)

to provide a basis for evaluating the quantum mechanical trace. Then, the flux-flux TCFs \( C_{ff}(t) \) and \( C_{Hff}(t) \) are obtained as

The calculations were completed using a sinc-function discrete variable representation basis\(^{18}\) between \( s = -10 \) and 10 a.u. with a quartic complex absorbing potential starting at \( |s| = 6 \) a.u. with a height of 8 eV. The grid spacing was taken to be 15 times the thermal de Broglie wavelength, giving 67 grid points at 300 K and 117 at 900 K. The Boltzmannized flux eigenvalues and eigenvectors were obtained using a Lanczos algorithm\(^{19}\) and the time evolution was carried out with a split-operator propagator with a time step of 0.127 fs.

### IV. H-BOND EXCHANGES IN WATER

The final application we consider is the rate constant associated with H-bond exchanges, or “jumps,” between different H-bond acceptors in liquid water\(^{20,21}\). Here, the stable-states time correlation function, Eq. (11), is evaluated
from a single long trajectory that captures a large number of these events. Specifically, TCFs are calculated from a 1 ns NVT classical MD simulation of 343 water molecules carried out using the LAMMPS software\textsuperscript{22,23} with the SPC/E water force field.\textsuperscript{24} The integration time step was 1 fs and configurations were saved every 2 fs. Coulombic and Lennard-Jones interactions were evaluated within a cut-off radius of 10.5 Å. The long-range electrostatic interactions were included using three-dimensional periodic boundary conditions and an Ewald summation with a tolerance of 1 × 10\textsuperscript{-4}. The production stage was preceded by 1 ps velocity rescaling and 0.25 ns NVT equilibration periods. For this system, the reactant state is taken to be a H-bond between a given OH donor and a particular O atom H-bond acceptor and the product state is the same OH H-bonded to a different acceptor; a H-bond is defined geometrically as $R_{OO} \leq 3.5$ Å, $r_{H-O} \leq 2.45$ Å, and $\theta_{OOH} \leq 20^\circ$ and absorbing boundary conditions are used in the product state.

In Fig. 4, we show the reactive time correlation function, $1 - C_{\text{rp}}(t)$, which decays at longer times with a time constant of $\tau = 1/k = 3.1$ ps, which is consistent with previous determinations of the H-bond jump time in water.\textsuperscript{21,25} Also shown is the $C_{\text{Hrp}}(t) \equiv \langle \delta H(0) n_r(0) n_p(t) \rangle$ TCF that gives the activation energy via Eq. (14). The shape of this $C_{\text{Hrp}}(t)$ correlation function can be examined by considering the temperature- and time-dependence of $C_{\text{rp}}(t)$. It is straightforward to show that if the approximate relationship $1 - C_{\text{rp}}(t) \approx e^{-k t}$ holds, then

$$\frac{d}{d\beta} \left[ 1 - C_{\text{rp}}(t) \right] = \langle \delta H(0) n_r(0) n_p(t) \rangle \approx -t \frac{dk}{d\beta} e^{-k t}.$$  

(31)

This indicates that $C_{\text{Hrp}}(t)$ is generally positive (assuming $k$ decreases with increasing $\beta$, i.e., decreasing $T$). Moreover, it initially increases with time before decreasing back to zero, with a maximum occurring at $t_{\text{max}} = 1/k$. The value of $C_{\text{Hrp}}(t)$ at this maximum is easily seen to be

$$C_{\text{Hrp}}(t_{\text{max}}) \approx -\frac{1}{k} e^{-1} \frac{dk}{d\beta} = -e^{-1} E_a.$$  

(32)

Thus, both the rate constant and the activation energy can be directly, if approximately, obtained from the $\langle \delta H(0) n_r(0) n_p(t) \rangle$ correlation function using the location and magnitude of the maximum value. The $C_{\text{Hrp}}(t)$ in Fig. 4 has a maximum of 1.19 kcal/mol at $1/k \approx 2.9$ ps, yielding $E_a \approx 3.2$ kcal/mol. This is in good agreement with the rate constant given above and the activation energy value of $E_a = 2.9 \pm 0.1$ kcal/mol derived from the temperature dependence of the H-bond jump time in water obtained from separate simulations at multiple temperatures.

V. CONCLUSION

We have shown that the activation energy for a chemical reaction can be calculated directly within nearly any approach for calculating the rate constant. Because the technique represents a simple extension of standard TCF rate constant computations, it is easily implemented in current classical and quantum mechanical methodologies. More generally, these approaches illustrate how additional information can be directly extracted from reactive trajectories (or quantum dynamics) obtained in simulations.
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