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Summary

Balancing selection refers to a variety of selective regimes that maintain advantageous genetic diversity within populations. We review the history of the ideas regarding the types of selection that maintain such polymorphism in flowering plants, notably heterozygote advantage, negative frequency-dependent selection, and spatial heterogeneity. One shared feature of these mechanisms is that whether an allele is beneficial or detrimental is conditional on its frequency in the population. We highlight examples of balancing selection on a variety of discrete traits. These include the well-referenced case of self-incompatibility and recent evidence from species with nuclear-cytoplasmic gynodioecy, both of which exhibit trans-specific polymorphism, a hallmark of balancing selection. We also discuss and give examples of how spatial heterogeneity in particular, which is often thought unlikely to allow protected polymorphism, can maintain genetic variation in plants (which are rooted in place) as a result of microhabitat selection. Lastly, we discuss limitations of the protected polymorphism concept for quantitative traits, where selection can inflate the genetic variance without maintaining specific alleles indefinitely. We conclude that while discrete-morph variation provides the most unambiguous cases of protected polymorphism, they represent only a fraction of the balancing selection at work in plants.
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I. Introduction

The factors that maintain genetic and phenotypic variation within natural populations have long interested evolutionary biologists. Is this variation neutral and governed by random factors? Is it transient because of selection for or against particular alleles? Or, alternatively, does selection maintain variation (Ennos, 1983)? Biologists refer to this last case as balancing selection (e.g. Hedrick, 2006; Mitchell-Olds et al., 2007; Hurst, 2009; Andrés, 2011).

Balancing selection is a concept with a complicated history in evolutionary biology. It revolves around the idea that the persistence of adaptive polymorphism within populations over the long term demands special explanation, because as stated by Dobzhansky (1951, p. 109), the ‘absolute equality of adaptive values of two biological forms is…highly unlikely.’
Hence, one form replaces the other eventually and polymorphism is lost. How then do we explain high and sometimes extreme levels of polymorphism, such as the 45 different self-sterility alleles in a plant with fewer than 1000 individuals representing the whole species (Wright, 1969, p. 402)? Balancing selection models grew out of ideas meant to account for this polymorphism. The mechanisms include heterozygote advantage, negative frequency-dependent selection, spatial or temporal habitat heterogeneity, antagonistic pleiotropy, and sexual antagonism, among others. While differing in details, these mechanisms share the feature that whether an allele is beneficial or detrimental is conditional in some way. An allele cannot be described as advantageous or deleterious, except in a particular context. A second common attribute of most balancing selection mechanisms is that selection favors an allele when it is rare (see e.g. Clarke, 1979; Maynard Smith, 1989 (p. 65); Mokkonen et al., 2011, plus more on this later). We provide a historical perspective of the development of these ideas, give examples of balancing selection in plants, and discuss the gradient between the maintenance of genetic variants within and among populations. Finally, we consider balancing selection in the context of quantitative-trait variation, where allelic fitnesses are highly context dependent. Here, selection can maintain genetic variation without preserving specific alleles for long intervals.

II. History

Take a look in Dobzhansky’s (1951) book ‘Genetics and the origin of species’ and you will find nothing in the index on ‘balancing selection’. However, in his chapter on adaptive polymorphism, he refers to ‘balanced polymorphism’ in reference to heterozygote advantage. This simplest model of balancing selection, often called ‘overdominance’, was first proposed by plant geneticists (East, 1908; Shull, 1908) as a mechanism for the very general observations of hybrid vigor and inbreeding depression (Darwin, 1876; Crow, 1987). Dobzhansky championed overdominance as a major explanation for polymorphism in natural populations (Dobzhansky, 1955; Lewontin, 1974), arguing that polymorphism achieved via means other than heterosis could lead to an ‘adaptive accident’ and loss of one of the variants.

Dobzhansky alluded to a second form of balancing selection in the 1951 book. On page 132, he writes, ‘Balanced polymorphism, based on adaptive superiorities of heterozygotes, is not the only possible kind of adaptive polymorphism. A species will be polymorphic if it contains a variety of genotypes each of which is superior in adaptive value to the others in some habitats which occur regularly in the territory occupied by this species.’ Moreover, he goes on to state that ‘…populations which occupy many habitats in a given territory should be genetically more diversified than populations restricted or specialized for occupation of only few habitats.’ (p. 133). This idea – that spatial variation in selection on particular alleles can lead to balanced polymorphism – is the basis for the multi-niche selection models that were developed extensively during the 1960s and 1970s. While the first widely cited mathematical model is that of Levene (1953), the essential idea is clearly stated in Dobzhansky’s chapter.

What about other balancing-selection mechanisms such as negative frequency-dependent selection? Each of the founders of theoretical population genetics – Fisher, Wright and Haldane – evoked this model of selection to address major questions in evolutionary biology. Perhaps the most famous negative frequency-dependent selection model is ‘Fisher’s principle’ (Fisher, 1930; chapter 6; Edwards, 1998). Fisher argued that males and females are equally frequent in most dioecious species because if one sex were to become more frequent, the alternate sex would enjoy a per capita reproductive advantage. Rare advantage is ensured by the fact that the total reproductive success of each sex is equal, at least in species where every zygote has one mother and one father.
In 1939, Sewall Wright developed a model to understand the large number of self-sterility alleles that exist in the hermaphrodite *Oenothera organensis*. This plant is remarkable in many ways, including its extremely narrow endemism (it grows only in canyons of the Organ Mountains of New Mexico) and its rather exceptionally long styles, ranging from 150 to 180 mm (Emerson, 1938). These long styles make looking at pollen-tube growth, and hence self-incompatibility of pollen grains, relatively easy. In his model, Wright (1939) recognizes that self-incompatibility alleles will be under negative frequency-dependent selection, mentioning the ‘strong selection pressure tending to increase the frequency of rare alleles’. Haldane also applied the idea of rare advantage maintaining polymorphism in plants. In 1949, he discussed how a rare genotype of a plant host species would be resistant to diseases that can attack hosts on the basis of their genotypes (Haldane, 1949; see also Haldane, 1954).

Wright (1969) also discusses how local differences in the direction of selection within a randomly breeding population, combined with density-dependent mortality, would lead to a balanced polymorphism. Here, rare genotypes benefit from the favorable effect of low density. In other words, Wright realized that the inclusion of rare advantage into the mechanism of opposing selection caused by spatial heterogeneity was how polymorphism is maintained; or as stated by Clarke (1979), ‘Selection in multiple niches is not an alternative to frequency-dependent selection…but a way of generating it.’ Wright specifically mentions plants in this context, as a way of pointing out that habitat selection is not an essential component of spatial heterogeneity maintaining polymorphism (p. 124). By the 1970s, articles including the phrase ‘frequency-dependent selection’ were not hard to come across in evolution journals. In 1979, Clarke referred to the evidence for it as ‘pervasive’ while Trotter & Spencer (2007) called frequency dependence the ‘most intuitively obvious explanation’ for polymorphism in nature.

While interest in frequency-dependent selection waxed over the latter part of the 20th century, enthusiasm for overdominance as a general explanation for both polymorphism and inbreeding depression waned. There were several reasons for this, but studies of inbreeding depression provide some of the most relevant data. If overdominant loci are common, they should cause substantial reductions in fitness when organisms are inbred, and indeed, inbreeding depression is very common (Charlesworth & Charlesworth, 1987). However, data returning from long-term genetic studies of corn began to suggest that heterosis is caused more by pseudo-overdominance than genuine heterozygote advantage (Gardner, 1963; Moll *et al*., 1964; Crow, 1987; but also see Birchler *et al*., 2006). Here, pseudo-overdominance refers to elevated fitness in hybrids owing to complementation of recessive deleterious alleles at two closely linked genes (see Table 1 for definitions of some relevant terms).

A second key piece of evidence, particularly relevant to natural populations, relates to the fact that inbreeding depression is caused by the combined effects of many genetic loci. When considering a trait affected by many loci, geneticists often partition the overall genetic variation into components such as the additive variance and the dominance variance (Falconer & Mackay, 1996). These variance components can be estimated even if one does not know anything about the number of genes affecting the trait or how alternative alleles act at these genes. This is useful because the relative magnitude of additive vs dominance variance is informative about the genetic basis of inbreeding depression. If inbreeding depression is caused by overdominant loci, with each allele at a locus reasonably frequent in the population, there should be substantial dominance variance relative to the additive variance in fitness. By contrast, if inbreeding depression is a result of many loci that harbor rare, partially recessive, deleterious alleles, then the dominance variance should be minimal relative to the additive variance. Experimental estimates of variance components (additive
III. Concepts and terminology

The term balancing selection has been used inconsistently in the literature. We here advocate a relatively inclusive definition of balancing selection as the general alternative to purifying selection. Selection is purifying if it reduces genetic variation, balancing if it maintains genetic variation. By this classification, purifying and balancing selection each encompass a range of distinct scenarios and models. Spatial scale is critically important in describing the variance effects of selection – the same selection regime may be purifying at the local scale (within populations) but balancing at the global scale (maintaining alleles within the species as a whole). In this section, we discuss balancing selection with respect to the related but distinct concepts of overdominance, frequency-dependent selection and protected polymorphism. The scale dependence of balancing/purifying selection is discussed in the section on Spatial and temporal variation in selection.

While overdominance is only one form of balancing selection, there are multiple forms of overdominance. We suggest that it is useful to distinguish ‘simple overdominance’ from ‘emergent overdominance’ (Table 1) when considering experiments on the genetic basis of heterosis and inbreeding depression. The bulk of the experimental evidence noted above evaluates simple overdominance, the circumstance in which the heterozygote at a single gene has higher fitness than either homozygote within a specific population living in a specific environment. By contrast, numerous selection regimes generate a sort of heterozygote advantage, but it is not simple overdominance. This happens when heterozygote advantage emerges by averaging over different populations or different environments or different generations. An example is the model of Gillespie & Turelli (1989) who consider genotype–environment interactions for the many loci affecting a quantitative trait. They assume the trait is subject to constant stabilizing selection, but that the effect of alternative genotypes on the phenotype changes with the environment. Within an environment, however, alleles act additively. In other words, there is no dominance, never mind any overdominance. Yet despite additive gene action and constant stabilizing selection, these authors find that environmental heterogeneity across the entire population causes the fitness of a multi-locus genotypes to increase with the amount of heterozygosity.

Why is it important to distinguish simple overdominance from emergent overdominance? Experimental evidence bearing strongly against simple overdominance may not exclude emergent overdominance. If overdominance in fitness is generated by environmental heterogeneity in space or time, it will not be evident in an experiment based on individuals considered in one environment. Environmental heterogeneity was purposefully excluded in most of the experiments considering the genetic basis of heterosis. The distinction between simple and emergent overdominance was alluded to over 50 yr ago by Dempster (1955) when he wrote, ‘Overdominance could result in a large amount of fitness variation which might be largely additive within regions or generations if selection pressures were variable’ (p. 31, italics ours).

Another terminological distinction worth noting is the difference between protected polymorphism and frequency-dependent selection (Table 1). A polymorphism is ‘protected’ if the selection regime acts to increase each of the alternative alleles when they are rare. This seems like frequency dependence, but the statement refers to alleles and not genotypes. Protection requires that the average fitness of an allele, an average over the genotypes in which it occurs, depends on frequency. This can occur with constant genotypic fitnesses, like simple overdominance. By contrast, frequency-dependent selection occurs when the fitness
fitness of genotypes, or the distinct morphs they determine, are directly influenced by population frequency. In the next section, we review a number of different ways in which negative frequency-dependent selection acts in plants.

IV. Balanced polymorphisms within plant species

1. Self-incompatibility

‘It has been known for a long time that a very large number of alleles is the rule in the loci that determine self-incompatibility in many species of plants’

(Wright, 1969, p. 402)

Self-incompatibility is a genetic mechanism in hermaphroditic plants that prevents inbreeding, and leads to a high rate of diversification within the lineages that exhibit it (Goldberg et al., 2010). It is an oft-cited example of balancing selection for two reasons. First, as mentioned above, negative frequency-dependent selection on alleles of the S-locus (or S-genomes complex), which controls both pollen and pistil specificity (de Nettancourt, 2001), results in the maintenance of dozens of alleles within populations and species (see summary of studies in table 1 of Castric & Vekemans, 2004). This occurs because a pollen grain with a common allele will be limited in terms of mates, while a pollen grain with a rare allele will not. Hence, plants with rare alleles have a selective advantage in terms of siring success that is strong enough to overcome their loss by genetic drift (see model by Wright, 1939).

S-locus polymorphisms also illustrate how balancing selection can increase the longevity of alleles. Neutral polymorphisms, which are typically used as the null model in molecular population genetics, have a finite lifespan contingent on \( N \), the population size (Kimura, 1983). If we randomly sample two alleles from a population, the expected number of generations back in time until they share a common ancestor is \( 2N \). However, some S-locus alleles are sufficiently divergent in sequence that the common ancestor was estimated to exist 40 million yr ago (Goldberg et al., 2010). If balanced alleles are sufficiently ancient, they will have been segregating in the ancestral population for entire clades. This produces ‘trans-specific polymorphism’ (Table 1), where the same alleles are identified in multiple, related species. The negative frequency dependence of selection on S-loci is sufficiently strong that some groups may even have trans-generic polymorphisms (Ioerger et al., 1990; reviewed by Castric & Vekemans, 2004). Trans-specific polymorphism is a striking signature of persistent balancing selection, but it may not be very common (Hedrick, 2006). Oftentimes, it requires the same selection regime to be maintained continuously for millions of years. As we discuss later, however, the absence of ancient alleles within a population does not indicate an absence of balancing selection. Full-genome surveys of variation may now allow researchers to identify more subtle signatures of balancing selection, such as clusters of polymorphisms with unusually intermediate allele frequencies (e.g. Andrés et al., 2009; Amambua-Ngwa et al., 2012).

2. Nuclear-cytoplasmic gynodioecy

Approximately 10% of all flowering plant species are gynodioecious. In populations of such species there are two morphs: hermaphrodites, which produce pollen and seeds, and females, which produce only seeds (Darwin, 1877). Females are ‘male sterile.’ In order to understand how balancing selection might be involved in the maintenance of this dimorphic breeding system, one must understand how selection operates on the genes conferring and counteracting male sterility.

While hermaphrodites acquire fitness through both male and female function, because females are present in the population, hermaphrodites gain more of their fitness via pollen
than via seeds: every seed has one mother and one father and hermaphrodites father all of
the seeds produced. This interesting polymorphism is therefore difficult to maintain if the
gene(s) controlling male sterility are in the nucleus, because females need to compensate for
not gaining fitness via pollen. To do so, they must have twice the seed fitness of
hermaphrodites (Lewis, 1941). This can be achieved by producing higher quality seeds (no
pollen leads to no selfing, hence no uniparental inbreeding depression (Lloyd, 1975)), higher
numbers of seeds (by not making pollen, they save resources that can be spent on seed
production (Darwin, 1877)), or some combination of the two (reviewed in Shykoff et al.,
2003).

By contrast, if the gene(s) controlling male sterility are located within the mitochondrial
genome of the cytoplasm (and hence referred to as cytoplasmic male sterility (CMS) genes),
then the fitness comparison is between cytoplasms with functioning CMS genes and
cytoplasms without functioning CMS genes, because the cytoplasm is normally inherited
maternally (but see McCauley, 2013). Hence, the loss of fitness via nuclear genes will not
impact the relative fitness of cytoplasmic genes. As a consequence, the fitness of a
cytoplasm with CMS genes need only be marginally higher than that of one without CMS
genes – no two-fold difference is needed (Lewis, 1941). It is therefore not surprising that
CMS genes confer male sterility in most cases of gynodioecy in natural plant species (Bailey
et al., 2003).

That said, the nuclear genome contained within an individual with a CMS gene, but without
a two-fold seed-fitness advantage, will have lower fitness than one without CMS genes,
because they are biparentally inherited. This sets up selection for a nuclear gene that can
counteract the action of the CMS genes and restore male fertility – such genes are called
nuclear-restorer genes (Delannay et al., 1981). Hence, this breeding system commonly
involves two sets of genes (CMS genes and their nuclear restorers), and there can be
multiple CMS genes, each with its own restorer, within a species. In fact, the maintenance of
nuclear-cytoplasmic gynodioecy, as it is called, requires polymorphism of the loci in both
genomes. To state it more concretely, phenotypic polymorphism (hermaphrodites and
females) has underlying polymorphism at a locus (or loci) in both the mitochondrial genome
(either multiple CMS genes or a combination of male sterile and male fertile cytoplasms)
and the nuclear genome (again, multiple restorers, or a combination of restoring and
nonrestoring nuclear genomes).

Two different evolutionary dynamics can lead to this polymorphism, and they start out the
same way: as a CMS gene rises in frequency, the restorer able to counteract its effect
increases in frequency (Charlesworth, 1981; Frank, 1989; Gouyon et al., 1991; Bailey et al.,
2003; Bailey & Delph, 2007). At this point one of two things is thought to occur. Under one
scenario the restorer sweeps to fixation, and gynodioecy is maintained only by the invasion
of a new CMS gene (Frank, 1989). Under this episodic scenario, the cytoplasm with the
highest seed fitness fixes and balancing selection does not come into play. Alternatively, at
some point a restorer is sufficiently common that the transmission advantage of the cytotype
carrying the CMS gene it restorers is negated, and the frequency of the CMS gene decreases.
Moreover, because a cost of restoration exists, this results in a time-lagged decrease in the
frequency of the restorer (e.g. Gouyon et al., 1991; Bailey et al., 2003). At this point, there
is once again selection causing the CMS gene to increase and the cycle continues, often with
new CMS genes and their restorers coming into play. In other words, the CMS genes are
under negative frequency-dependent selection, and they cycle in frequency without going to
fixation or being lost. If the latter scenario is maintained over a sufficient length of time,
signatures of balancing selection on the CMS genes should exist.
Ways to distinguish between these two evolutionary scenarios have been conceived in spite of the fact that CMS genes and their restorers are, for the most part, unidentified in natural plant species exhibiting gynodioecy. The logic is as follows. The mitochondrial genome of flowering plants is haploid and all genes within it are predominantly maternally co-inherited. Hence, if balancing selection acts on CMS genes, it will effectively act on the entire set of cytoplasmic genes. Moreover, any mutations that occur in mitochondrial genes will accumulate among and help differentiate different CMS cytotypes.

This means that if multiple mitochondrial haplotypes exist within populations of a gynodioecious species, and the divergence time of these haplotypes is older than the species themselves (i.e. trans-specific polymorphism exists), then balancing selection is likely at play. Städler & Delph (2002) found support for this prediction in their study of the nucleotide diversity of a mitochondrial gene of *Silene acaulis*: a large number of divergent haplotypes existed and these haplotypes were ancient, with divergence time estimated to be at least 15 million yr (see also Houliston & Olson (2006) for a similar study of *Silene vulgaris*). Furthermore, if balancing selection is operating on CMS genes, then gynodioecious species should exhibit greater mitochondrial haplotype diversity than nongynodioecious relatives. Exactly this result was documented in a study of two mitochondrial genes from ten *Silene* species, three of which were gynodioecious (Touzet & Delph, 2009). Remarkably, two closely related gynodioecious species in this study showed evidence of trans-specific polymorphism and contained very large numbers of haplotypes, for example, 13 *cob* haplotypes from 19 individuals of *S. acaulis* (Fig. 1) and 12 from 23 individuals of *S. nutans*.

Moreover, while cytoplasmic haplotype diversity (both mitochondrial and chloroplastic) should be higher in gynodioecious species, nuclear gene diversity should not. A recent comparison of sequence variability between these three genomes in *S. nutans* and a closely related dioecious species, *S. otites*, found more haplotypes and more nucleotide diversity in the two cytoplasmic genomes of the gynodioecious species, but no difference for nuclear gene diversity between the species (Lahiani et al., 2013). This result was found in spite of a likely higher rate of mitochondrial mutations in the dioecious species, discounting mutation rate differences as being responsible, and supporting the conclusion that balancing selection was operating.

Lastly, female frequency in gynodioecious populations should be correlated with mitochondrial haplotype diversity if the latter is a good proxy for the diversity of CMS genes. Comparisons of closely related gynodioecious and nongynodioecious species of *Lobelia* revealed this relationship, as well as higher mitochondrial haplotype diversity within the gynodioecious *Lobelia siphilitica* than in the hermaphroditic species *L. cardinalis* (L. Delph and B. Montgomery, unpublished data). Taken together, these studies strongly implicate long-term persistence of balancing selection in the maintenance of nuclear-cytoplasmic gynodioecy.

**V. Other discrete-trait polymorphisms**

In addition to self-incompatibility alleles and CMS variants, balancing selection has been shown to be responsible for polymorphism in a variety of other discontinuous traits in plants. We review a few examples here, acknowledging this list is far from exhaustive (see also Ford, 1971; Mitchell-Olds *et al.*, 2007, and references therein).

1. **Heterostyly and heterodichogamy**

   Just as dioecy is protected via negative frequency-dependent selection as noted by Fisher (1930), other polymorphisms associated with sex are similarly protected. One clear example
is distyly/heterostyly, in which two or three floral morphs are maintained within populations via dissortative mating (Fig. 2) caused by intra-morph pollen–pistil incompatibilities and reciprocal positioning of anthers and stigmas (Fisher, 1941). This interesting polymorphism exists in at least 28 different angiosperm families (Barrett & Shore, 2008).

Evidence of negative frequency-dependent selection maintaining heterostyly comes from a study of tristyloous *Lythrum salicaria*, purple loosestrife (Eckert et al., 1996). The authors were able to make use of the invasive nature of this wetland species by studying 24 natural, rapidly expanding populations, each of which had one rare morph (< 11%), over a 5-yr period. This study is noteworthy as an example of detecting whether negative frequency-dependent selection operates in nature by quantifying how rare morphs fared in natural rather than experimental settings. They found that morph evenness and the frequency of the rare morph (Fig. 2) both increased significantly over time.

Another example is heterodichogamy, a sexual system that has evolved independently many times; it occurs in at least 14 angiosperm families, although new cases continue to be found (Wang et al., 2012). It refers to a genetic dimorphism in which one morph presents its pollen for removal at the same time that the other morph presents its stigma for pollen deposition (Lloyd & Webb, 1986). Hence, one morph has flowers that are protandrous (pollen is shed before stigma receptivity) and the other has flowers that are protogynous (the reverse). Modifications on this theme exist, however, with the commonality being that outcrossing is enhanced. For example, a novel type of heterodichogamy occurs in *Hernandia*, wherein the unisexual flowers of this monoecious species open at different times of the day (pistillate flowers in the morning and staminate flowers in the afternoon or the reverse; Endress & Lorence, 2004). While we know of no studies that have attempted to perturb morph ratios to see whether the rare morph would increase in frequency, the vast majority of species exhibit 1 : 1 morph ratios indicative of balancing selection as for sex ratios (Renner, 2001; Wang et al., 2012).

### 2. Flower color

Flower-color polymorphism exists in a wide range of species. While other mechanisms have been identified as maintaining this polymorphism (e.g. opposing pleiotropic effects, see Frey, 2004; Carlson & Holsinger, 2010), a number of cases involve negative frequency-dependent selection, either directly or indirectly exerted by pollinators. Some of the best-studied cases are with ‘deceptive’ orchids. Orchids are characterized as being deceptive to pollinators when they make showy flowers that attract pollinators, but then offer no nectar reward (Sprengel, 1793). The behavior of bees is such that they will switch away from a flower type after visiting it and finding it unrewarding, and this behavior is thought to lead to several instances of flower-color and odor polymorphism via negative frequency-dependent selection (reviewed in Schiestl, 2005). For example, manipulation of the relative frequency of the two color morphs (yellow and purple) of the rewardless orchid *Dactylorhiza sambucina* revealed that rare color morphs did indeed have greater reproductive success than common morphs (Gigord et al., 2001).

Balancing selection on flower-color polymorphism has also been shown in a nonorchid, rewarding species, *Ipomoea purpurea*, the common morning glory (Subramaniam & Rausher, 2000). Although the mechanism is different than that found for deceptive orchids, the result is the same: rare alleles increase in frequency. The \(w\) allele leads to white, rather than pigmented, flowers when homozygous. However, rather than white genotypes being over-visited when rare, they are under-visited, which leads to higher rates of selfing (Brown & Clegg, 1984; Epperson & Clegg, 1986). Nevertheless, when experimental populations are set up with low frequencies of the \(w\) allele, this allele increases in frequency in the next generation, as a consequence of inbreeding depression and pollen discounting not being
strong enough to counteract the transmission advantage afforded by selfing. Hence, although it is usually less common than the $W$ allele in natural populations, selection for the $w$ allele when rare prevents its elimination by drift (Subramaniam & Rausher, 2000).

3. Meiotic drive in *Mimulus*

Self-incompatibility alleles, CMS, and flower-color morphs illustrate balanced polymorphism resulting from negative frequency-dependent selection. Another form of balancing selection, conflict between gametic and zygotic selection, is illustrated by the female meiotic drive locus in *Mimulus guttatus* (Fishman & Saunders, 2008). Here, distinct centromeric elements on one chromosome are the alternative alleles. The driving allele ($D$) exhibits a 58 : 42 transmission relative to the nondriving alternative ($d$) in female meiosis. However, in adult diploids, the $D/D$ homozygote suffers 20% reduced pollen viability and may also have reduced seed set (L. Fishman, pers. comm.). Thus, selection at the gametic stage favors $D$ while zygotic selection favors $d$. A simple one-locus population-genetic model predicts a balanced polymorphism given the estimated fitness effects (see supplementary materials of Fishman & Saunders, 2008). The $D$ allele is predicted to increase when rare even if $D/D$ homozygotes have very low fertility. In an outbred population, rare alleles occur almost entirely in heterozygotes, and in these $D/d$ individuals, $D$ enjoys the transmission advantage without any zygotic fitness cost. At the other boundary (when $d$ is rare), $d$ will increase if the zygotic fitness of $D/d$ sufficiently exceeds the zygotic fitness of $D/D$.

The meiotic-drive polymorphism in *Mimulus* does not exhibit an ‘ancient allele’ sequence-diversity pattern. By contrast, it appears that the $D$ allele has recently increased to intermediate population frequency. The $D$ allele is associated with a specific constellation of alleles at surrounding polymorphic loci over a genomic region spanning at least 10 megabases (fig. 4 of Fishman & Saunders, 2008). By contrast, the $d$ allele is associated with a diversity of haplotypes. This is the sequence-diversity pattern expected with a ‘partial sweep’ if the $d$ allele is ancestral: a favorable mutation ($d$ to $D$) occurs within a single genetic background and selection rapidly increases this haplotype to intermediate population frequency. The important point is that a simple genome wide survey of sequence diversity would not have identified $D/d$ as a balanced polymorphism because the alternative alleles are not highly divergent in sequence. Ancient balanced polymorphisms, which yield the diagnostic sequence pattern evident for $S$-locus and CMS genes, are easy to spot, but they may be only a small fraction of balanced polymorphisms.

4. Host–pathogen systems

Although Haldane had hypothesized that rare disease-resistant genotypes should be at an advantage relative to common genotypes back in 1949 (see Section I. Introduction), and although boom-and-bust cycles had been documented for agricultural crops, data from natural plant populations documenting negative frequency-dependent selection was lacking until very recently (Barrett, 1988; Chaboudez & Burdon, 1995; Barrett et al., 2009). What data there were regarding variation among hosts for resistance to pathogens and for pathogens for infectivity of hosts, consisted mostly as catalogs of variation across varying spatial scales (Barrett, 1988; Laine et al., 2011). As a first step in 1995, it was shown that the most common clone of the aster *Chondrilla juncea* was infected by a rust pathogen in 13 out of 16 study populations; this result is consistent with negative frequency-dependent selection, but could also be caused by other processes (Chaboudez & Burdon, 1995). Part of the difficulty stemmed from the complexity of factors influencing host–pathogen interactions in the wild.
What was needed was evidence of fluctuating selection over time, wherein changes in the frequencies of common resistant host variants corresponded with changes in pathogen variants. Such selection has recently been shown in host–pathogen systems using time-shift inoculation/infection experiments (Decaestecker et al., 2007; Gomez & Buckling, 2011; Koskella, 2013). With such experiments, hosts from any given year are exposed to sympatric pathogens from the past, contemporary, and future time points, and vice versa. If negative frequency-dependent selection is at work, then various populations are likely to be out of sync with regard to which genotypes can be infected (hosts) and infect (pathogen). Furthermore, because the antagonists are expected to be responding and counter-responding (cycling), whether pathogens from a given time point are better or worse at infecting hosts will depend on what part of the cycle is encompassed by the experiment – overall one should see variation across time rather than consistent increases or decreases in susceptibility or infectivity.

This approach, together with population-level phenotype and genotype surveys, was taken to address whether negative frequency-dependent selection was acting to maintain variation in resistance of Australian native flax (Linum marginale) to its obligate rust fungus (Thrall et al., 2012). This fungus is sufficiently virulent that it can reduce the population size of the flax during severe epidemics, indicating that the host should be under strong selection to evolve resistance. The results of this 6-yr study revealed asynchrony across populations, and complex shifts in patterns of resistance and infectivity over time. Moreover, the population-level surveys revealed fluctuations in existing pathogen genotypes, rather than the introduction of new variants. Taken together, these results show a pattern of change consistent with negative frequency-dependent selection. That said the complex patterns observed could only be understood by taking a multi-population and multi-year approach, as much of the variation was attributable to the effect of population (space) and the interaction of space and time (Thrall et al., 2012). This leads us to the next section, on space and time.

VI. Spatial and temporal variation in selection

Environmental heterogeneity in space and time can maintain genetic variation. For spatially varying selection, the archetypal model of Levene (1953) considered a population occurring in two environments with random mating within generations and random assignment of genotypes to environments across generations. This model does allow protected polymorphism, albeit within a modest parameter space where there is an appropriate balance of positive and negative effects across environments. Conditions for protected polymorphism become much less restrictive if genotypic mixing across environments is incomplete owing to limited migration or habitat choice (Deakin, 1966; Christiansen, 1974). Exact results depend on genetic and demographic details (Karlin, 1982), but Wright’s continent-island model (Wright, 1931) provides a conservative ‘rule of thumb’: a locally advantageous allele with selection coefficient \( s \), will be maintained against opposing gene flow occurring at rate \( m \), if \( s > m \).

Scale is a fundamental issue when considering spatial variation in selection. At the scale of the entire range of a species, \( s > m \) is not a very stringent condition. Plants are rooted in place and normally have limited seed and pollen dispersal. Spatially varying selection generates morphological differentiation across landscapes that is routinely strong enough such that botanists classify fully interfertile populations as ecotypes (Clausen et al., 1940, 1948; Bennington & McGraw, 1995; Kruckeberg et al., 1995). This can establish the interesting situation in which selection is locally purifying but globally balancing. Directional selection within sub-populations will reduce the local genic variance if the favored allele is locally common. However, at the scale of the entire species, the differing direction of selection within different sub-populations insures that no single allele is
predominant. As noted by Tack et al. (2012), the variation that exists among populations may play 'a crucial role in safeguarding the maintenance of variation.'

While geographically varying selection is often discussed as being distinct from balancing selection, and is usually referred to as local adaptation (e.g. Mitchell-Olds et al., 2007), it is not always easy to draw this distinction when dealing with natural populations. Plant species exhibit the full range of population structures, from well mixed to highly structured. This absence of discontinuity makes it very difficult to identify the natural analogs of the theoretical 'sub-population.' In the models, sub-populations are internally uniform with regard to selection and internally well mixed with regard to mating and gene flow. Operationally, sub-populations are identified as collections of plants that occupy an area, say a meadow or forest tract. Sub-populations are distinguished because they are spatially segregated from each other. However, sub-populations defined this way are not necessarily homogenous with regard to selection pressures, nor necessarily well mixed with regard to gene flow.

There is abundant evidence that the direction of selection can vary among microsites within contiguous plant populations (e.g. Silander, 1979; Stewart & Schoen, 1987; Tonsor et al., 1993). This kind of heterogeneity can maintain alternative alleles, although the conditions for this to happen depend on the relative scales of fitness heterogeneity vs seed and pollen migration. If there is sufficient gene flow, a Levene (1953) type population structure is obtained with the associated conditions for protected polymorphism (limited but not impossible). However, if seed/pollen dispersal is sufficiently restricted and localized selection regimes are sufficiently consistent across generations, microhabitat adaptation can occur within populations. In order to eliminate historical or random effects as being responsible for the pattern of variation, it is important to conduct reciprocal-transplant experiments (Ennos, 1983). Indeed, the empirical hallmark of local adaptation – resident genotype superiority in a reciprocal-transplant experiment – has been demonstrated in a number of short-lived plant species at scales of 3–50 m. Examples include Delphinium nelsonii (Waser & Price, 1985), Impatiens capensis (Schmitt & Gamble, 1990), Impatiens pallida (Schemske, 1984) and Trifolium repens (Turkington & Harper, 1979).

In some cases, investigators have demonstrated genetic differentiation associated with environmental gradients that exist within contiguous plant populations. For example, Audigeos et al. (2013) investigated highly localized geographic structure within stands of the tropical tree species Eperua falcate. Individuals are distributed over an edaphic gradient that ranges from flooded bottomlands to seasonally dry soils over a distance of a few hundred meters. Gene flow is probably substantial across this gradient given minimal differentiation at putatively neutral molecular markers. Lack of differentiation can be due to lack of time since a population is partitioned. However, Audigeos et al. (2013) note significant differentiation at genes related to stress response, consistent with divergent selection despite gene flow. A common-garden experiment further demonstrated habitat-specific divergence in ecologically relevant traits such as growth rate, leaf chemistry and physiological measurements (Brousseau et al., 2013). The Eperua studies nicely illustrate how a combination of methods can be used to identify genetic microhabitat selection and differentiation within populations. However, the general features of this example are not usual (see, e.g., Ager et al., 1993).

Counter to these positive examples, there are certainly situations where localized gene flow is sufficient to prevent local adaptation within populations (e.g. Stratton & Bennington, 1998). In fact, there are a number of reasons why the $s > m$ rule is less likely to hold at small than large spatial scales (Galloway & Fenster, 2000). Small-scale environmental gradients may be lesser in magnitude or less temporally stable. If a microsite that is relatively wet in
the current generation is not likely to be so in future generations, local adaptation will not occur even with very restricted gene flow. Also, the number of plants within a localized patch of a population is much smaller than the number of plants in large geographic regions. Selection is less effective at opposing genetic drift in small populations. A more subtle effect is that a single immigrant to a small population translates to a higher migration rate \( m \) than a single immigrant to a larger population. A correspondingly larger \( s \) is thus required to maintain a locally favorable allele in a small than a large population. Indeed, there is some indication that local adaptation is less frequent in smaller sub-populations (Leimu & Fischer, 2008).

Temporal fluctuations in the direction of selection, mentioned above as a factor that can prevent local adaptation, can also maintain variation. Haldane & Jayakar (1963) demonstrated the conditions for polymorphism when selection fluctuates between two different regimes; both alleles persisting when the geometric mean fitness of heterozygotes (through time) exceeds that of homozygotes (see also Dempster, 1955). This rather stringent condition, which may be further limited by genetic drift in finite populations (Hedrick, 1976), caused many researchers to dismiss temporally varying selection as a factor maintaining variation. However, more recent theoretical studies (Kondrashov & Yampolsky, 1996; Burger & Gimelfarb, 2002) suggest that fluctuating selection can greatly elevate the genetic variance relative to constant selection if there is positive autocorrelation of conditions between generations and mutation occasionally introduces novel mutations into the population. Unfortunately, despite considerable evidence for temporal fluctuations in selection (e.g. Kelly, 1992; Grant & Grant, 1995), we currently have limited evidence on whether these fluctuations typically increase or decrease variation, excepting the evidence from host–pathogen dynamics discussed previously.

**VII. Selection and the maintenance of trait variation**

The theory of protected polymorphisms is extensive and it provides a compelling conceptual framework for evaluation of discrete-trait polymorphisms. However, it is in key ways too limited to describe how selection maintains genetic variation for quantitative traits. Here, how one frames the question of variation becomes critical. The population genetic perspective is based on the maintenance of specific, alternative alleles. Oftentimes, however, it is more natural to think in terms of the total genetic variance in a trait (or set of traits) than in the persistence of alleles at particular loci. In terms of the trait variance, we can ask whether the net effect of selection is positive or negative relative to a null expectation. A natural null is the variance of a selectively neutral trait, all else equal (mutation rates, allelic effects, population structure, etc.). Considering whether selection is balancing (net positive effect on variance) or purifying (net negative effect on variance) in this context yields quite different conclusions than those that emerge from the single-locus equilibrium models of population genetics. In fact, it may be that the most important variance-positive effects of selection on quantitative traits do not involve protected polymorphisms.

In order to illustrate this, consider a mutation with additive effect \( a \) in a randomly mating population of size \( N \). Ignoring complexities such as dominance and epistasis, the genetic variance contributed by this allele in any one generation is \( 2pqa^2 \) (Falconer & Mackay, 1996). If the mutation is neutral and first appears as a single copy \( (p = 1/2N) \), the expected total variance that it contributes over its lifespan (until loss or fixation) is

\[
\sum_{t=0}^{\infty} \frac{2}{2N} \left( 1 - \frac{1}{2N} \right) \left( 1 - \frac{1}{2N} \right)^t a^2 \approx 2a^2
\]
(Crow & Kimura, 1970, p. 329). By contrast, consider the fate of a mutation responsive to a temporal fluctuation in the environment. Imagine that this mutation is initially favored by selection and increases to 50% frequency over its first thousand generations, but is then disfavored and declines to loss in the next thousand generations. The total variance contributed by this mutation will likely exceed \(500a^2\). Selection has greatly increased the variance contribution of this polymorphism despite that the sojourn of this allele is certainly not that of a protected polymorphism. The point of this example is simple: If selection routinely drives alleles from rarity to intermediate frequencies, it will generate substantial trait variation even if the typical fate of alleles is extinction (or fixation) on short evolutionary time scales – hundreds to thousands, but not millions of generations.

In the preceding example, we assumed that selection prevented immediate loss of the mutation and allowed a subsequent increase in frequency. Most mutations, even those that confer substantial fitness advantage, are lost as a consequence of sampling in the short term (Haldane, 1927). However, countering this stochastic loss is the continual input of new mutations. On a per locus rate, mutation is highly infrequent. However, the total mutation rate to new alleles affecting a trait (summed over the entire genome) may be quite high, perhaps a few percent per individual per generation (Turelli, 1984). In a large population or meta-population, hundreds of such alleles are introduced each generation.

Do realistic selection regimes generate dynamics where selection has a net-positive effect on the genetic variance but alleles are not preserved indefinitely? A concrete example is a simulation study motivated by the general features of geographically varying selection in plants (Kelly, 2006). The model considered Quantitative Trait Loci (QTLs) for a trait with different fitness optima in different populations. Migration was allowed at varying rates among populations. The mutational model and mutational parameters were based on standards from quantitative genetics (Latter, 1960; Bulmer, 1972; Turelli, 1984; Lynch & Walsh, 1998). Adjusting the relative strengths of selection and migration, this model reiterated realistic patterns of trait variation. Unsurprisingly, geographically varying selection routinely inflated the variance 10–100 fold relative to the neutral case. The variance positive effect of selection was largely caused by populations diverging in mean phenotype corresponding to different fitness optima (fig. 6 of Kelly, 2006; see also Slatkin, 1978).

This simulation is relevant here because the polymorphisms that emerge in this model do not qualify as protected in the population-genetic sense. In fact, alternative alleles typically failed to persist long enough to yield molecular signatures of balanced polymorphism. There are several reasons for this, but the most important is that the model invoked selection on the phenotype. This differs from the usual population genetic convention of assigning fitness values directly to genotypes. The usual convention is problematic for quantitative traits where mutations at different genes can have similar effects. As a consequence of this ‘genetic redundancy’ (Goldstein & Holsinger, 1992; Brookfield, 1997), a mutation at one locus can effectively substitute for an allele with comparable effects at another locus. Such substitutions might occur because of selection or drift, but regardless, they will tend to reduce the lifespan of individual alleles.

VIII. Conclusions

Plants provide clear examples of balanced polymorphism. We have reviewed classic cases such as self-incompatibility loci, as well as more recently described systems such as nuclear-cytoplasmic gynodioecy. In many of these examples, variation is concentrated into a limited number of discrete morphs. The selection regime on these morphs can be directly studied and quantified, and such studies have routinely revealed a frequency dependence to
selection. It is noteworthy that these examples often involve the basic reproductive mode of
the plant (self-incompatibility, dioecy, gynodioecy, heterostyly, etc.). By their nature, these
systems may generate a frequency-dependent selection regime that is persistent in the long
term. In other words, the rare advantage of alternative morphs is sustained through time
within populations despite the inevitable fluctuations in environmental conditions and
selection pressures experienced by an evolutionary lineage. In this situation, alternative
alleles may persist for long intervals, in some cases long enough to accumulate the
molecular signature of balanced polymorphism.

Negative frequency-dependent selection maintains polymorphism within populations. By
contrast, spatially varying selection maintains adaptive polymorphism at the among-
population level. It can also contribute to within-population variation, either through
microhabitat selection and resulting intra-population spatial structuring or via gene flow
between divergent populations. Recent work on plant host–pathogen systems illustrates how
interactions among different mechanisms (e.g. spatiotemporal variation and underlying
negative frequency-dependent selection) contribute to variation in both host resistance and
disease pathogenicity. Molecular-genetic evidence for ancient resistance polymorphisms has
been based largely on alleles sampled from different populations (e.g. Stahl et al., 1999;
Bergelson et al., 2001; Tian et al., 2002; Bakker et al., 2006) and thus indicative of
balancing selection at the whole-species level. However, given that among-population
processes can heighten within-population variation, a more complete understanding of
adaptive polymorphism will require study of both pattern and process across a variety of
spatial scales (Laine et al., 2011; Tack et al., 2012; Thrall et al., 2012).

The conspicuous discrete morph examples we have discussed are likely a small subset of
balanced polymorphisms within plant populations. Most are difficult to detect because either
the balanced alleles are not ancient (and thus do not exhibit the hallmark molecular
signature) and/or the fitness effects and hence fitness tradeoffs of genotypes are too small
for direct measurement. Both difficulties are likely to be acute when considering genes
affecting quantitative traits. Here, alternative genotypes at a locus will typically be
associated with a full distribution of phenotypes; a challenging proposition if one intends to
characterize selection at the scale of genes. Also, because different alleles (either at the same
gene or different genes) can produce essentially the same effect on a quantitative trait,
selection can maintain variation without preserving particular alleles indefinitely. As a
consequence, bona fide protected polymorphism might represent only a minor component of
balancing selection when considered from the perspective of a trait’s variance.
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Fig. 1.
Haplotype network of cob in gynodioecious Silene acaulis from four different populations using statistical parsimony (from data used in Touzet & Delph, 2009). The small circles represent hypothetical haplotypes not found in the sampled individuals. Each branch between two haplotypes (sampled or hypothetical) indicates a single mutational step. The area of the circles is proportional to the haplotype frequency. Three of the four populations contain multiple, highly diverged haplotypes.
Fig. 2.
Two of the three morphs of the tristyloous species, *Lythrum salicaria* – (left) the long-styled morph, (right) the short-styled morph (photos courtesy of C. Eckert). The middle panel depicts the positions of the styles (light green ovals) and stamens (yellow ovals) of the three morphs of this species, with the arrows indicating legitimate pollinations (e.g. pollen from the long-styled morph (L) can pollinate the mid- (M) or short-styled (S) morphs). The lower graph depicts evidence for negative frequency-dependent selection in the wild: the frequency of the rarest morph of a set of rapidly expanding natural populations of *L. salicaria* tended to increase in frequency over a 5-yr observation period (the solid vertical line marks the zero-change category; data from Eckert *et al.*, 1996).
Table 1

Definitions are given for relevant terms

<table>
<thead>
<tr>
<th>Term</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Antagonistic pleiotropy</strong></td>
<td>– when a polymorphism affects multiple fitness components (e.g. survival and mating success) and a genotype that is beneficial with respect to one component (survival) is detrimental with regard to another (mating success)</td>
</tr>
<tr>
<td><strong>Balancing selection</strong></td>
<td>– a collection of different selection regimes that maintain genetic variation</td>
</tr>
<tr>
<td><strong>Emergent overdominance</strong></td>
<td>– when the heterozygote advantage becomes evident only after averaging genotypic fitnesses over different 'populations' (plants occupying different locations, experiencing different environments, or living in different generations)</td>
</tr>
<tr>
<td><strong>Migration-selection balance</strong></td>
<td>– when gene flow (migration into a local population) and local selection have conflicting effects on allele frequency</td>
</tr>
<tr>
<td><strong>Negative frequency-dependent selection</strong></td>
<td>– when the relative fitness of a genotype or phenotype changes with its frequency such that it is favored when rare but not when common</td>
</tr>
<tr>
<td><strong>Overdominance (heterozygote advantage)</strong></td>
<td>– when the heterozygote of a gene confers higher fitness than either homozygote</td>
</tr>
<tr>
<td><strong>Pseudo-overdominance</strong></td>
<td>– when recessive mutations at two closely linked loci, in repulsion, are masked in hybrids; the phenotypic effect mimics heterozygote advantage</td>
</tr>
<tr>
<td><strong>Purifying selection</strong></td>
<td>– a collection of different selection regimes (e.g. directional, stabilizing) that reduce genetic variation</td>
</tr>
<tr>
<td><strong>Sexual antagonism</strong></td>
<td>– when an allele favored in one sex, is disfavored in the other sex</td>
</tr>
<tr>
<td><strong>Simple overdominance</strong></td>
<td>– when the heterozygote advantage is evident within a specific population in a single environment</td>
</tr>
<tr>
<td><strong>Trans-specific polymorphism</strong></td>
<td>– polymorphism that is shared among related species as a consequence of balancing selection maintaining alleles over a very long time</td>
</tr>
</tbody>
</table>