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Abstract

Signaling networks are the means by which cells adapt to their environment. Over the last decade, cellular decision-making has been shown to exist in the midst of substantial heterogeneity, even among isogenic cells. The presence of such variability is generally assumed to be an obstacle that cells overcome in order to precisely resolve information about their environment. In this work, we investigated the effects of two specific types of intracellular heterogeneity on signal transduction in cells. The first is the presence of substantial compositional heterogeneity in the sets of macromolecular complexes used for signal transduction, which we observe in a model of the yeast pheromone signaling system. In spite of this, the model is able to reliably reproduce experimentally observed dynamical and dose-response trends. We then contrasted this model with one that employs a hierarchically assembled, stable signaling complex and found that the two signaling paradigms can exhibit distinctive behaviors. These differences can be attributed in part to the role of the scaffold protein in signal complex assembly, which is required for signal transduction in the pheromone network. We found that features such as signal amplification and crosstalk prevention vary depending on how the assembly of scaffold-based signaling species occurs. Our results clearly show that a dynamical understanding of signal transduction must take place in the context of compositional heterogeneity. The second form of heterogeneity we consider, biochemical noise, occurs at a more fundamental level. We examined how variability in the response to signal impacts the ability of cells to make reliable decisions by quantifying signal transduction using concepts from information theory. Our results revealed the existence of a fundamental trade-off: increased noise in individual
cells corresponds to increased information available to control cellular populations. To provide context for the general application of information theory to cell signaling, we characterized the upper limits of information transmission in models of simple signaling motifs. Our results also revealed that certain features of signaling networks, such as enzyme saturation and molecular copy number, are central to regulation of information transmission through networks of arbitrary size. With formal, systematic modeling approaches, we were able to elucidate many non-intuitive behaviors resulting from variability in signal transduction. Thus, we expect that our treatment of heterogeneity in signaling networks will form the basis for the development of a comprehensive theory of cellular decision-making.
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Chapter 1

Introduction

Signaling networks are the means by which cells communicate with their environment. Traditionally, these networks of interacting macromolecules, primarily composed of proteins, have been divided up into “pathways” with some well-defined input, output and set of intermediate signaling species. These signaling species often represent multi-subunit protein complexes that can potentially exist in a number of chemical states. Representations of these pathways and complexes in scientific literature generally appear in the form of a large, multi-subunit macromolecular complex (much like a ribosome, but for signal transduction) and the described output of the pathway is usually construed as a well-defined behavioral change by the cell (“activation of transcription factor X”) [1]. These depictions have, both implicitly and explicitly, promoted the perspective that reliability and robustness in signal transduction is equivalent to orderly activity within these networks, with a general suppression of biochemical noise and discrete, structurally well-defined signaling complexes [2, 3].

Over the last couple of decades, however, signs have pointed toward the existence of significant non-genetic heterogeneity in cells in two distinct, but related features of signaling networks. One of these features, biochemical noise, has been well documented since the early 2000’s [4, 5]. This term generally refers to the presence of variability in a molecular observable to some distinct extracellular stimulus in a population of isogenic cells. The presence of both intrinsic and extrinsic
sources of noise can give rise to fluctuations in signaling proteins and possibly wide distributions of molecular responses [6–9]. Another is the potential for structural and compositional heterogeneity in the set of signaling species employed for signal transduction [1, 10–13]. This derives in part from the astronomical number of potential molecular species that can be generated by the network, since its constituent macromolecules can exist in many possible binding or modification states. With these two types of extreme uncertainty in signaling networks, it is unclear how cells reliably make decisions affecting their own fate. Through novel theoretical and computational approaches, the work described in this thesis has begun to address the issue of reliable signal transduction with regard to these two aspects of non-genetic heterogeneity.

The first half of this work (Chapters 2 and 3) focuses on heterogeneity in protein complex formation as a result of combinatorial complexity, and the effects that various assembly paradigms (i.e. the mechanisms by which multi-subunit complexes are formed) have on key properties of signaling networks. This feature of signaling networks and the resulting consequences for the networks’ dynamics have been identified for a number of years [10], and as a result, a number of hypotheses as to the nature of complex formation have developed [11]. However, until recently, the computational tools for simulating and analyzing a model of such a complex signaling network had yet to be developed. The advent of rule-based modeling [14, 15], coupled with methods for stochastically sampling the space of all possible chemical species, based on the Doob-Gillespie algorithm [16–18] made this computationally possible (Figure 1.1).

We thus explored the feasibility of signaling via *pleiomorphic ensembles*, first proposed by Mayer, *et al.* [11], which consist of diverse sets of transient molecular species and do not require any sort of structural or compositional order. In essence, this means that there is not some “core” signaling complex responsible for transmission of information; local interactions that are independent of other molecular context (e.g. binding of A’s SH2 domain to B, regardless of A’s other domains, Figure 1.1) are sufficient for signal transduction. It is this independence that gives rise to combinatorial complexity in the protein interaction network, which leads to compositional heterogeneity among the sets of signaling species employed for signal transduction in isogenic
Figure 1.1: The upper panel contains an example rule describing an association event with a rate, $k$. Here, a site representing an SH2 domain as part of some agent (e.g., protein type) labeled A to a site representing a phosphorylated tyrosine ($Y \sim P$) on some agent B. The lower panel is a mixture (i.e., a multiset of chemical species present at a particular point in time in a simulation) to which the rule can be applied if the left hand side of the rule matches patterns in the mixture. There are two possible applications, denoted by dashed lines. Note that both A and B can have other sites and states (such as the binding site, Bd, on agent A) representing certain states the agents can have that are not present in the rule; the absence of such information means that the association event occurs independently of the omitted sites and states. This allows a succinct description of a reaction network without the need for a priori enumeration of all chemical species as in a system of differential equations.
cells. We developed a model of the yeast pheromone signaling network, whose core components include a G-protein cycle and a scaffold-dependent kinase cascade, built using only knowledge of the relevant protein interactions and assuming that all biochemical events can occur independently unless a conditional dependence was experimentally demonstrated in the literature [1]. Our results showed that the set of signaling complexes generated between independent simulations that originated from the same microstate were distinctly different on average, while producing dynamical and dose-response trends that replicated experimental data. Furthermore, this model did not produce anything resembling a “core” signaling complex, or a sub-complex that was conserved over a majority of sampled complexes. We therefore labeled this model an ensemble-like model and proceeded to create a contrasting machine-like model.

To construct a machine-like structure while maintaining all existing interactions, we introduced a hierarchical binding procedure: kinases were required to bind to the scaffold protein in a specific order (eliminating the majority of the combinatorial complexity), and we stabilized the final machine-like structure by modifying the kinetic rate constants. The machine model was also capable of replicating experimental trends, and so we examined whether or not one could possibly distinguish between the two models using experimental techniques. Ultimately we found that traditional experimental methods of characterizing protein “complexes,” such as tandem affinity purification coupled with mass spectrometry, were incapable of distinguishing the two models based on the structure of the complexes they generated [19]. We demonstrated, however, that another feature of the network, combinatorial inhibition, provided indirect evidence of ensemble-like behavior in this system [20, 21]. This particular distinction arose, since the presence of combinatorial inhibition requires a multivalent scaffold protein to which its constituents bind independently [20], which is clearly present in the ensemble model, but not in the machine model due to its hierarchical assembly process.

A number of other functions have been proposed for multivalent scaffold proteins and a few have been investigated, but never in the context of machine- and ensemble-like complex assembly [22, 23]. We therefore proceeded to formally and systematically develop a theoretical under-
standing of how scaffold proteins impact various dose-response and dynamical features of signaling networks (see Chapter 3). One prominent example is the supposition that the stoichiometric constraints of scaffolds binding their effectors would completely suppress signal amplification [22, 23]. In fact, we found the exact opposite: assembly of machine-like signaling complexes using a scaffold as a nucleation point induces higher amplification than a kinase cascade with no scaffold. We also observe a lesser degree of amplification in ensemble models. Another example is the idea that scaffolds could prevent signal leakage (a form of crosstalk) between signaling pathways that share components [24]. Ensemble-like networks do mitigate some, but not all, inappropriate cross-pathway activation. On the other hand, machine-like networks completely eliminate cross-pathway activation, but one pathway can still affect another when the cascades’ shared components are in limiting concentrations. Our results clearly show how seemingly intuitive reasoning about nonlinear dynamical systems can fail, and how systematic modeling approaches can contribute to our understanding of complex signaling networks.

Our results also revealed the possibility that compositional heterogeneity can be a beneficial feature in terms of evolutionary fitness. In particular, we found that machine- and ensemble-like protein interaction networks (not just those responsible for communication of extracellular signals) could have contrasting evolutionary roles. Machines may provide functional stability and robustness for core cellular processes (e.g. ribosome formation and translation or proteasome assembly and protein degradation). Ensemble-like networks, on the other hand, could represent a form weak linkage, exhibiting increased functional or phenotypic plasticity and promoting variation in the evolution of interaction networks [1, 25].

In contrast, the presence of biochemical noise in signaling networks appears (at least on the surface) to have minimal benefit to the cell. The second half of this work (Chapters 4 and 5) focuses on how cells can reliably interpret information about their environment, and what happens if they cannot. In particular, noise can prevent cells from having sufficient information to distinguish between two distinct levels of signal, a sort of cellular “confusion” (Figure 1.2). In order to quantify this noise and its effects on signal transduction, we applied concepts from information
Figure 1.2: In this example, two distinct signal values produce response, $R$, distributions in some population of isogenic cells with sufficient variability such that the distributions overlap with each other. The cells that exist in this overlapping region are incapable of determining to which signal they were exposed and can then be considered “confused”. This confusion, or level of reliability in information transmission, can be quantified using concepts from information theory.

theory, a mathematical framework designed to formally describe the communication of information over a channel that is susceptible to noise [26]. A prominent application of information theory to metazoan systems biology and signal transduction examined the channel capacity, or maximum amount of information that can be sent through a channel [27], of the TNF-α induced signaling network and found that the network is incapable of distinguishing between 2 distinct levels of signal [9]. In other words, the network transmitted less than 1 bit of information and is thus unable to make a binary decision. This observation has led to a number of studies examining how cells could implement molecular mechanisms to mitigate the noise responsible for this seemingly low level of information transmission [2, 28].

We hypothesized that there might be a benefit to the presence of noise in individual cells.
Using a combination of simple models and experimental investigation of the extrinsic apoptosis signaling network, we demonstrated the existence of an inherent trade-off between the amount of information transferred in individual cells and the information available to control population-level responses (see Chapter 4). In particular, reduction of information transfer at the single-cell level can increase the information transmission to a cellular population. Furthermore, we found that the previous low levels of information transmission characterized by Cheong et al. were not indicative of an upper bound on information transmission in individual eukaryotic cells [9]. For processes such as eukaryotic chemotaxis or yeast mating, in which individual cells must make precise cell-fate decisions, we find notably higher levels of information transmission (> 2 bits) at a single-cell level, sufficient for distinguishing between over 4 distinct levels of signal. We therefore propose that signaling networks can exploit high noise (or even generate it) in individual cells to maximize population-level information transfer.

The consideration of certain estimated levels of information transmission in single cells as “low” leads to the realization that, to date, there is minimal context for what constitutes high or low information transmission in cellular signaling networks. Furthermore, comparison of existing channel capacity calculations are difficult since estimating the value depends on numerous factors, such as the range and number of signal values that are sampled to characterize the underlying signal-response relationship, that have not systematically been studied. With this in mind, Chapter 5 describes our development of a theoretical understanding of signal transduction and decision-making in the context of information theoretic quantities. The first step in this process involved characterizing the intrinsic upper limits of information transmission in various simple signaling motifs. To maintain consistency between estimates in distinct signaling networks, we built a framework for reliable comparison of the estimated information transmission between arbitrary signaling systems, provided they have some realized steady-state response to signal. Analysis of the bounds of information transmission in signaling networks revealed a number of interesting features both general and specific to certain network motifs, and will likely provide intuition for analysis of larger and more complex signaling systems such as the pheromone network in yeast.
These analyses of non-genetic heterogeneity in signaling networks have shown that common intuition of what constitutes evolutionary fitness in signal transduction can be misleading. Through the application of novel computational methods and statistical tools for examining cellular heterogeneity, we were able to characterize the effects of two types of non-genetic variability on signal transduction, without undue simplification. These results will influence future work by serving as an example of quantitative and systematic analysis of complex biological phenomena, both computational and experimental, ultimately forming the basis for a theoretical understanding of decision-making and information transmission in cells.
Chapter 2

Machines vs. Ensembles: Effective MAPK Signaling through Heterogeneous Sets of Protein Complexes

2.1 Introduction

Much of our reasoning about the function of biological systems relies on the formation of multi-subunit protein complexes [3]. In some cases, such as the ribosome and the proteasome, these complexes take the form of intricate molecular machines with well-defined quaternary structures [29–31]. The overall structure of complexes formed during signal transduction, however, is considerably less clear. There are a few well-characterized signaling machines, like the apoptosome, and some have argued that the majority of structures produced by signaling networks would have a machine-like character [32, 33]. Most of the complexes formed during signal transmission and processing have not had their global three-dimensional structures experimentally determined, however, and as such we currently do not know the extent to which signaling occurs via machines [11]. Despite this uncertainty, the machine-like perspective on signaling complexes is pervasive in the literature, if often implicit; for instance, one commonly represents signaling networks graph-
ically by drawing large complexes in which all of the relevant proteins interact simultaneously [21, 22, 34–38] (Fig. 2.1A). Although such diagrams are often presented as compact summaries of a set of interactions, they are certainly evocative of a machine-like structure, and lead naturally to analogies between signaling complexes and highly ordered objects such as circuit boards [11, 22].

One issue that complicates this machine-based picture is the fact that the protein interaction networks that underlie cellular signaling exhibit considerable combinatorial complexity; that is, they can (theoretically) generate anywhere from millions to $10^{20}$ or more unique molecular species [10–12, 39]. For example, even a single PDGF receptor dimer has 105 possible phosphorylation states, many of which could be (stably) occupied by any given molecule [11, 40]. A similar problem arises in protein folding: a polypeptide chain could theoretically adopt so many conformations that it is a priori difficult to understand how a protein folds quickly and stably into a single native structure [12, 41, 42]. Proteins have evolved energy landscapes with specific features in order to overcome this problem (which is known as the “Levinthal paradox”). In order to assemble well-defined signaling machines, signaling networks would similarly need to evolve specific “chemical potential landscapes” in order to drive the system to a specific set of quaternary structures [12, 41].

Mayer et al. have speculated, however, that signaling networks might not need to assemble machine-like structures at all in order to function [11]. This “pleiomorphic ensemble” hypothesis posits that heterogeneous mixtures of complexes drive cellular responses to external signals. Early work, based on systems of Ordinary Differential Equations (ODEs) that considered a few hundred molecular species, indicated that more diffuse “network” models of signaling could generate reasonable signaling behavior [43, 44]. The dearth of computational methods that can handle combinatorially complex networks has made it difficult to fully test the ensemble hypothesis in realistic networks, however [36]. As such, it is currently unclear if ensembles could even produce reliable responses to signals, or if there is any functional or evolutionary difference between networks that employ ensembles vs. machines.

Over the past 10 years, a set of rule-based methods have been developed that allow one to model the behavior of biological systems without an a priori reduction in the set of possible species that
can be formed [12, 16, 18, 36, 43]. Given a model consisting of a specific set of protein interaction rules, we can exactly sample sets of protein complexes (or “conformations”) from the astronomically large set of all possible complexes the model can generate. In this work we employed these methods to investigate the possibility of signaling via ensembles \textit{in silico}. We focused on the pheromone response network (Fig. 2.1A), one of multiple mitogen-activated protein kinase (MAPK) cascades in \textit{Saccharomyces cerevisiae}. This thoroughly characterized signaling cascade involves the scaffold protein Ste5, which is thought to be a nucleation point for the formation of signaling complexes (Fig. 2.1B) and prevent crosstalk [22, 34, 35]. Since similar MAPK cascades are found in eukaryotic cells from yeast to humans [45], this network represents an excellent model system for exploring the influence of combinatorial complexity on signaling dynamics.

In our initial model, we included only those interactions (and their requisite molecular contexts) that have been explicitly characterized experimentally. We found that this model is able to fit available data on the response of the network to pheromone, despite exhibiting significant ensemble character. We also constructed an alternative set of rules that could assemble a scaffold-based signaling machine, similar to those typically drawn to graphically summarize the cascade [21, 22, 34–38] (Fig. 2.1A). Although this model does fit some of the available data, we found that it could not replicate the “combinatorial inhibition” of the pathway observed at high levels of Ste5 overexpression [20, 21]; instead, it displayed considerable robustness to such changes. We also demonstrated that TAP/MS, a common technique for experimentally determining the components of “molecular machines” via binary interactions [19, 46], could not distinguish between the complexes formed in these two models, despite their radically different character. Direct experimental tests of the ensemble hypothesis thus require the application of assays that can measure three-way or higher-order interactions, such as fragment complementation, fluorescence triple correlation spectroscopy or single-molecule approaches [47–53]. Our findings indicate that ensembles can indeed reliably transmit and process extracellular information, and their inherent plasticity in response to perturbations like scaffold overexpression implies that they may play a role in facilitating the evolutionary variation of signaling systems within cells [25].
Figure 2.1: The yeast pheromone MAPK network. (A) A typical representation of the cascade. Pheromone (α-factor) stimulates G-protein activation via a GPCR (purple and red). The subsequent recruitment of the scaffold to the membrane enables the kinase phosphorylation cascade (blue and green), ultimately activating the MAPK, Fus3 (yellow), and regulating mating-related genes (orange). (B) Scaffold-based species potentially generated during our model’s phosphorylation cascade (color coded to Fig. 2.1A). Solid arrows represent association events between either two monomers or a monomer and oligomer. Dashed arrows indicate a series of these association events. Red arrows indicate possible assembly pathways for the decamer (far right) in the machine model. Note that this is a very small sample of the entire set of scaffold-based signaling species and their possible interactions.
2.2 Results

2.2.1 Constructing a model of pheromone signaling in yeast

A summary of the molecular interactions underlying the yeast pheromone response network may be found in Fig. 2.1A. Briefly, the signaling cascade is initiated by the interaction between extracellular pheromone molecules and a G-protein coupled receptor (GPCR), which induces dissociation between the $\alpha$ subunit (Gpa1) and $\beta\gamma$ subunits (the Ste4-Ste18 complex, hereafter referred to as Ste4) of the G-protein [54]. Ste4 then recruits the scaffold protein, Ste5, which dimerizes, binds numerous kinases (Ste20, Ste11, Ste7) and promotes a phosphorylation cascade resulting in dual-phosphorylation and activation of the MAPK, Fus3 [55, 56]. As mentioned above, the vast majority of graphical depictions of this cascade involve simultaneous binding of all requisite proteins to Ste5 (Fig. 2.1A) [21, 22, 34–38], however to our knowledge there is no explicit experimental evidence that such a large scaffold-based complex is actually formed during signaling. Active Fus3 then translocates to the nucleus, regulating the expression of numerous mating-related genes via the transcription factor Ste12 [35].

To create a dynamical model of this cascade, we constructed a set of rules for these interactions and other events (e.g. post-translational modification, protein synthesis and degradation, nucleotide transfer). The rules themselves, which follow mass-action kinetics, were primarily derived from two sources: an online model (http://yeastpheromonemodel.org) [57] and an ODE model [36], both of which are based on comprehensive literature searches (Section A.1). In our initial model, if a reaction (e.g. efficient phosphorylation of Fus3 by Ste7) requires conditions that have been experimentally characterized (e.g. Ste7 also bound to Ste5), they are explicitly represented in the rule. We added no additional constraints to this model, in order to: (a) see if existing knowledge of these interactions is sufficient to produce realistic network dynamics (Fig. 2.2) and (b) characterize whether they result in machine- or ensemble-like character. The rule set, written in the Kappa rule-based modeling language [58], contains 232 rules, 18 protein and 8 gene agent types. This model displays considerable combinatorial complexity: even if we only focus on
complexes containing the Ste5 scaffold, the system can generate over 3 billion unique molecular structures (Section A.3.5). We thus employed KaSim, an open source simulator for Kappa models, to consider the dynamics of the system without a reduction in its combinatorial complexity. Our general simulation strategy is described in detail in Section 2.4.1 and Section A.2; a graphical schematic can be seen in Fig. 2.3A

2.2.2 Parameterization of the model

The model described above has two types of parameters: initial copy numbers (i.e. concentrations) for each of the 18 protein agents and stochastic rate constants for each of the 232 rules. We obtained the initial conditions directly from experimental measurements of copy number in yeast cells [57, 59]. The stochastic rate constants were obtained from a combination of experimental data and parameter fitting. Briefly, 7% of the rate constant parameters in the model have been directly measured for yeast proteins, 68% were estimated from measurements on related proteins in other networks and 25% were completely unknown and thus given approximate values. In order to reproduce experimental observations with our model, we identified 111 rules that were likely to influence experimentally characterized trends and varied their rate constants.

We found that only 25 of these parameters had a strong impact on the dynamics of important observables in the model, and so we modified only those values during our fitting procedure. Of these 25, 22 had original estimates obtained from related proteins. In those cases, we restricted variation of the parameters to an increase or decrease of about one order of magnitude, to maintain similarity between the fitted value and the original estimate. Two of the remaining parameters had no available estimate, and so we restricted variations in those parameters to a biologically realistic range (a table with ranges for each type of parameter is available in Section A.1.2). Finally, one parameter, the Gpa1 degradation rate, had been measured experimentally; we restricted variation in this parameter to a less than five fold change, a reasonable range given the inherent error in the experimental measurement [60]. Further details on how we identified and varied these parameters may be found in Section A.1.2.
Since each simulation of this model requires over three hours of CPU time, we could not perform fits using standard techniques, nor could we employ statistical methods to understand the probabilistic structure of the parameter space [61, 62]. Therefore, we manually altered these 25 parameters (subject to the above constraints) and simulated the model with the updated rate parameters. We iteratively applied this procedure until the model successfully replicated the dose-response behavior of Fus3 with respect to pheromone (Fig. 2.2A) [37, 38], the temporal dynamics of G-protein activation (Fig. 2.2B) [54], and other experimental observations (Figs. A.2, A.4, and A.5). To test the robustness of our results to the particular simulation method, we translated our rules into the related BioNetGen Language (BNGL) and used the same parameters to simulate the model using the BNGL simulator NFsim [18]. The two software packages produced exactly the same dynamics for these rules (Figs. A.1, A.2, A.4, and A.5 and Section A.2.2).

Given the large number of parameters in the model compared to the amount of data available for fitting, one should not construe the above results as implying this model represents a uniquely valid description of the system. Indeed, as we demonstrate below, even fairly different rule sets can provide (roughly) equivalent fits to this data; we thus cannot make any claims regarding the identifiability of the parameters or even the rule set itself [62, 63]. The point in this case is that it is possible to find some set of parameters that replicate the data, indicating that this model is at least consistent with available observations.

### 2.2.3 Heterogeneity in signaling complexes

To determine if the model described above signals through ensembles, we implemented a pairwise comparison between the sets of complexes produced in two independent simulations $i$ and $j$, using the Jaccard distance, which we refer to as “compositional drift” [12]:

$$d(i, j) = \frac{|C_i \triangle C_j|}{|C_i \cup C_j|}$$ (2.1)
Figure 2.2: Experimental validation of the rule-based ensemble model. All error bars are 95% confidence intervals (simulated $n = 10$ where the simulations start from identical steady-state initial conditions). (A) Dose-response curves for Fus3 activation with respect to pheromone. The model displays similar behavior to that observed experimentally, although the experimental curves do not completely agree with one another [37, 38]. Also note that the level of noise observed in our simulations is equivalent to, if not less than, that observed in vivo. (B) G-protein activation time-course curves in response to 100nM pheromone. An initial spike in activation, a subsequent decline and a long-term increase are seen upon pheromone stimulation in both wild-type FRET experiments [54] (black circles) and simulation (red solid line). Addition of cycloheximide in the experimental data (black triangles) indicates that the long-term increase in G-protein activation is due to pheromone-induced transcription [54].
where \( C_i \) represents the set of unique complexes in simulated cell \( i \), \( \triangle \) and \( \cup \) are the symmetric difference and union set operators, respectively, and \( |X| \) is the cardinality of set \( X \). Given the complexes present in two simulated cells, drift is the number of complexes unique to either one cell or the other, divided by the total number of complexes in the union of the two cells. Drift can thus be interpreted as the probability that a complex found in one cell is not found in the other at a particular point in time. For example, \( d = 0 \) indicates identical sets of complexes, whereas \( d = 1 \) means the sets are pairwise disjoint. We performed this comparison between multiple simulation replicates that started from exactly the same steady-state initial condition; thus \( d = 0 \) at \( t = 0 \) for all of our simulations (Fig. 2.3A; Sections A.2.3 and A.3.3). Note that this calculation takes into account any difference between complexes, whether the difference is in binding partners, phosphorylation states, or otherwise. Analysis of other potential criteria for differentiating complexes yielded similar results to those discussed below (Fig. A.9 and Section A.3.3).

We observed a marked increase of drift between simulations with pheromone (and thus signaling activity) as opposed to those without pheromone (Fig. 2.3B). At peak Fus3 signaling activity (\( t = 360 \) seconds), around 80% of all unique complexes were exclusive to one simulation or the other (Fig. 2.3B). Such small overlap indicates that individual cells utilize different sets of signaling complexes, consistent with the ensemble hypothesis [11, 12]. To confirm that this high level of drift is not an artifact of our chosen parameters, we generated over 1000 rule sets with randomized rate parameters (Section A.2.4). In Fig. 2.3C we see the distributions of drift values among scaffold-based signaling species for both the validated model and models with randomized parameters at peak Fus3 signaling. Although the average random parameter set has somewhat lower drift than observed in our original parameter set, approximately 97% of the drift values from the models with randomized parameters were nonetheless greater than 0.8. The high level of drift among signaling species thus likely arises from the rules and interactions themselves rather than specific rate constants.

While the results in Fig. 2.3C indicate relatively high levels of heterogeneity at a particular time point, it could be that two different simulated cells utilize the same set of complexes, just at
Figure 2.3: Characterization of heterogeneity among signaling species in the ensemble model. All error bars are 95% confidence intervals. (A) Visual depiction of our simulation method. An initial state was defined (red) and a number of trajectories were simulated to represent a set of homeostatic yeast cells (green). Pheromone was added and each steady-state cell was simulated for a number of independent 1-hour trajectories (blue). Drift values were then calculated pairwise for all simulations that were derived from the same original homeostatic cell. The same procedure was also performed without adding pheromone as a control. (B) Average drift on a log time scale ($n = 45$) between simulations starting from the same initial conditions, with peak drift occurring between 100 to 300 seconds. The decline in drift ($t = 3600$ s) is the MAPK network returning to homeostasis. (C) Density of drift (calculated using kernel density estimation; Section A.2.4) among scaffold-based complexes with randomized parameters (black, $n = 9000$) and the parameters that reproduce the experimental data (blue, $n = 450$). (D) Autodrift occurs on two different timescales as indicated by statistical analysis of our double-exponential fit ($n = 10$, Section A.3.3). Signaling events induce rapid divergence within one second (inset) from identical initial states within a particular simulation starting at the time of peak signal output ($t = 300$ s, Section A.3.3) [64]. The blue dashed line is the average drift between simulations at the 360 second time point.
different times during signal transduction. We thus considered the differences between cells based on the union of all the unique complexes they sampled across the time points in our simulations (i.e. the points in Fig. 2.3B). We found that using the union of complexes across times only reduced absolute drift levels by about 10%, indicating a high degree of diversity between simulated cells across the entirety of the signaling dynamics (Fig. A.10).

Our analysis of drift across time points raised the question of whether an individual simulation maintains a specific set of complexes, or if the set changes over time. To answer this question, we used an alternative drift calculation, termed autodrift: $d_i(t, t + \Delta t)$ instead of $d(i, j)$. We found that simulated cells employ rapidly changing sets of complexes during peak signaling times in this model (Fig. 2.3D). Autodrift increased as a double exponential, with a longest time scale of approximately 0.5 seconds (Fig. 2.3D, inset, and Section A.3.3). Indeed, within 5 seconds the difference between a cell and its past self achieves levels of drift similar to that observed between two completely independent cells in the population. This is consistent with observations from both modeling and experimental studies of epidermal growth factor signaling in mammals, where a diverse set of phosphorylated species forms rapidly during signaling [64, 65]. The rapid increase in drift also highlights the transient nature of the ensembles of complexes that are generated.

### 2.2.4 Detailed analysis of signaling species

It is possible that the putative ensembles in this case merely represent a set of highly similar (though technically distinct) signaling species that form around a large “core” signaling complex. We thus examined in detail the structures of the scaffold-based species at various time points in our simulations. If a core complex were present, we would expect to see substantial conservation of protein binding patterns (ignoring phosphorylation state) in the set of unique complexes. Though Ste5 dimers are present in $\sim 70\%$ of species during peak signal throughput, conservation significantly declines as the binding pattern is expanded to include more proteins (Fig. 2.4A). In fact, not once did we find a Ste5 dimer bound to all its potential interaction partners, indicating that the complex used in the standard graphical depiction of this phosphorylation cascade is one that would very
rarely, if ever, occur in simulations of this model (Fig. 2.1A) [21, 22, 34–38].

It is possible that complexes in the ensemble model still assemble around a consistent core structure, just not the traditional representation of a scaffold-based core signaling complex that we intuitively expect (Fig. 2.1A). Since there are over 3 billion possible scaffold signaling structures in this model, however, we could not search for this core by enumerating all possibilities and looking at conservation patterns as in Fig. 2.4A. We thus used a straightforward clustering analysis to search for an alternative core structure. The signaling species generated in our model were clustered on the basis of the structural similarity between complexes, represented in this case by the graph edit distance metric, which is simply the number of changes (or edits) that would be required to form one complex starting from another. This distance accounts for differences in the members of a complex (i.e. the removal of a protein from a complex increases the distance) as well as differences in phosphorylation state, etc. (Fig. A.12 and Section A.3.4).

We implemented a hierarchical clustering algorithm based on this distance. Briefly, the algorithm chooses a representative complex from each cluster, called the “clustroid,” which is the complex with the lowest average graph edit distance to all other complexes in its cluster (Section A.3.4). At each level of the hierarchy, the algorithm combines the two clusters whose clustroids are most similar, that is those with the minimum graph edit distance (i.e. the minimum between-cluster distance, or MBCD). This algorithm is initialized with each complex in its own cluster (meaning the complex is its own clustroid) and continues until the original set of complexes is partitioned into a given number of clusters. This number, which we call the “cutoff,” is a free parameter and is relatively arbitrary in our case (Fig. A.15 and Section A.3.4), so we repeated the clustering algorithm with numerous different cutoff values. We calculated the size of the largest conserved structural pattern as a function of the cutoff value for each cluster that contained ten or more complexes. We found that, on average, this conserved pattern contained fewer than 2 proteins (Fig. 2.4B), indicating substantial dissimilarity among clustered proteins; cutoff values producing clusters with 4 or more proteins in the conserved subgraph were very rare (Fig. A.15). These results, combined with the dissimilarity between clusters generated from independent simulations.
(Fig. A.13) and the high levels of drift we observe (Fig. 2.3B-D), underscore the strong ensemble character of this model.

### 2.2.5 Building a machine model based on a multi-subunit kinase

The findings described above indicate that heterogeneous ensembles of complexes can indeed transmit and process extracellular information with levels of noise comparable to those observed experimentally (Figs. 2.2-2.4). To understand if machine-like complexes could also produce reliable signaling behavior, we constructed an alternative model with the goal of assembling signaling machines, which we defined to be stable, multi-subunit kinases based around the scaffold Ste5 [3, 22, 32]. Specifically, the machine we focused on consists of a Ste5 dimer, with each scaffold protein bound to a Ste4-Ste20 dimer and two kinases, Ste11 and Ste7 (Fig. 2.1A). Upon assembly and activation, this decameric structure binds and phosphorylates Fus3 according to standard mass-action kinetics [22]. In contrast to the previous model, we were forced to introduce *a priori* assumptions (neither experimentally supported nor specifically refuted) in order to generate stable signaling machines. The simplest possible approach would be to create rules and rates that render the desired machine complex incredibly stable. The decamer, however, is essentially never generated in our original model’s simulations (Fig. 2.4A), so a machine model based purely on increasing the stability of the desired complex is unlikely to actually produce such machines in high quantities reliably. As mentioned above, this fact resembles the Levinthal paradox in protein folding: no matter how stable the native state of a polypeptide chain may be, proteins would essentially never fold if they randomly searched for this state on an otherwise “flat” energy landscape [41, 42]. Alternatively, evidence suggests that molecular machines assemble hierarchically *in vivo* [66], and so we added specific rules that determine the order in which binding and phosphorylation could occur between the scaffold and its associated proteins (Fig. 2.1B, red arrows). This represents a hierarchical energy landscape (extending the analogy to protein folding), where each consecutive step builds toward the formation of a “native” signaling machine [41]. For example, in the machine model, binding of Ste11 to the scaffold can take place only if Ste5 has dimerized
Figure 2.4: Structural analysis of complexes. (A) Structural conservation among scaffold-based signaling species in the ensemble model \((n = 10)\). Ste5 dimers are present in 70% of species (black), however as we consider higher-order oligomers formed around this dimer, the fraction of species that contain these patterns drops sharply, with the fully bound Ste5-based decamer not seen at all. The standard depiction of the scaffold-based signaling complex (Fig. 2.1A) is thus unlikely to be observed in the ensemble model, if it occurs at all. Error bars are 95% confidence intervals. (B) The average size of the conserved protein complex as a function of the final number of clusters (i.e. the cutoff). At each cutoff, the average considers only those clusters with 10 or more members, to avoid contribution from very small collections of complexes. The average size does not exceed two, even considering up to 100 unique clusters. Error bars represent the 95% confidence interval of the mean. (C) Conservation of structure as in Fig. 2.4A, but in the machine model \((n = 10)\). Here the decamer (signaling machine) is present in about 50% of species during peak signaling. The dimer, tetramer and hexamer patterns (black, red and blue, resp.) are present in identical fractions of the unique species, but are separated slightly in the graph for clarity.
and each scaffold is bound to a Ste4-Ste20 dimer. Beyond these scaffold assembly rules, no other alterations were made to the model.

The resulting rule set is sufficiently complex that it is impossible to directly estimate the number of unique species that the machine model could form. We thus translated this model from Kappa into BNGL and used available BioNetGen tools to calculate the total number of species for this rule set [14]. This analysis indicated that the machine model could generate only a total of 1106 possible scaffold-based structures, a decrease of over 6 orders of magnitude compared to the ensemble model (Section A.3.5). The hierarchical assembly rules in this case thus drastically constrain the set of possible species that the model can sample.

2.2.6 Differences between the machine and ensemble models

As with our original model, we subjected this alternative machine model to parameter variation and confirmed that it can reproduce experimental data (Figs. A.6-A.8 and Sections A.1.8 and A.3.2). Although the dose-response and time-course trends of the machine and ensemble models are similar, they exhibit significantly different sets of signaling complexes. As expected, nearly half of all unique scaffold species in the machine model contained the decamer defined above (Fig. 2.4C), indicating wide conservation of the desired core signaling complex, in contrast to the complete lack of conservation observed in the ensemble model (Figs. 2.4A and 2.4B).

The set of species sampled in the machine model also differed dramatically from those produced by the ensemble model. As a gross estimate of this difference, we considered the cumulative number of unique scaffold-based species obtained by a set of simulations; that is, the total number of unique complexes that are found in a group of \( N \) simulated cells. In the machine model, this number rapidly approaches a maximum value as \( N \) increases, saturating at around 800 after considering only 100 simulations (Fig. 2.5A). The machine model thus samples about 70% of the 1106 possible scaffold complexes in a population of \( \sim 100 \) cells. The behavior of the ensemble model is strikingly different, sampling a set of unique structures that is nearly two orders of magnitude greater than the machine model (approximately 70,000, Fig. 2.5A), and failing to saturate
even after considering a population of 600 simulated cells. Although the total number of sampled species across these 600 cells is large, it is only 0.0022% of the 3 billion species the ensemble model could theoretically generate.

As one might expect given the results of Fig. 2.5A, we observed large differences in drift during peak signal output between the two models. On average, only 55% of unique scaffold complexes were exclusive to one of two simulations in the machine model, as opposed to 90% in the ensemble model (Fig. 2.5B). As with the ensemble model, we generated 1000 alternative machine models with randomized parameter sets to determine if the level of drift in this case was an artifact of the parameterization of the model. Though the distribution of drift values was fairly wide across these randomized models, in every case we observed considerably less drift than for the validated or randomized ensemble model (Fig. 2.5B). The rules underlying the machine model thus robustly produce dynamics that one might expect for well-established molecular machines like the ribosome or proteasome: a stable, heavily populated core structure with residual diversity arising from assembly intermediates and the association of substrates and/or regulatory factors.

2.2.7 Evaluating experimental evidence for ensembles

Since these two models can both reproduce general pheromone-dependent trends, one might ask if it is possible to differentiate machine- and ensemble-like signaling processes directly using available experimental techniques. The most natural approach would be tandem affinity purification in conjunction with mass spectrometry (TAP/MS), which is widely employed as a high-throughput assay for the discovery and analysis of protein complexes [19]. For example, Gavin et al. employed a “socio-affinity” (SA) index designed to extrapolate binary TAP/MS interaction data in order to discover novel “eukaryotic cellular machines” via clustering analysis [19]. To determine whether this technique could discern the nature of in vivo signaling complexes, we characterized the signaling species generated in both the ensemble and the machine models using the SA index [19]. There is a high correlation between the SA scores produced from our two models’ sets of species (Fig. 2.6A); clustering these scores using the commonly employed MCL algorithm [19, 46, 67, 68]
Figure 2.5: Comparison of notable characteristics in the machine and ensemble models. (A) Cumulative number of unique signaling complexes sampled by the machine and ensemble models (black and red, respectively) as a function of the number of independent simulations considered. We see that ensemble model generates a set of complexes approximately two orders of magnitude larger than the machine model over a range of 600 simulations. (B) Drift density among scaffold species in the validated machine model \((n = 450)\) and 1000 machine models with randomized parameters \((n = 7789)\) as compared to the data in Fig. 2.3C. A large difference between the machine and ensemble models can be seen, with significantly higher mean drift in both the validated ensemble model and the set of randomized ensemble models (both comparisons have a significance of \(p < 10^{-5}\), see Section A.2.4). It is also notable that the largest drift value from the machine model is much lower than the smallest from the set of ensemble models with randomized parameters. The remaining heterogeneity observed in the machine model can be attributed to the presence of assembly intermediates and regulatory interactions.
results in essentially the same set of complexes (Fig. 2.6A, inset).

This leads to the question of whether one could ever detect any functional differences between ensembles and machines in a signaling context. Previous work has established the presence of “combinatorial inhibition” [20] (akin to the “prozone” effect [69]) in this particular cascade; increased expression of the Ste5 scaffold leads to a maximal response, past which further overexpression leads to a decline in signal output [21, 57]. We found that the ensemble model reproduces this behavior, while the machine model does not (Fig. 2.6B). In the ensemble model, the eventual decrease in signal response arises because the high quantity of scaffold proteins lowers the probability of cascade components (say, Ste7 and Ste11) binding the same scaffold dimer [20, 69], and so the rate of signal propagation is drastically reduced. The hierarchical assembly rules in the machine model, however, reduce drift by ensuring scaffold dimers can only bind Ste7 after Ste11 is already bound. Beyond a certain minimal point, increasing Ste5 concentration has no effect, since the only potential scaffold binding partners for Ste7 are already bound to Ste11, and thus can propagate signal.

To test if the difference in Fig. 2.6B was robust to variations in the rate parameters, we simulated 100 randomized ensemble models and 100 randomized machine models with three values of Ste5 concentration: Wild Type (WT), 12 times WT (12x) and 60 times WT (60x). We used these simulations to calculate the relative change in peak Fus3 activation (ΔFus3pp) between two pairs of scaffold concentrations: WT to 12x, and 12x to 60x. The validated ensemble and machine models both exhibit a positive ΔFus3pp (12x - WT), corresponding to an increase in Fus3 activation (the peak in Fig. 2.6B); all the randomized ensemble models, and most of the randomized machine models, displayed this same behavior (Figs. A.16, A.17 and Section A.3.7). In the ensemble model, increasing Ste5 to 60x WT concentration decreases response, yielding a negative ΔFus3pp (60x - 12x), while the machine model exhibits an approximately constant response across these concentrations (Figs. 6B and C). The randomized ensemble models also universally showed a decrease in Fus3 activation from 12x to 60x Ste5 concentration, indicating that combinatorial inhibition is a robust feature of the ensemble model. The randomized machine models, however,
had mostly increases in Fus3 activation between these two concentrations, and in no case did we observe a decrease as large as that observed for the ensemble models (Fig. 2.6C). The relative lack of combinatorial inhibition in the machine model is thus likely a feature of the rules themselves, rather than the specific parameters chosen.

It should be noted that the machine considered here is an acyclic complex; that is, there are no ring-like motifs in the protein interaction map for Ste5 (Fig. 1A) [69–73]. Previous modeling studies indicate that ring-like structures can assemble efficiently into well-defined quaternary structures, at least in certain parameter regimes [73]. Nonetheless, overexpression of a single sub-unit in a heteromeric ring causes a marked decrease in the concentration of the assembled machine, indicating that ring-like structures can simultaneously exhibit a machine-like character and combinatorial inhibition [69, 72, 73]. We leave full consideration of the interplay between robustness and topology in the evolution hierarchical assembly pathways to future work [72, 73].

2.3 Discussion

The nature of the signaling complexes formed during signal transduction is foundational to how we conceptualize and understand information processing in cells. This is particularly true of scaffolds, whose primary function is to serve as a platform for the formation of multicomponent complexes that transmit signals [22]. The question of whether these complexes align more with the machine or ensemble paradigm is thus crucial for developing a broader perspective of the roles scaffolds play. For instance, it has been posited that Ste5 acts to insulate pheromone signals from activating other, related MAP kinase cascades by sequestering active Ste11 in a pheromone-specific complex. This view is inconsistent with the ensembles we observe, however, since those involve appreciable concentrations of free, active Ste11; in contrast, the machine model produces essentially no active Ste11 molecules that are not bound to the scaffold. The capacity of Ste5 to fulfill the role of insulator in this pathway, or the need to posit other mechanisms such as cross-inhibition [22, 34], is thus directly related to the degree of ensemble character the network displays, a fact that high-
Figure 2.6: Indirect evidence for complex structure. (A) The socio-affinity (SA) scores [19] obtained from computational TAP/MS experiments \((n = 10)\) from the ensemble \((x\text{-axis})\) and machine models \((y\text{-axis})\). The machine and ensemble models’ scores exhibit a strong correlation and clustering them [46] resulted in highly similar “complexes” (inset, dashed lines exclusive to ensemble model, dotted to machine model), indicating that TAP/MS cannot distinguish between these two modes of signaling. (B) Overexpression of Ste5 in the machine (red) and ensemble (black) model results in different phenotypes \((n = 10)\), observing combinatorial inhibition [20] in the ensemble (but not machine) model. (C) We analyzed the robustness of combinatorial inhibition to variations in the parameters by considering 100 randomized ensemble and machine models, each. In each case, we simulated the model with 12x and 60x the WT Ste5 concentration, and calculated the relative change in Fus3 activation, \(\Delta \text{Fus3pp} (60x - 12x)\). The negative values for the distribution of ensemble models (black) indicates the robust presence of combinatorial inhibition, whereas the machine models (red) mostly have changes around zero with a few strongly positive outliers (which have been omitted for clarity). The difference in means between the two distributions is statistically significant \((p < 10^{-5}, \text{permutation test})\). Vertical bars on the \(x\text{-axis}\) indicate the relative \(\Delta \text{Fus3pp} (60x - 12x)\) for the validated machine and ensemble models in red and black, respectively.
lights the central role that reasoning about quaternary structure plays in developing and evaluating hypothetical signaling mechanisms.

Our findings indicate that certain experimental methods, such as TAP/MS, are ill-equipped to directly resolve the structural details of signaling complexes in living cells. The difficulty in this case lies with the inherently binary nature of co-purification assays: they can tell us that two proteins interact in some way, but they tell us very little about the global structural context of the complexes in which those proteins are found. For example, in our computational TAP/MS experiment, we see that the overall pattern obtained by “tagging” each protein and recording its interaction partners is essentially the same for both the ensemble and machine models (Fig. 2.6A). This is due to the fact that, while the types of quaternary structures formed varies considerably between the two models (Fig. 2.4), the probability of observing any given pairwise association between two proteins is essentially the same. Our results thus indicate that it is problematic to construe clusters obtained from TAP/MS data as representing “cellular machines” in the classic sense [3, 19].

In contrast, experimental methods that can capture ternary or higher interactions (i.e. the simultaneous association of three or more distinct proteins) could be used to provide direct evidence for (or against) the hierarchical assembly of a signaling machine. For instance, in the machine model, Ste7 only binds Ste5 after Ste11 is already bound. Observation of Ste7-Ste5 association in the absence of Ste11 binding to Ste5 would thus provide evidence against the type of signaling machine considered here (Fig. 2.1B). Methods such as fragment complementation assays and fluorescence triple correlation spectroscopy could likely be used to probe these types of ternary association dynamics [46–48]. Alternatively, recent advances in single-molecule (super-resolution) microscopy (e.g. methods like PALM and STORM) could potentially track the assembly of machine- or ensemble-like signaling complexes [50–53].

While direct experimental tests of the ensemble hypothesis are currently lacking, inherent functional differences between machine and ensemble models can be used to provide indirect evidence for or against a particular paradigm. For instance, the hierarchical assembly rules that are required
to reliably construct a functional scaffold-based signaling machine prevent our machine model from replicating the experimental observation of combinatorial inhibition (Fig. 2.6B) [20–22].

Our analysis of machine models with randomized parameters indicate that this is likely a general observation: in order to exhibit combinatorial inhibition, signaling networks must have the capacity to sample large sets of complexes, ultimately leading to ensemble behavior (Fig. 2.6C). Although more work is clearly needed to unambiguously resolve the question of machines vs. ensembles, our findings on combinatorial inhibition indicate that at least some degree of ensemble character is likely present in yeast pheromone signaling. It is also clear that the assembly pathways employed to form machines can have measurable, phenotypic consequences. As a result, even if one could determine experimentally the small set of machine-like complexes employed by some network, making a model that employs these machines, but ignores the mechanisms necessary to generate them [36, 43], may not accurately capture the response of the system to perturbations.

The presence of ensemble character in signaling also highlights a potential evolutionary trade-off between machines and ensembles in terms of their phenotypic plasticity. Considering again the analogy to protein folding, adopting a well defined, thermodynamically stable tertiary structure clearly enables the function of a vast array of protein domains (i.e. the general protein structure-function paradigm) [74]. In some cases, however, it has been posited that “intrinsically unstructured” (or unfolded) protein domains may have a distinct functional or evolutionary advantage: for instance, they may display greater interaction plasticity, binding specifically yet transiently with a large number of protein targets [74, 75]. Similarly, a protein with a robust, stable quaternary structure (i.e. a machine) [3, 11, 12] may be beneficial for the conservation of universal cellular tasks, like protein synthesis and degradation. In the case of signal transduction, however, ensembles may offer greater functional and evolutionary plasticity. For example, modifying Ste5 expression levels produces altered, but nonetheless functional, responses without the need to introduce complex, coordinated mutations to the reaction network’s rule set (Fig. 2.6B) [25]. In this sense, both intrinsically disordered proteins and pleiomorphic ensembles may perform unique intracellular tasks precisely because they involve less well-ordered (tertiary or quaternary) structures. The ensemble
character we observe could thus represent a form of weak regulatory linkage among genes, ultimately being responsible for the remarkable capacity of MAPK networks to exhibit different but meaningful phenotypes when they are re-wired, either through synthetic modifications or naturally over the course of evolution [22, 25, 45, 76].

Since machines do indeed form in some signaling networks (e.g. the apoptosome), there is likely a spectrum of structural specificity in the formation of complexes during signal transduction [3, 11, 33]. Indeed, one could modify the machine model presented here to include a finite probability of “off-pathway” binding events (e.g. some chance that Ste7 will bind Ste5 even if Ste11 is not already bound). Such models could exhibit intermediate levels of both drift and combinatorial inhibition (Figs. 2.5B and 2.6B); future work on this and related systems will be necessary to understand the particular functional and evolutionary consequences of a particular degree of ensemble-like character in any given system. Nonetheless, our work clearly demonstrates that large, heterogeneous ensembles can indeed reliably transmit and interpret extracellular information [11, 42, 43]. This hints at the existence of a new paradigm for molecular computation, one in which the evolution or engineering of “local” interaction rules allows for robust information processing in the absence of “global” order (i.e. a stable, multi-subunit signaling machine) [3, 32]. Understanding the consequences of this paradigm for robustness [77], plasticity [22, 25] and crosstalk [34] in signaling networks represents a crucial task for the emerging field of systems biology.

2.4 Methods

2.4.1 Simulation

The models in this work were simulated using KaSim, a stochastic simulator for rule-based models based on the Kappa language that is capable of stochastically sampling all possible species a given model can generate (Fig. 2.5B; Section A.2.1) [23,24]. The model is initialized with a set of (mostly) monomeric protein agents and simulated for 1000 seconds without pheromone to generate a steady-state population of $N$ untreated “cells.” We treated the cells with pheromone, and
generated a set of \( N \) independent hour-long simulations from each steady-state starting cell. All of the complexes present in the simulation were recorded at logarithmically spaced time intervals. Compositional drift calculations were performed using these “snapshots;” we only performed this calculation between simulations that started from exactly the same initial conditions (Fig. 2.3A). We performed similar simulations to determine both dose-response and the time course trends. Further simulation details may be found in Section A.2.3.

### 2.4.2 Autodrift statistical fitting

Time-dependent drift trends were fit to a set of exponential models using nonlinear least-squares regression. We found that a double exponential function was the best fit for the data upon analysis of the residuals and the statistical significance of the estimated model coefficients. The functional form of the model and the full statistical analysis can be found in Section A.3.3.

### 2.4.3 Complex classification and clustering

We focused primarily on the scaffold-based species for the analysis of structural conservation and subsequent clustering. These were defined as any complex that included a Ste5 agent or that could bind a free Ste5 agent. We created a vector notation to uniquely identify any scaffold-based complex to simplify the calculation of the graph edit distance between any two complexes (Figs. A.11, A.12, and Section A.3.4). We then implemented the clustroid-based hierarchical clustering approach. Other clustering criteria, such as standard single- and complete-linkage, gave similar results (Section A.3.4).

### 2.4.4 Socio-affinity scores and complex determination

We extracted all the binary interactions from the set of complexes generated by our simulations, artificially creating “bait” and “prey” association data. This computational version of the TAP/MS experimental procedure was used to generate the SA scores [19]. The MCL clustering algorithm
[68] was then employed to generate the “functional modules” generally associated with such data sets [67]. More information on the SA score calculation and clustering algorithm can be found in Section A.3.6.
Chapter 3

Understanding the Dynamics of Scaffold-Mediated Signaling

3.1 Introduction

Intracellular signaling networks form the basis for cellular adaptation to the environment, and scaffold proteins (which serve as nucleation points for the assembly of signaling complexes) are a common component of these networks in eukaryotes. Despite the fact that scaffold proteins have been the targets of numerous studies [20, 55, 57, 78–84], an understanding of the general dynamical behaviors that these multivalent adaptor proteins impart to signal transduction has yet to emerge. Prior work has shown that some specific dynamical features rely on the binding context of effector proteins to scaffolds [1]. However, a comprehensive characterization of the relevant mechanistic details still does not exist even for well-studied networks such as the scaffold-dependent yeast pheromone signaling network [35]. Regardless, a wide range of posited functions for, and consequences of, scaffold proteins in signaling networks have been put forth [1, 11, 20, 22, 23, 80].

In a recent review, Lim and coworkers outlined a number of these hypotheses and the associated intuition by which scaffold proteins might impact signal transduction, some of which are based on their studies of the Ste5 scaffold and most reference at least one specific scaffold [22]. Perhaps the
most ubiquitous is the supposition that scaffolds in kinase cascades prevent signal amplification [22, 23]. The argument for this hypothesis is based on the intuition that stoichiometric limitations imposed by the scaffold somehow limit activation of downstream species [22, 23]. Another such hypothesis states that scaffold proteins should prevent inappropriate activation of pathways (a form of crosstalk) via sequestration of shared signaling components [24]. These and other conjectures continue to be reiterated in literature without the appropriate theoretical work to address their feasibility.

In contrast, there have been a select few investigations that have rigorously examined the general influence of multivalent scaffold proteins on signal transduction. Perhaps the most prominent dynamical feature of scaffolding is combinatorial inhibition, a phenomenon similar to the prozone effect observed in immune response in which excess scaffold concentration inhibits signal throughput [20]. In fact, combinatorial inhibition has been experimentally confirmed in the yeast pheromone signaling network [21], which is composed of a MAPK cascade that is dependent on the presence of a scaffold [21, 85]. Another prominent model-driven investigation explored how scaffold proteins influence signaling dynamics using spatial stochastic simulation [80]. Lo-casale, et al. showed that scaffolds are capable of preventing signal attenuation in kinase cascades that exhibit strong phosphatase activity. In their model, increasing affinity between kinases and the scaffold correspondingly increases the probability of activation events, since kinases are more likely to be located on a scaffold. However, this study has a few key limitations, including the fact that enzymes are incapable of saturation since substrate activation is modeled using instantaneous collision events. Finally, a number of studies have examined scaffold-dependent nucleation of signaling species in various contexts. One focuses on optimal assembly of fully-bound scaffold molecules [84] and another on the effects of combinatorial complexity due to independently operating binding sites on scaffold proteins [1]. In the latter study, distinct mechanisms of scaffold-based signaling complex assembly were found to generate unique scaffold-dependent phenotypes.

In this work, we expand and improve upon these prior studies to construct a framework with which to systematically investigate a number of these posited functions of scaffold proteins purely
as a result of their multivalency. Unfortunately, as previously mentioned, the mechanistic details with which signaling proteins assemble on the scaffold remain poorly characterized [12], yet constructing models of signal transduction requires this knowledge. With a model of the yeast pheromone signaling system, we recently demonstrated that signaling networks can function using strongly contrasting assembly strategies [1]. Both heterogeneous ensembles of protein complexes that were posited by Mayer et al. to be capable of reliable signal transduction [11], and discrete, well-organized signaling machines [1] can replicate most experimentally observed signaling dynamics, however only ensemble signaling could recapitulate the experimentally observed combinatorial inhibition [1, 21]. Beyond this, however, there is currently no general understanding of how ensemble-like scaffold dynamics might differ from the machine-like case, or how both of those compare to signaling cascades that are not based on a scaffold. Therefore, we created models of all three scenarios (ensemble, machine and a “solution” case, with no scaffold at all), and characterized the relevant phenotypic properties (i.e. dose-response trends, time to steady-state, noise suppression, etc.) while varying key aspects of the system (e.g. scaffold valency and concentration). We found that, in some cases, the mere presence of a scaffold protein, independent of the assembly paradigm, influences the dynamical properties of the network (e.g. the variability in response), whereas in other cases, behavior is paradigm-dependent (e.g. robustness to crosstalk). However, the most striking result is the existence of strong signal amplification in all three models, with the machine model exhibiting the highest amplification. This stands in contrast to the long-standing hypothesis that scaffolds generally prevent signal amplification [22, 23].

This research establishes a basic understanding of how various scaffold-based signaling paradigms differ from one another, and how various evolutionary pressures (e.g. a pressure for fast responses, or a pressure for robustness to fluctuations in scaffold protein concentrations) might influence how a multivalent scaffold protein is employed in any particular system. Our findings also provide a basis for designing experiments aimed at understanding which particular scaffold-based assembly paradigm is employed in any specific signaling cascade. Furthermore, these findings have important implications for synthetic biology in particular, where the goal is to manipulate the intracellular
dynamics of response to signal in order to produce highly specific responses [22, 78]. Most importantly, however, this work highlights the necessity of theoretical, model-driven research as a means of confirming or disproving the viability of seemingly intuitive hypotheses in dynamical systems biology.

3.2 Results

3.2.1 Model construction

As a brief recap of the ensemble and machine signaling paradigms (described in Suderman & Deeds [1]), our model of ensemble-based signaling, signal transduction events depend purely on local interactions; kinases bind the scaffold independently of one another, and a fully assembled scaffold complex need not be formed for the signal to propagate (Fig. 3.1A, black and red lines) [1, 12]. In contrast to ensemble-like signaling, proteins associate with the scaffold in a particular order within our machine-like signaling models, so that the possible binding reactions are driven by the global state of the complex. In this paradigm, signaling machines are constructed in a hierarchical manner (Fig. 3.1A, only red lines), ultimately forming a multi-subunit enzyme that activates downstream components (e.g. transcription factors) only when fully formed [1]. Finally, the solution model operates as a set of independent kinases that directly bind and phosphorylate the next protein in the cascade [86].

The most fundamental aspect of these models’ construction is the implementation of the scaffold-kinase binding rules. For all scaffold-based models, we required that signal transduction occurs via scaffold-bound signaling species, compared to prior theoretical investigations in which the signal could propagate regardless of whether the kinases were bound to the scaffold [80]. Our models’ scaffold proteins are based on those found in the yeast pheromone MAPK network [88], and thus activation of any kinase in the MAPK cascade cannot occur in the absence of scaffold proteins. Furthermore, since the simulations take place in a well-mixed environment [89], our analyses are solely concerned with how the multivalent nature of scaffolds as adaptor proteins influence the
Figure 3.1: Schematics of key interaction types in scaffold-dependent signaling paradigms. Signaling components, e.g. kinases (small, variously colored), bind to a scaffold (large, green) in order to propagate signal. Components may either bind independently of the scaffold’s binding state (black and red lines) or hierarchically (red lines), representing the ensemble and machine signaling paradigms, respectively [1, 12]. Note that only in the machine signaling paradigm is the right-most complex required; ensemble signaling requires only neighboring components to be simultaneously scaffold-bound for signal propagation. (B) A multi-step kinase cascade based on Goldbeter and Koshland’s covalent modification cycle [87]. Here, some kinase ($K_i$) activates the next kinase in the cascade ($K_{i+1} \rightarrow K_{i+1}^*$) and its associated phosphatase ($P_i$) similarly deactivates it ($K_{i+1}^* \rightarrow K_{i+1}$). (C) Traditional enzyme kinetics involves competition in binding between a kinase’s phosphatase and substrate (competitive binding, bottom). However, since the machine and ensemble signaling paradigms allow phosphatases to bind and dephosphorylate kinases both on and off the scaffold, we implemented noncompetitive binding behavior (top) in the solution model as a more relevant control. Kinases in the solution models may therefore bind a substrate and phosphatase simultaneously.
dynamics of signaling and not with the spatial effects of scaffolds.

Stimulation of both ensemble- and machine-like cascades takes place via a signaling agent that enzymatically activates the first of a series of $N$ kinases. The strength of activation is determined by modifying the catalytic rate of the first kinase’s phosphatase; signal strength is measured as the ratio of the maximum velocities of this first “stimulation” agent and the phosphatase that acts on the first kinase in the cascade (see the Section B.1 for further details) [87]. Each subsequent kinase, which also has a corresponding phosphatase to prevent undue cascade saturation [86], binds the scaffold and propagates signal according to paradigm-specific rules. Our ensemble-like signaling models require only that an active kinase and its substrate are simultaneously bound to the scaffold for phosphorylation to occur; machine-like signaling requires that all upstream association and phosphorylation events have also occurred (Fig. 3.1A). The quantity of activated final kinase ($K_{F}^{*}$) is considered the output of the cascade; our output is thus distinct from previous theoretical studies, where the number of fully-assembled scaffolds in the system was considered to be the output [84]. Previous models of scaffold-based signaling have considered how phosphatase-based dephosphorylation of scaffold-bound kinases is implemented, and found that, in many cases, changes in qualitative signaling behavior are minimal [20, 80]. Due to a lack of evidence to the contrary, we therefore assume that phosphatases may operate on scaffold-bound kinases with the same activity and parameters as freely diffusing (i.e. unbound) kinases.

In addition to our two scaffold-based signaling paradigms, we implemented a scaffoldless “solution” model to serve as a control. This multi-stage cascade is based on the covalent modification cycle outlined by Goldbeter & Koshland and extended by Rowland et al. (Fig. 3.1B) [86, 87]. Importantly, we modified the typical representation of this process to allow phosphatase-mediated deactivation of substrate-bound kinases. This change reflects the ability of phosphatases in the machine and ensemble paradigms to dephosphorylate scaffold-bound kinases, and thus serves as an additional measure of control for the two scaffold-based models. We label this type of model noncompetitive since substrate and phosphatase can simultaneously bind an active kinase (Fig. 3.1C, top). This has the interesting impact of causing the first phosphorylation cycle, or Goldbeter-
Koshland (GK) loop, in the cascade to have the properties of an isolated GK loop because there is no sequestration of the modified substrate (i.e. the second kinase) in the subsequent GK loop’s kinase-substrate complex (the competitive model; Fig. 3.1C, bottom). Said another way, the phosphatase of the initial loop may bind the kinase-substrate complex of the second loop and thus has access to the entire pool of active second kinase.

The kinetic parameters for these models were chosen based on the parameters from a previously outlined model of the yeast pheromone signaling pathway [1]. For simplicity’s sake, kinase copy numbers are identical to one another except for the final kinase, which is at a copy number that is 10-fold larger than all other kinases, and interactions between specific protein types (e.g. kinase-scaffold or phosphatase-kinase) have identical kinetics. Since the initial rate parameters we chose resulted in enzymes that were universally unsaturated (i.e. substrates were always at low concentrations compared to the $K_M$ values of their kinases and phosphatases), we constructed a second set of parameters to consider the influence of enzyme saturation. In these saturated models, the $K_M$ of any arbitrary kinase-substrate pair was at least 2 orders of magnitude smaller than the substrate concentration (Table 3.1). Our results focus mainly on the models acting in the unsaturated parameter regime, since the noncompetitive nature of the phosphatases induces a strong switch-like behavior in the saturated cascades across all three signaling paradigms (see Section B.3).

3.2.2 Steady state dose-response trends

The first step in characterizing these signaling paradigms was to generate sets of dose-response data while varying key aspects of the cascade, namely the phosphatase copy number and the number of distinct kinase types in the cascade (equivalent to the number of kinase binding sites on the scaffold, which we refer to as the cascade’s depth; Fig. 3.2A). The resultant dose-response trends were universally sigmoidal in shape, and so we characterized the behavior of each model by fitting
the response data to a Hill function:

\[ R = R_{\text{max}} \cdot \frac{S^n}{S_{50}^n + S^n}. \]  

(3.1)

We can thus describe the steady state response properties of each model in terms of the Hill function’s parameters: maximum response \( R_{\text{max}} \), sensitivity to signal \( S_{50} \); the signal producing a half-maximal response), and response ultrasensitivity \( n \); the sharpness of the switch from minimum to maximum response). A representative data set is shown in Fig. 3.2B with the \( R_{\text{max}} \) and \( S_{50} \) parameters obtained from the fit indicated. In general, our analyses refer mainly to models with 100 phosphatases for each kinase, so that there is a 1:10 ratio of phosphatases to kinases (except with the final kinase in the cascade where there is a 1:100 ratio) unless otherwise noted. This allows for stronger signal throughput as compared to models with higher phosphatase to kinase ratios.

The Hill parameter governing maximal response, \( R_{\text{max}} \), is nearly identical between machine and solution models when both are in the same parameter regime (Fig. 3.2A). For these two paradigms, over 90% of final kinase pool is active at steady state when stimulated with a strong activating signal, regardless of whether the kinases in the cascade are unsaturated or saturated. On the other hand, the unsaturated ensemble models exhibit a much lower maximum response, with about 40% activation of the final kinase concentration even at very high levels of cascade stimulation. This indicates that the maximum response of a network is much more dependent on the rules governing the protein interactions than the presence of a scaffold protein, a trend that is consistent throughout this work. In other words, it is not the mere presence of the scaffold itself, but rather how the scaffold-based signaling complex assembles that ultimately determines \( R_{\text{max}} \).

Prior theoretical studies have shown that increasing the depth of a scaffoldless cascade increases the sensitivity to signal (i.e. decreases \( S_{50} \)) [86, 87]. Our results support this claim (Fig. 3.3A), despite operating in a different parameter regime. Similar to the maximal response trends described above, addition of a scaffold protein alters the quantitative response in a paradigm-
Figure 3.2: Dose-response dynamics for the different signaling paradigms. (A) Dose-response surfaces for unsaturated, low phosphatase simulations of the three signaling paradigms. Depth describes the number of stages in the multi-kinase cascade, $S$ is signal strength, and $K^*_F$ is the number of active final kinases, which we consider to be the output. We used simple linear interpolation to smooth these surfaces. (B) A representative data set from ensemble model simulations (10 replications, with 95% confidence intervals about the mean) for a depth of 4 kinases (4K) and a 1:10 phosphatase to kinase ratio (100P). The x- and y-axes ($S$ and $K^*_F$, respectively) are as in (A). The solid line is the 3-parameter Hill function fit, where $R_{\text{max}} = 3067$ (dotted line), $S_{50} = 0.00717$ (dashed line), and $n = 0.991$; all parameters are statistically significant ($p < 10^{-16}$).
dependent manner. The ensemble models exhibit increased sensitivity to signal as a function of cascade depth, but the increase is shallower than the increase observed for solution models. The increase in sensitivity with cascade depth for the machine models, on the other hand, is much sharper, further highlighting the fact that the knowledge of the binding mechanisms between kinases and scaffold proteins is central to understanding how scaffolds perturb the response to incoming signals. As a side note, the sensitivity of saturated scaffold-based simulations is essentially invariant with respect to cascade depth when the phosphatase-to-kinase ratio is 1:10 (see Section B.3).

This increase in sensitivity to signal with cascade depth directly impacts another posited role in signaling dynamics for scaffolds, which is a mechanism for prevention of signal amplification [22, 23, 80]. Specifically, the hypothesis is that scaffold proteins might limit signal amplification due to stoichiometric constraints on the assembly of relevant signaling species. In order to examine this systematically in our three signaling paradigms, we defined signal amplification similarly to Locasale, et al. as the ratio of the final kinase’s activity to the first kinase’s activity: $\frac{K_F}{K_1}$. Our results reveal that all signaling paradigms exhibit some degree of signal amplification at moderately low levels of signal (Fig. 3.3B, Section B.2.1). The reason for this, as alluded to above, results from the increased sensitivity corresponding to increased cascade depth (Fig. 3.3A). As the depth of a cascade increases the relatively low signal levels that activate only a small portion of the $K_1$ pool (which behaves as a substrate within an isolated GK loop in all three signaling paradigms) may subsequently activate all final kinase molecules.

Additionally, the presence of modified scaffold proteins in a signaling network has been shown to modify the steepness of the dose-response curve [78]. As a result, we expect that differences in scaffold implementation could impact the steepness or ultrasensitivity of the dose-response curve as characterized by the Hill coefficient, $n$. Our models show reduced ultrasensitivity for the ensemble and machine paradigms as compared to the solution paradigm in the unsaturated, low phosphatase parameter regime (Fig. 3.3C). Quantitatively, the saturated cascades have a much larger $n$ relative to the unsaturated cascades (as might be expected from prior analyses of GK loops [86, 87]). It is important to note that our simulated data sets lack the signal-space resolution for
Figure 3.3: Scaffolding generates both general and paradigm-specific behaviors. (A) Examining sensitivity to signal (y-axis) given the depth of the cascade (x-axis) for both high (dashed lines, $P_{i>1} = 1000$) and low (solid lines, $P_{i>1} = 100$) phosphatase activity reveals that lower phosphatase activity, as well as increased cascade depth, leads to increased sensitivity. Notably, for cascades with depth $\leq 3$, machine-based signaling generally exhibits increased sensitivity to signal compared to ensemble and solution based signaling regardless of the level of phosphatase activity. (B) Signal amplification, defined as the ratio of first to last kinase activity in a cascade $\left(\frac{K_F}{K_1}\right)$, occurs in all signaling paradigms. The data shown here are taken from models with depth = 4. The underlying cause is a shift in signal sensitivity with cascade depth (A), which induces this amplification at moderately low signal levels. (C) Scaffolding decreases the ultrasensitivity of the response in unsaturated models with low phosphatase activity. Despite the stark difference in scaffold protein assembly in the ensemble and machine paradigms, the scaffold has a similar “linearizing” effect relative to the solution paradigm.
accurate characterization of $n$ for saturated models, since they are all extremely ultrasensitive compared to the unsaturated models. Further simulations would need to be performed to thoroughly characterize the extreme ultrasensitivity of the saturated models, and this computationally expensive task is outside the scope of this study. Nonetheless, previous hypotheses regarding scaffold-induced dose-response linearization are supported by our findings both the machine and ensemble models in the unsaturated regime.

### 3.2.3 Speed and reliability of response

In addition to steady state dose-response behavior, other properties of signaling networks could easily contribute to their function and evolution. One such property is the speed at which cells are able to respond to some environmental stimulus. We explored the influence that scaffold proteins have on the speed of response by calculating the time it takes for a simulation to reach a response greater than half of that observed at steady state ($T_{50}$). We calculated this value at two signaling strengths: the signal nearest that required to reach half-maximal response ($S_{50}$) and the signal resulting in maximal response ($S_{\text{max}}$). In the unsaturated models, $T_{50}$ increases monotonically with cascade depth for all three signaling paradigms at both $S_{\text{max}}$ and $S_{50}$ (Figs. 3.4A and 3.4B). However, the machine model consistently takes longer to respond, likely due to the time required to successfully assemble discrete signaling machines on the scaffold. In fact, the machine model does not reach $T_{50}$ for nearly one day of simulated time for signal values nearest $S_{50}$ (Fig. 3.4A). On the other hand, there is negligible difference between the ensemble and solution model response times at both signal values (with the exception of the two-kinase cascades). As observed above, the influence of a scaffold on signaling dynamics in this case is highly dependent on the nature of the binding rules themselves.

In addition to providing a timely response, most signaling networks must reliably respond to signals on the single-cell level (e.g. gradient tracking for chemotaxis or shmoo formation in yeast). Reduction of biochemical noise may thus be a key property of signaling cascades, and we posited that scaffold proteins could play a role in controlling fluctuations. To test this possibility, we
Figure 3.4: Scaffolding alters variability and speed of response. (A & B) Response time at $S_{50}$ (A) and $S_{max}$ (B) increases with cascade depth. These plots indicate the length of time (in simulated seconds) taken to exceed half the observed response at steady state ($T_{50}$; y-axis) as a function of cascade depth (x-axis). Similar to $R_{max}$ and $S_{50}$ (Figs. 3.2A and 3.3A, respectively), the response time does not specifically depend on the presence of the scaffold, but rather on the assembly paradigm. Strikingly, the machine model exhibits response times nearly two orders of magnitude greater than those observed in ensemble and solution models for deeper cascades with intermediate signal strength (A). (C) Scaffold proteins suppress the noise present in deep solution cascades independent of the assembly paradigm. The coefficients of variation (CoV, y-axis) are taken from the simulation whose signal is nearest the fitted $S_{50}$ value.
examined the variability in response (as measured by the coefficient of variation) for simulations with signal values nearest to their respective $S_{50}$ values and found that scaffolds strongly reduce intrinsic noise for intermediate response values (i.e. the steepest region of the dose-response curve), especially for relatively deep cascades (Fig. 3.4C). This makes intuitive sense in the case of the machine model: by constructing a discrete multimeric enzyme (signaling machine) instead of relying on a series of GK loops to activate the final kinase in a cascade, the machine model exhibits less variability in active kinase numbers during signal transduction, thus limiting noise. Perhaps more interesting, however, is the fact that the ensemble models also significantly reduce noise levels, which is particularly striking when considering that the ensemble models are sufficiently combinatorially complex to generate nearly an order of magnitude more signaling species than the machine and solution models in deeper cascades (Section B.4). These results indicate that scaffold proteins provide a mechanism for reducing fluctuations regardless of how they assemble, damping the noise that can arise from the strong response amplification present in cascades that do not utilize a scaffold.

### 3.2.4 Effects of scaffold number variation

The results described above were all produced with a stoichiometric ratio of scaffold proteins to kinases for kinases 1 through $N – 1$ (where $N$ is the cascade depth). It has been shown repeatedly that variations in scaffold concentration can have strong and sometimes nonintuitive effects on network response. The best characterized of these is the prozone effect, or combinatorial inhibition [20, 21]. We therefore examined our models in the context of scaffold copy number, varying this quantity by over two orders of magnitude.

As previously studied in a model of the yeast pheromone MAPK network, machine-based signaling does not exhibit the experimentally verified combinatorial inhibition [1]; instead, there is an upper limit on $R_{max}$ that is realized near stoichiometric copy numbers and does not decrease as the concentration of scaffold increases (Fig. 3.5A, right). The ensemble models, however, do exhibit combinatorial inhibition, with peak $R_{max}$ near stoichiometric scaffold concentration that
drops sharply at higher scaffold concentration (Fig. 3.5A, left). This decrease becomes more pronounced as the cascade depth becomes larger: as the valency of the scaffold increases, so does the combinatorial complexity of the system, and thus the influence of combinatorial inhibition is larger.

Varying scaffold numbers in the machine and ensemble signaling paradigm has little noticeable effect on either the remaining fitted Hill parameters, or the noise in response. Both cascade types maintain signal sensitivity (i.e. $S_{50}$ decreases) upon raising the scaffold copy number. Machine-based models reach a limit upon which additional scaffold proteins make minimal difference, whereas the ensemble models’ limit occurs due to a lack of response; as with $R_{\text{max}}$, combinatorial inhibition prevents signal throughput, and thus sensitivity to signal is an irrelevant quantity (Section B.2.2). Changes in response ultrasensitivity based on scaffold concentration are negligible, with minor decreases at high scaffold number (Section B.2.2). We also observe that a stoichiometric ratio of scaffolds to kinases exhibits a minimum in response variability (though the increase is less than an order of magnitude in all directions), whereas the machine model exhibits minor fluctuations in response variability with increased scaffold concentration but no global trend over the explored parameter space (Section B.2.2).

Another signaling property that shows a clear scaffold-dependent trend is the variation of $T_{50}$ with scaffold concentration. In the machine models, increased scaffold numbers universally decrease the measured $T_{50}$ over the explored range of cascade depths until reaching a limit between 5000 – 10000 scaffold proteins (Fig. 3.5B, right). This occurs because higher scaffold concentrations raise the probability of initiating machine assembly, increasing the frequency of association between the scaffold and the first kinase in the cascade. This phenomenon is also recapitulated in the 2-kinase ensemble model, possibly due to the fact that the model essentially builds a 2-subunit signaling machine (though the reduced $R_{\text{max}}$ resulting from combinatorial inhibition may also contribute to lower $T_{50}$ values; Fig. 3.5B, left). For deeper ensemble cascades, increasing the scaffold copy number raises the $T_{50}$. This also results from combinatorial inhibition; as scaffold numbers grow, the time it takes to propagate signal also grows due to sequestration of signaling components.
Figure 3.5: Scaffold concentration modulates select signaling behaviors. (A) Maximum response as a function of depth and scaffold number. Consistent with findings from prior experimental and theoretical studies [20, 21], we observe combinatorial inhibition due to high concentrations of scaffold proteins in the ensemble model simulations (left). Contrary to this, the machine model produces no such inhibitory effect since the hierarchical nature of signaling machine assembly prevents the combinatorial explosion of scaffold-based species that is present in the ensemble model [1]. (B) Response time as a function of depth and scaffold number at $S_{max}$. We observe a universal decrease in response time with respect to scaffold number in the machine model for all cascade depths (right), though in the parameter space considered here, this increase is less than an order of magnitude. Increasing scaffold numbers in the ensemble model, while showing faster responses in the 2-kinase cascade (likely due to the relative similarity between the 2-kinase ensemble model and the 2-kinase machine model rule structures, in addition to the reduced response due to combinatorial inhibition), displays slower response times for deeper cascades as a result of increased combinatorial complexity.
on different scaffold molecules.

### 3.2.5 Crosstalk

The ubiquity of crosstalk between signaling pathways (defined as one pathway’s signaling components influencing another pathway’s activity) in eukaryotic organisms is uncontested [90], and it is currently unclear how any degree of specificity is maintained in the face of this abundant crosstalk [34, 91]. One supposition is that scaffold proteins act as some sort of intracellular circuit board, directing signal transduction towards specific outputs for any given input [22]. It is likely that the assembly paradigm will influence the efficacy of crosstalk prevention in signaling cascades: in the absence of some sort of well-defined signaling complex (*i.e.* machine), it is unclear how scaffolds could prevent cross-pathway activation. To examine this, we adapted our three model types to include two pathways, each with a scaffold (except the solution model) and a shared kinase, in this case, the second in a 4-kinase cascade, $K_2$ (Fig. 3.6A).

Initially, we examined the effects for a scenario with maximum signal activating pathway A ($S_A = 10^5$ in the ensemble and solution models and $S_A = 10^2$ in the machine models), combined with a minimum signal activating pathway B ($S_B = 10^{-5}$ in the ensemble and solution models and $S_B = 10^{-8}$ in the machine models). We found that the solution model exhibited equal response from both pathways, despite stimulating only one (Fig. 3.6B, bottom). This is intuitive when considering that the third kinase, $K_3$, in each pathway competes equally for the pool of active shared $K_2$. Similarly, an active $K_2$ in the ensemble model may bind either scaffold A or scaffold B if it dissociates from pathway A’s scaffold. Despite this fact, pathway A maintains a higher steady-state response than pathway B in this scenario (Fig. 3.6B, top). This is likely due to the additional biochemical events necessary for $K_2$ to activate pathway B. Upon its activation, the shared kinase can immediately phosphorylate the third kinase in pathway A, assuming $K_{3,A}$ is already present on pathway A’s scaffold protein. Activation of $K_{3,B}$ requires an additional dissociation event (as mentioned above) and an association event ($K_2$ binding pathway B’s scaffold), presumably resulting in a lower absolute response. This can be visualized via causality analysis tools present in the KaSim.
Figure 3.6: Crosstalk in the three signaling paradigms. (A) Schematic of crosstalk in scaffold-based signaling networks. In this figure, red components belong exclusively to pathway A while blue components belong to pathway B. The second kinase in both cascades (purple) is shared. Here, solid lines represent activation events, while dotted lines show translocation. In the solution model, kinases bind to one another, thus both $K_{1,A}$ and $K_{1,B}$ are capable of activating and binding $K_2$, which then binds and activates both $K_{3,A}$ and $K_{3,B}$. (B) Various cascade outputs (y-axis) as a function of log-transformed signals in pathway B (x-axis); pathway A is exposed to maximum signal ($S_A = 10^5$ for ensemble/solution simulations and $S_A = 10^2$ for machine simulations) for all data points. Black and red points indicate pathway A and B response, respectively. As a reference, blue points show the response for a single pathway model stimulated with $S_B$-strength signal. (C) Difference in pathway A response (y-axis) between a model with maximal stimulation of pathway A and minimal stimulation of pathway B and a model with maximal stimulation of both pathways as a function of the number of shared kinases ($K_2$; x-axis). As seen in panel (B), maximal activation of both pathways in the machine signaling paradigm introduces a decrease in output relative to maximal activation of only pathway A, whereas this difference is negligible in the ensemble model. This occurs when $K_2$ is the limiting factor in the signaling cascade (i.e. the component with the lowest copy number).
software package (see Section B.5) [15, 92]. Finally, no inappropriate cross-pathway activation exists in the machine model in this scenario (Fig. 3.6B, middle) since assembly of the signaling machine requires that pathway B’s first kinase is active, which occurs very infrequently due to the low external activation of pathway B. In both the ensemble and machine models, increasing the signal input to pathway B eventually causes it to respond at levels similar to those of pathway A (Fig. 3.6B).

The machine model is thus the only signaling paradigm we tested that prevents one pathway from activating a second pathway where the second has no (or minimal) signaling input. However, an alternative form of crosstalk still arises in the machine paradigm and can be observed in Fig. 3.6B. In the case of our initial crosstalk models, the shared kinase is the limiting factor in signal transduction (i.e. the component with the smallest copy number) since its per-pathway concentration is halved. Competition for this kinase alters signal throughput, albeit in a different way than inappropriate activation of another pathway’s output. In this case, the activity of one pathway is reduced when its components are recruited to another active pathway, and the output of pathway A actually decreases as pathway B becomes fully active (Fig. 3.6B, middle). To better characterize this phenomenon, we calculated the difference in $K_{F,A}$ between two cases: case 1, where pathway A is maximally active and pathway B is inactive, and case 2, where both pathways are maximally active. We represent the difference between case 1 and 2 as $\Delta K_{F,A}$. Due to the sequestration of the shared kinase, the machine model with a $K_2$ concentration of 500 molecules (i.e. half the concentration of the scaffold) has a $\Delta K_{F,A} > 1000$, indicating that full activation of pathway B can reduce the total pool of active $K_{F,A}$ by 10% (Fig. 3.6C). As one would expect, this drop in response output is mitigated with an increase in $K_2$ concentration: doubling the $K_2$ concentration relative to the scaffold (i.e. $K_2 = 2000$) results in essentially identical response from the first pathway regardless of the second pathway’s level of stimulation. Thus, even if separate scaffolds nucleate formation of a machine-like signaling complex in two pathways, establishing true independence between those pathways requires detailed knowledge of the relative concentrations of the scaffold and any kinase that is shared between them. Interestingly, limiting $K_2$ concentrations do not generate similar
behaviors in the ensemble models (Fig. 3.6C), likely due to the fact that the shared kinase is not sequestered in an assembled (or assembling) signaling complex.

### 3.3 Discussion

Our results clearly indicate that the dynamic features of a signaling cascade can be drastically influenced not just by the presence of a scaffold protein, but also how the kinases in that cascade assemble onto the scaffold itself. These findings are summarized in Fig. 3.7. Strikingly, we found that only two of the response parameters we considered were similar between the ensemble and machine signaling paradigms. The most notable of these was the fact that presence of a scaffold protein in the cascade universally reduces noise and variability in molecular responses. Suppression of noise would clearly be advantageous in cases where individual cells must gather accurate information about their environment, such as determining if a potential mating partner is present [1, 78, 93]. This is likely related to the fact that scaffolds also generally linearize dose-response behavior, preventing the massive increase in ultrasensitivity that generally occurs as kinase cascades become deeper [86, 87].

The majority of the dynamic features we considered, however, showed strong dependence on how the kinases actually assemble onto the scaffold itself (Fig. 3.7). Machine-like structures generate higher absolute levels of output than ensembles, but require much longer times to achieve those responses, especially when signals are near the half-maximal level. Ensembles, on the other hand, can exhibit high degrees of combinatorial inhibition if scaffold concentrations are not tightly maintained near stoichiometric concentrations. The two assembly paradigms also have very distinct behaviors in terms of how they influence crosstalk. The machine model exhibits complete insulation from inappropriate activation by other pathways with shared downstream components, while the ensemble model does not. However, our models predict that scaffold proteins will reduce cross-pathway activation even in the ensemble case, improving signaling specificity relative to cascades that have no scaffold at all.
Figure 3.7: Comparison of various features between signaling paradigms. The three columns represent the three distinct types of signaling models considered in this work. Each row corresponds to a different dynamical feature. For two of these features, namely the variability of the response and the change in ultrasensitivity as cascades become deeper, the two scaffold-based signaling paradigms demonstrate similar behavior. In all other cases, however, the manner in which scaffold-based signaling complexes assemble is as important as whether or not the cascade uses a scaffold in the first place. Note that the results summarized in this figure are for unsaturated models of varying depths.
In general, these observations suggest that various assembly paradigms could play strikingly different evolutionary roles [22]. The nature of the signaling machine’s complex structure and hierarchical assembly is reminiscent of highly-conserved multi-subunit proteins like the ribosome [30]. In this paradigm, the lack of combinatorial inhibition and decreased signaling time with increases in scaffold concentration indicate a resistance to fluctuations in protein concentration, which might arise due to the inherent noise in gene expression or from other, possibly “extrinsic,” sources [5]. These traits couple well with scaffold-specific, but paradigm-independent, properties, such as reduced dose-response ultrasensitivity and noise in response (Figs. 3.3, 3.4). Scaffold complexes that assemble like machines can thus provide finely tuned and phenotypically robust behaviors. However, this type of multi-subunit protein might be difficult to evolve in comparison to the ensemble paradigm, since the scaffold would need to evolve extensive allosteric communication among its subunits in order to enforce hierarchical assembly (e.g., the fact that kinase i will not bind the scaffold until kinase \( i - 1 \) is already present in the complex, Fig. 3.1). Adding a new kinase to the cascade, or generating an entire signaling machine \textit{de novo}, would thus likely require a rather lengthy process of evolving those constraints. In contrast, adding a new kinase to the ensemble model simply involves adding the relevant binding domain somewhere in the scaffold. Interestingly, extensive experimental work has shown that Ste5, the prototypical MAPK scaffold, can easily accommodate this kind of novel interaction, often generating highly functional dynamics just by adding new interactions or shuffling existing ones [13, 76, 78]. Ensembles thus exhibit a much higher degree of functional plasticity, generating weak regulatory linkage among signaling components and enabling the rapid evolution of new phenotypes [25]. Weak linkage, coupled with other ensemble-specific features (e.g. noise suppression, fast responses to signal) could provide strong fitness advantages in rapidly changing environments. In essence, scaffold proteins in the ensemble paradigm facilitate the evolution of additional cellular functionality (e.g. “rewiring” signaling pathways) whereas scaffold proteins in the machine paradigm better conserve existing cellular functions (e.g. reliably constructing ribosomes) [25].

At a more fundamental level, this sort of work can drive hypothesis development as well as
inform experimental design. For the former suggestion, we have shown that straightforward theoretical work can confirm or deny the feasibility of seemingly intuitive hypotheses. In this case, the relative technical simplicity of rule-based modeling both revealed and facilitated the characterization of the potential for signal amplification in scaffold-dependent signaling networks, where scaffolding was previously thought to actively prevent amplification [22, 23]. Formal methods and theory can also serve as a companion to synthetic biology. Given a sufficiently well-understood interaction network, mechanistic models could elucidate non-intuitive dynamics that might result from the introduction of novel proteins or domain recombinations [13]. Ultimately, we expect that this sort of theoretical investigation (either independent or coupled with experimental work) will become commonplace as a simple, inexpensive mechanism to better understand biological phenomena.

3.4 Methods

We performed stochastic simulations as well as causality analysis using KaSim and the Kappa rule-based modeling language, and we employed the BioNetGen software package for deterministic simulations [14–16]. Stochastic simulations were run until reaching an empirically determined steady-state or $10^5$ seconds in simulation-time, due to the computationally intensive nature of exact agent-based Doob-Gillespie numerical simulations [89]. Both xmgrace (2D plots) and matplotlib (3D plots with linear interpolation) were used for data visualization, and custom analytical tools were developed in Python (available upon request).
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Signal range ( \left( \frac{V_{\text{max},K_1}}{V_{\text{max},P_1}} \right) )</td>
<td>( 10^{-5} ) to ( 10^5 ) by ( 10^{1/5} ) (e, s) ( 10^{-8} ) to ( 10^2 ) by ( 10^{1/5} ) (m)</td>
</tr>
<tr>
<td>Phosphatases (molecules, ( i &gt; 1 ))</td>
<td>50 to 500 by 50, 750, 1000 (all)</td>
</tr>
<tr>
<td>Scaffolds (molecules)</td>
<td>10, 100, 1000, 2000, 5000, 10000, 20000, 40000 (all)</td>
</tr>
<tr>
<td>Kinases (molecules)</td>
<td>1000 (all)</td>
</tr>
<tr>
<td>( K_M ) (molecules)</td>
<td>( \sim 10^5 ) (unsaturated, ( k_{on} = 1 \times 10^{-5} ) molecule(^{-1}) s(^{-1})) ( \sim 1 ) (saturated, ( k_{on} = 1 ) molecule(^{-1}) s(^{-1}))</td>
</tr>
</tbody>
</table>

Table 3.1: Parameters used in our simulations. Note that all possible parameter combinations were not necessarily explored in this work. Abbreviations: Ensemble (e), Machine (m), Solution (s), Depth in cascade (i), Michaelis constant (\( K_M \))
Chapter 4

The Noise is the Signal: Information Flow in Single Cells and Cellular Populations

4.1 Introduction

Signaling networks allow cells to sense intra- and extra-cellular concentrations of cytokines, nutrients, ions, etc., and execute both discrete and continuous changes in cell state in response to those signals [1, 6, 86, 94, 95]. Apoptosis and commitment to cell division are typical of binary responses, whereas directed cell movement and induced gene expression are typical of continuously variable responses [1, 78, 93, 94]. Dysregulation of intracellular signaling has been implicated in a wide range of diseases including cancer, chronic inflammation, neurodegeneration, etc. [96], and developing a fundamental understanding of cellular information processing is instrumental in developing rational strategies aimed at treating those diseases [86, 97]. While signaling networks have been the subject of intense experimental and theoretical study for decades, it has only recently become possible to measure the response to signals at the level of individual cells [2, 6, 9]. These studies have revealed that signaling networks are subject to significant noise, which manifests itself within single cells as stochastic fluctuations in the activities of signaling proteins and as cell-to-cell variability within genetically identical cell populations [6, 7, 95, 97–103]. In some
cases, noise does not prevent individual cells from reliably making decisions. For example, yeast cells must decide whether or not to arrest the cell cycle in order to attempt mating when exposed to pheromone from other yeast cells, a critical cell-fate decision [104]. Work by Doncic, et al. has thoroughly characterized the mechanisms of this decision-making process, finding molecular markers (i.e. nuclear export of Whi5) that accurately predict a cell’s decision to arrest or commit to division [105]. Interestingly, the decision to arrest the cell cycle implements signaling motifs that integrate information over multiple time scales (from rapid sensing of pheromone gradients on the order of seconds to the history of prior signaling events across multiple generations) allowing fine-grained control over this decision [106, 107]. In contrast, the presence of high levels of noise (and thus low accuracy in prediction of cellular response from a signal) in human signaling networks seems ubiquitous, and the ultimate physiological role of this nongenetic heterogeneity remains unclear given the evolution of reliable decision-making in other metazoan cells [105–107].

Information theory [26] provides a powerful analytical framework for quantifying the impact of noise on the ability of a system to transmit information. Levchenko and co-workers pioneered the application of information theory to signaling in mammalian cells [9] with the concentration of an extracellular ligand (e.g., the inflammatory cytokine TNF-α) serving as the input to a (potentially noisy) intracellular signaling network (or channel), ultimately leading to a downstream response that can be experimentally measured (e.g. the nuclear translocation of NF-κB). The information carried by the channel is quantified by the mutual information, $I$:

$$I(X;Y) = \int \int p(x,y) \log \frac{p(x,y)}{p(x)p(y)} \, dx \, dy,$$

(4.1)

where $X$ is the signal, $Y$ is the response, $p(x,y)$ is their joint distribution and $p(x)$ and $p(y)$ are their corresponding marginal distributions [9, 26]. The base of the logarithm determines the units of the mutual information: the conventional base 2 quantifies information in “bits.” This quantity can also be thought of as a measure of correlation between two random variables; with high mutual information, knowledge of one variable allows reliable prediction of the other [108].
Since the value of $I$ depends on the input distribution, the mutual information of a signaling channel represents a combination of the properties of the signal and the intrinsic limits of the channel itself. It is thus problematic to use $I$ as a measure for evaluating or comparing information flow in various signaling networks, since the \textit{in vivo} distribution of signal values is rarely known. As a result, it is often more informative to focus on the maximum possible information that a channel can carry, or the channel capacity, $C$:

$$C = \sup_{p_X(x)} I(X;Y), \quad (4.2)$$

where the supremum (the least upper bound) is evaluated over all possible choices of the probability distribution of the input. The channel capacity is an inherent feature of the channel: the larger the value, the more information that a channel can theoretically transmit [9, 26].

In the case of cellular responses to TNF and other cytokines, Cheong \textit{et al.} found that the channel capacity is generally less than 1 bit for molecular responses at the single-cell level (these values are summarized in Table 4.1, entries 1-4, 12) [9, 109–111]. The implication, then, is that many intracellular signaling networks cannot reliably distinguish between the presence or absence of TNF, EGF, and other signaling molecules ($C < 1$ bit, Table 4.1) [9]. More recent work has focused on characterizing various strategies that cells might employ to achieve higher levels of information transfer. For instance, Lee \textit{et al.} demonstrated that mechanisms such as fold-change detection (in which cells are sensitive to the ratio between a steady-state and induced signal) decrease the impact of noise on the propagation of TNF-induced signals [28]. As described below, however, we found that the channel capacity between TNF concentration and the downstream transcriptional response remains below 1 bit despite the use of fold-change detection in this system (entry 5, Table 4.1). Wollman and co-workers recently demonstrated that using multiple time points from the trajectory of a molecular response (\textit{e.g.} Erk activation over time) can significantly increase channel capacities. While this dynamic approach to information flow clearly can increase $C$, it is currently unclear how cells might actually implement this kind of mechanism at the molecular level [2].

One limitation of previous work is the focus on measuring the activity of signaling intermediates, such as nuclear localization of the NF-κB transcription factor, rather than a cellular phenotype.
<table>
<thead>
<tr>
<th>Signal (molecular)</th>
<th>Response (molecular)</th>
<th>C (bits)</th>
<th>Data</th>
<th>Calculation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. TNF</td>
<td>NF-κB</td>
<td>0.92 ± 0.01</td>
<td>[9]</td>
<td>[9]</td>
</tr>
<tr>
<td>1.1. TNF</td>
<td>ATF-2</td>
<td>0.85 ± 0.02</td>
<td>[9]</td>
<td>[9]</td>
</tr>
<tr>
<td>1.2. TNF</td>
<td>NF-κB &amp; ATF-2</td>
<td>1.05 ± 0.02</td>
<td>[9]</td>
<td>[9]</td>
</tr>
<tr>
<td>2. PDGF</td>
<td>NF-κB</td>
<td>0.67 ± 0.01</td>
<td>[9]</td>
<td>[9]</td>
</tr>
<tr>
<td>2.1. PDGF</td>
<td>ATF-2</td>
<td>0.74 ± 0.01</td>
<td>[9]</td>
<td>[9]</td>
</tr>
<tr>
<td>2.2. PDGF</td>
<td>NF-κB &amp; ATF-2</td>
<td>0.81 ± 0.02</td>
<td>[9]</td>
<td>[9]</td>
</tr>
<tr>
<td>3. EGF</td>
<td>Erk (fold-change)</td>
<td>0.60 ± 0.03</td>
<td>[109]</td>
<td>[9]</td>
</tr>
<tr>
<td>4. UDP</td>
<td>Peak Ca(^{2+})</td>
<td>1.22 ± 0.03</td>
<td>[110]</td>
<td>[9]</td>
</tr>
<tr>
<td>4.1. UDP</td>
<td>Integrated Ca(^{2+})</td>
<td>1.07 ± 0.02</td>
<td>[110]</td>
<td>[9]</td>
</tr>
<tr>
<td>5. TNF</td>
<td>A20 transcripts</td>
<td>0.84 ± 0.09</td>
<td>[28]</td>
<td>this work</td>
</tr>
<tr>
<td>6. TRAIL</td>
<td>Casp-8 activity</td>
<td>1.01 ± 0.01</td>
<td>this work</td>
<td>this work</td>
</tr>
<tr>
<td>7. TRAIL</td>
<td>Casp-8 activity (live cells)</td>
<td>1.01 ± 0.01</td>
<td>this work</td>
<td>this work</td>
</tr>
<tr>
<td>8. TRAIL</td>
<td>Casp-3 activity</td>
<td>0.56 ± 0.01</td>
<td>this work</td>
<td>this work</td>
</tr>
<tr>
<td>9. Casp-8 activity</td>
<td>Casp-3 activity</td>
<td>1.23 ± 0.01*</td>
<td>this work</td>
<td>this work</td>
</tr>
<tr>
<td>10. Casp-8 activity</td>
<td>cell decision</td>
<td>0.51 ± 0.01*</td>
<td>this work</td>
<td>this work</td>
</tr>
<tr>
<td>11. α-factor</td>
<td>pFUS1-GFP</td>
<td>2.26 ± 0.04</td>
<td>[78]</td>
<td>this work</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Signal (position)</th>
<th>Response (molecular)</th>
<th>C (bits)</th>
<th>Data</th>
<th>Calculation</th>
</tr>
</thead>
<tbody>
<tr>
<td>12. Embryo perimeter</td>
<td>Phosphorylated Erk</td>
<td>1.61 ± 0.05</td>
<td>[111]</td>
<td>[9]</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Signal (position)</th>
<th>Response (motion)</th>
<th>C (bits)</th>
<th>Data</th>
<th>Calculation</th>
</tr>
</thead>
<tbody>
<tr>
<td>13. Bacterium</td>
<td>neutrophil motion</td>
<td>1.82 ± 0.11</td>
<td>this work</td>
<td>this work</td>
</tr>
<tr>
<td>14. cAMP</td>
<td>Dictyostelium motion</td>
<td>2.19 ± 0.08</td>
<td>[112]</td>
<td>this work</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Signal (molecular)</th>
<th>Response (population)</th>
<th>C (bits)</th>
<th>Data</th>
<th>Calculation</th>
</tr>
</thead>
<tbody>
<tr>
<td>15. TRAIL</td>
<td>% dead (HeLa; resampled)</td>
<td>2.44 ± 0.02</td>
<td>this work</td>
<td>this work</td>
</tr>
<tr>
<td>16. TRAIL</td>
<td>% dead (HeLa; FACS)</td>
<td>3.41 ± 0.02</td>
<td>this work</td>
<td>this work</td>
</tr>
<tr>
<td>17. TRAIL</td>
<td>% dead (MCF10A)</td>
<td>3.38 ± 0.02</td>
<td>this work</td>
<td>this work</td>
</tr>
</tbody>
</table>

Table 4.1: The channel capacity for population-level response in HeLa cells using FACS was calculated using 1000 cells per TRAIL concentration and all population-level channel capacities were calculated using 100 independent populations. Confidence intervals indicate 95% confidence level in estimator. Asterisk indicates bin incrementation was capped for computational efficiency (i.e. the value is likely an underestimate).
as an output [9, 28]. This makes it difficult to interpret the functional significance of low channel capacities. We therefore focused our analysis on an unambiguous terminal phenotype: life or death as regulated by TNF-Related Apoptosis-Inducing Ligand (TRAIL). TRAIL induces apoptosis by binding to cell surface receptors, initiating formation of death-inducing signaling complexes or DISCs. These complexes then activate initiator caspases (ICs), starting a sequence of biochemical events resulting in mitochondrial outer membrane permeabilization (MOMP). The release of numerous mitochondrial proteins into the cytosol and subsequent formation of the apoptosome then promotes activation of the effector caspases (ECs), ultimately leading to cell death (Figure 4.1A). Dramatic cell-to-cell variability has been observed in the responses of clonal cell cultures to TRAIL (and other death ligands): whereas a subset of cells dies within 2-8 hr of ligand exposure, others survive indefinitely. When these survivors are re-assayed for TRAIL sensitivity following outgrowth, the same fractional killing is observed, showing that variability is a stable property of the cell population. Molecular studies have shown that this variability arises from extrinsic noise in receptor-to-caspase signaling networks [6, 98, 99].

We found that the channel capacity between TRAIL dose and IC or EC activity (measured at the single-cell level) is significantly less than 1 bit, similar to other molecular responses to cytokine signals (Table 4.1, entries 6-8). Interestingly, however, we found that the channel capacity between TRAIL dose and the fraction of cells that die at that dose is much higher, around 3-4 bits, indicating that TRAIL-induced apoptosis may have evolved to control cellular populations rather than individual cells. This process is known as gain adaptation, meaning that this network has evolved to maximize information transmission to cellular populations by aligning the dose-response curve of the signaling network to the natural probability distribution of TRAIL [114, 115]. We thus developed a simple mathematical model that allowed us to characterize the fundamental trade-off between the amount of information individual cells can have about their environment and the amount of information that can be used to control decision-making at the population level. We also demonstrated that the low channel capacities generally observed for single-cell responses are not a result of inherent biophysical limitations: by analyzing data on eukaryotic chemotaxis and
Figure 4.1: (A) TRAIL activates the extrinsic apoptosis signaling pathway through activation of the initiator caspase (IC) Casp-8 via death-inducing signaling complexes (DISCs). Active Casp-8 then activates the effector caspase (EC) Casp-3, via two mechanisms: direct cleavage and mitochondrial outer membrane permeabilization or MOMP, which induces formation of the apoptosome, another activator of Casp-3 [99]. (B) Measurement of cleaved EC and IC substrates by flow cytometry [99] show that HeLa cells have a highly variable response to TRAIL across a wide range of doses ($n = 60,000$ cells per TRAIL dose). The solid line is the minimum density in the bimodal EC response ($\sim 10^{2.8}$) and acts as a threshold for apoptosis, whereas the dashed line marks the average IC response for non-apoptotic cells. (C & D) We used kernel density estimators in the R statistical software package [113] to estimate TRAIL-dependent response distributions for IC (C) and EC (D) activity. The fraction of EC activity above the threshold is proportional to the number of apoptotic cells [99] indicating that approximately 50% of cells survive the maximum TRAIL dose.
mating for yeast cells, we found that some signaling networks are capable of transmitting well over 2 bits of information, allowing more precise control of individual cells’ behavior than simple binary decision-making. Ultimately, our work suggests that noise in cell signaling is likely highly regulated. When the key physiological output is the behavior of a single cell (as in chemotaxis or mating), noise is likely suppressed [2, 28] to enable high levels of information transfer to those cells. When the key physiological output is the fraction of cells in a tissue or population that undertake a certain decision (e.g. commitment to apoptosis or cell division), noise is likely exploited so that information can be transferred at the population level.

4.2 Results

4.2.1 Individual cells responding to TRAIL exhibit low channel capacity

To measure the channel capacity of the extrinsic apoptosis signaling cascade (Figure 4.1A), HeLa cells were treated with TRAIL for 11 hr over a range of ligand concentrations from sub- to super-physiological, and molecular responses in single cells were measured by flow cytometry (13). The level of cleaved caspase-3 (cC3) served as a measure of the time-integrated activity of receptor-proximal ICs and cleaved PARP (cPARP) served as a measure of downstream EC activity (Figure 4.1A). Previous studies have shown that TRAIL exposure results in a dose-dependent increase in IC activity that varies significantly from cell-to-cell; in any single cell, when IC activity exceeds a threshold set by anti-apoptotic Bcl-2 proteins, ECs are activated and the cell proceeds inexorably to death (Figure 4.1B-D) [6, 99].

While Eqs. 4.1 & 4.2 seem concise at first glance, estimation of the mutual information and channel capacity is a nontrivial challenge, and numerous approaches have been proposed and implemented [116–118]. In order to facilitate comparison between our calculations and those performed by Cheong et al., we designed a software package to estimate mutual information based on the binning procedure they applied in their work (see Section C.1.1) [9, 119]. This software is freely available as an open-source project (https://github.com/ryants/EstCC). Using this
software and the distributions of IC and EC activity in single cells, we calculated a channel capacity between TRAIL dose and IC activity of \( C \approx 1.01 \) bits and between TRAIL and EC activity of \( C \approx 0.5 \) bits (entries 6 and 8, Table 4.1), with the latter being far lower than the 1 bit of information needed to reliably make the decision to undergo apoptosis based on extracellular TRAIL levels. We observed similar values for TRAIL to IC channel capacity in surviving cells (i.e. those with low cPARP levels, see Section C.2.3). As an additional control, we calculated the channel capacity between IC activity and both EC activity and cell fate obtaining a \( C \approx 1.23 \) and 0.51 bits, respectively (entries 9 and 10, Table 4.1). This confirms that measured IC activity is a relevant intermediate signal for extrinsic apoptosis since it contains similar levels of information regarding the binary cell-fate decision than TRAIL, and that noise accumulates in the upstream stages of apoptosis signaling pathway [6]. High levels of noise and low levels of information transfer are thus a feature of the TRAIL network across multiple biologically relevant measures.

4.2.2 Population response to TRAIL exhibits high channel capacity

However, when we examined the channel capacity between TRAIL dose and phenotypic response at the population level we obtained a very different result. The combination of noise and a threshold can allow a fraction of cells in a population to make a discrete decision in response to a signal [6, 7, 100–102, 120]. For either of two cell types (transformed HeLa and non-transformed MCF10a cells), we found that the fraction of cells surviving exposure to TRAIL gradually decreased as the concentration of ligand increased over a 103-fold range (Figure 4.2). The fraction of cells dying at any given TRAIL dose in both experiments showed comparatively little variance between replicate experiments (Figure 4.2). As a result of this relatively low variability, the channel capacity between TRAIL dose and the fraction of cells undergoing apoptosis was much higher than what we observed for the molecular response in single cells, between 3.4 and 4 bits depending on the population size (entries 15 and 16 in Table 4.1, and Figure 4.3). In essence, this indicates that cellular populations can respond in a meaningful way to a wider range of signal values and it is plain to see in the dose-response curves; where there are strongly overlapping response distribu-
tions over most of signal space for individual cells (Figure 4.1C & D), the population response distributions are more distinguishable from one another (Figure 4.2. Since the variability between dose-response replicates is at least partly technical in nature (e.g., due to handling of the cells during the experiment), these values represent lower bound estimates of the true biological channel capacity.

4.2.3 Understanding the trade off between single-cell and population-level information transfer

To better understand how single-cell noise contributes to high channel capacity at a population level [7, 95, 100–102], we created an idealized model for intracellular signaling in which signal (S) and response (R) are related by a Hill function modified to account for noise:

\[
R = (R_{\text{max}} - R_{\text{min}}) \cdot \frac{S^n}{S^n + K^n} + R_{\text{min}} + \epsilon
\]  

(4.3)

where \( K \) is the concentration of an input ligand that results in a half-maximal response, \( n \) is the Hill exponent (a measure of dose-response ultrasensitivity), \( R_{\text{min}} \) and \( R_{\text{max}} \) represent the range of average responses, and \( \epsilon \) is a noise term sampled from a Gaussian distribution with mean \( \mu = 0 \) and variable standard deviation, \( \sigma \) [99]. It is important to note that this model is designed to be a phenomenological model and is not meant to precisely recapitulate experimental data. Estimation of the single-cell channel capacity in this model involves generation of a dose-response data set with \( N \) independent cells per \( M \) distinct concentrations of input signal, resulting in \( N \times M \) ordered \((S, R)\) pairs. By varying \( \sigma \), we created dose-response data for specified levels of noise (Figure 4.3A) [99]. To simulate responses at the population level (e.g. the fraction dead), one must map individual cell responses to a discrete phenotype. Our model therefore assumes that individual cells exhibit a phenotypic response (e.g. cell death) when \( R \) exceeds a threshold value, (analogous to the threshold set by anti-apoptotic Bcl-2 proteins in apoptosis) [99]. At any given signal value we thus have the distribution of \( R \) values in a simulated population, and also the fraction of that
Figure 4.2: We used the threshold described in Fig. 4.1B to map data from HeLa cells to fractional survival at varying TRAIL doses. We recorded a maximal effect at [TRAIL] = 1000 ng/mL (indicated by the dashed line); higher doses of TRAIL lead to less fractional killing in a “ligand squelching” effect that we have consistently observed for this system. Since the channel capacity represents a supremum over all possible probability distributions of input signals, we removed the final point ([TRAIL] = 2000 ng/mL) from our analysis without loss of generality. Error bars indicate sample standard deviation across 3 replicates of 20,000 cells each. (B) Fraction of MCF10A cells surviving TRAIL treatment as assayed by methylene blue staining [98] show a graded response similar to that of the HeLa population in (A). Calculation of the channel capacity based on this data yielded $C \approx 3.4$ bits, similar to the value for the HeLa cells (Table 4.1).
Figure 4.3: (A) Single-cell dose-response behavior in the initial model described in Eq. 4.3. The mean response and sample standard deviation of 1000 independent simulated “cells” is shown for various noise values, relative to a cell death threshold (dashed line). (B) Population dose-response behavior from $P = 100$ independent populations with $N = 1000$ cells per signal each. Individual cells’ response map to either death or survival according to the threshold in (A); points correspond to the mean and sample standard deviation of the fraction of surviving cells. (C) A trade-off exists between single-cell and population-level channel capacity. Increasing noise decreases information transmission in single cells and simultaneously increases the population-level channel capacity up to an optimal noise value. (D) Channel capacity in our model correlates with population size in the presence of noise (green, black, red, blue). Additionally, the level of noise needed to maximize channel capacity changes as the population size grows, from low values ($\sigma \approx 1$ for $N = 100$) to higher values ($\sigma \approx 2.5 – 5$ for $N = 10,000$). Experimental population-level channel capacities (orange) were calculated by taking 100 random subsamples from the set of 60,000 HeLa cells for a range of population sizes.
simulated population that exhibit the phenotypic response.

For simulated populations of $N = 10^2$ to $10^4$ cells, the model revealed a striking trade-off between the channel capacity for single cells and for cell populations. When noise is low, the response of individual cells is essentially deterministic, corresponding to a step-like change in the fraction of cells that die as $S$ increases (Figure 4.3A & B, blue). At higher levels of noise, the response of individual cells obviously becomes more variable, but this corresponds to a gradual decrease in the fraction of “surviving” cells (Figure 4.3A & B, black and red) [6, 7, 100–102, 120]. As observed in the experimental data (Figure 4.2), the fraction of cells that respond at any given value of $S$ displays relatively low variance between populations of the same size (corresponding to relatively small error bars on the red and black curves in Figure 4.3B).

Low noise thus leads to high channel capacities between $S$ and $R$ measured at the single-cell level (over 5 bits), but very low channel capacities between $S$ and the fraction of cells that die ($\sim 1$ bit, Figure 4.3C). As the level of noise increases, channel capacity at the single-cell level drops rapidly but at the population level it rises significantly, before falling again (Figure 4.3C). The level of noise that optimizes population-level channel capacity varies with the number of cells. For example, with $N = 10^2$ a maximum of $C \approx 2.75$ bits is achieved with $\sigma \approx 1$; with $10^4$ cells $C \approx 4$ with $\sigma \approx 2.5$ (Figure 4.3D). It should be noted that the precise position of this maximum depends on the spacing of the signal values $S$: since lower values of $\sigma$ correspond to a narrower population-level dose response (Figure 4.3B), re-sampling $S$ values more finely within the transition region tends to decrease the value of noise that maximizes $C$ (see the Section C.4.5). However, so long as there is some minimum spacing between the discrete $S$ values to which a population can be exposed, or any error in generating precise values of $S$ (e.g., stochasticity in the production of cytokines by other cells), the maximum observed in Figure 4.3D occurs at standard deviations significantly larger than 0.

To examine the effect of population size in our experimental data, we randomly sampled sub-populations of HeLa cells from the total of 60,000 per TRAIL dose that we measured. This revealed a similar dependence of population-level information transfer on population size in our
experimental data (Figure 4.3D, orange). Taken together, our work demonstrates that the combination of a noisy signaling network with concomitantly low information transfer (Figure 4.1 and Table 4.1) and a threshold in initiator caspase activity [99] leads to robust information transfer at the level of cell populations (Figures 4.2 and 4.3).

4.2.4 Low channel capacities observed previously likely do not represent intrinsic biophysical limits

Although noise may ultimately support information transfer to cell populations, it is unclear if the phenomenon discussed above represents cells simply taking advantage of the existing noise in signaling systems, or if noise can be tuned up and down to favor fidelity in either single cells or population-level decisions. To explore this latter possibility, we considered two cases in which individual cells (rather than populations) must respond accurately to environmental stimuli. During S. cerevisiae mating, haploid a and α cells must determine if a suitable mating partner is sufficiently close for conjugation to be successful. Cells sense the local concentration of the mating pheromone α factor via a G protein-coupled cell surface receptor and a downstream MAP kinase signaling cascade; when a suitable partner is available for conjugation they reorient their cytoskeletons and initiate a complex transcriptional program [1, 78, 93]. As mentioned in the introduction, the decision to mate results in cell-cycle arrest [104], and so we would expect there would be an evolutionary pressure for individual yeast cells to have a relatively high level of information about the availability of mating partners in their environment. Even when considering only single-cell data from the pheromone-sensing network [78], and not the status of the cell cycle or prior history of signaling as did Doncic, et al. [105–107], we calculated $C \approx 2.26$ bits between α-factor dose and the transcriptional output, measured by a fluorescent reporter (entry 11, Table 4.1). This particular network thus demonstrates a notably higher level of fidelity than has been observed for molecular responses to cytokines in metazoan systems (Table 4.1).

Another example of a situation in which individual cells are the key biological actors is eukaryotic chemotaxis. We therefore analyzed a classic movie of a human neutrophil “hunting” a
bacterial cell, and a movie of a single *Dictyostelium* cell responding to cAMP emanating from a micropipette (both movies are available as supplemental files) [112]. Because migrating cells are polar, it is possible to define a cell-based coordinate system using standard tracking software (Cell-Track) [121]. Like others working on distributions of directional movement [122], we defined the input as the angle between the chemoattractant (bacterium or micropipette) and the cell axis and the output as the angle of the cell’s subsequent motion (Figure 4.4A). For both the neutrophil (a representative trajectory is shown in Figure 4.4B) and *Dictyostelium* we computed $C \approx 1.81$ and $C \approx 2.2$ bits (entries 13 and 14, Table 4.1), which is almost certainly a lower bound given that we are simplifying a 3D problem as a 2D search. From these data we conclude that signaling networks in single cells can encode more than 2 bits of information (possibly much more) demonstrating that previous observations of $C \approx 1$ are likely not due to the fact that the inherent noise in biochemical reaction networks limits channel capacities to below 1 bit.

### 4.3 Discussion

Our findings touch on two distinct and complementary aspects of information transfer in signal transduction: single-cell and population-level information processing. In the case of regulatory networks that control apoptosis, the key physiological variable is the fraction of cells responding at a given dose [101, 120]. In this case, low channel capacity at a single-cell level ($C < 1$) is a corollary of high capacity at a population level ($C \approx 3$ to 4). Said another way, achieving effective control over fractional responses requires a significant heterogeneity at the single-cell level [6, 7, 94, 100–102, 120], and thus low channel capacities when the responses of those cells are assayed at a single-cell level. Since many cytokines regulate population-level behaviors (*e.g.* control over neural progenitor cell proliferation and differentiation by EGF/NGF [94]), it is perhaps not surprising that channel capacities less than one bit have been observed in those cases (Table 4.1).

In contrasting cases where individual cells must precisely resolve signals to make decisions in a continuous response space (*e.g.* finding a mating partner, following gradients or hunting pathogens)
Figure 4.4: (A) A representative trajectory from the neutrophil movie. Points are centers of mass for the bacterium (signal source, red) and neutrophil (motile cell, black). The bold, outlined areas show the cells’ perimeters in the trajectory’s first frame. Clearly seen here is the bacterium’s stochastic random walk-like motion and the neutrophil’s smoother tracking of the resulting gradient. (B) Black circles represent the motile cell and red circles represent the signal source (either a micropipette or bacterium). Since cells do not instantaneously detect or respond to extracellular stimuli, filled, solid, and dashed circles represent the motile cell and signal source at initial ($t$), signal-delayed ($t + \Delta t_1$), and response-delayed ($t + \Delta t_1 + \Delta t_2$) time, respectively. We can then calculate the mutual information between the signal ($\theta_1$) and response ($\theta_2$) angles.
we find that the single-cell channel capacity is generally significantly higher than has hitherto been observed \((C \approx 2, \text{ Table 4.1})\) (Figure 4.4). As mentioned above, we expect that this value is likely a lower bound, since our chemotaxis data is essentially a 2D projection of a process that often occurs in 3D space. Additionally, the data for the *Dictyostelium* calculation \((C \approx 2.19, \text{ Table 4.1, entry 14})\) exhibits tight distributions around approximately 6 input angles, producing a maximum input entropy (and thus an upper limit on channel capacity) of slightly less than \(\log_2 (6) = 2.6\) bits. Since the estimated channel capacity is so close to this limit \((> 85\%)\), we suspect that the calculated spatial channel capacity in this case would increase upon further sampling of signaling space \((i.e. \text{ the relative angle between the source of the signal and the cell})\).

The clear conclusion from these findings is that low channel capacity at a single cell level \((C < 1)\) does not reflect an inherent limit in the biochemistry of signal transduction, but rather a natural trade-off between the knowledge that individual cells have about their environment and the ability of multicellular organisms to control responses reliably at the population level. With respect to noise levels in these systems, two nonexclusive possibilities exist. The first is that networks that control cellular populations simply exploit noise that arises from stochastic fluctuations in transcription, protein synthesis and related processes whereas as chemotactic networks have evolved to suppress it. The second is that some signaling networks have actually evolved higher levels of noise than the underlying biophysics dictates [123–126]. In either case, the physiological importance of noise may explain why drugs that target cellular decision networks have difficulty eliciting complete population-level responses [97]. Understanding and ultimately exploiting biological noise is likely to be as important for therapy as it is for metazoan signaling.

### 4.4 Methods

#### 4.4.1 Experimental methods

All experiments were performed by John Bachman at Harvard Medical School. HeLa cells were maintained in DMEM medium (Corning 10-013-CV) with 10% fetal bovine serum and 1% peni-
cillin/streptomycin solution (Life Technologies 15140-122). For TRAIL dose-response assays, HeLa cells were plated at a density of 250k cells/well in 12-well plates (Sigma SIAL0513), allowed to adhere overnight, and treated with varying doses of SuperKiller TRAIL (Axxora ALX-201-115) for 11 hours. Three replicate wells were used for each TRAIL dose to establish the technical variability of the assay. After treatment, medium containing dead cells was transferred to flow cytometry tubes (BD Falcon 352235) containing 2 ml FACS buffer (PBS + 10% fetal bovine serum); cells remaining in the wells were removed by trypsinization, added to the corresponding tubes, pelleted by centrifugation and fixed in 4% paraformaldehyde for 30 minutes. After fixation cells were washed twice in PBS and permeabilized in 100% methanol overnight at -20C. Cells were stained with primary antibodies to cleaved caspase 3 (rabbit anti-cleaved caspase 3, BD 559565) and cleaved PARP (mouse anti-cleaved PARP, BD 552596) 1:250 in FACS buffer (PBS + 0.1% Tween-20) for 1 hour at 25C. Cells were washed twice in PBS-T, then treated with secondary antibodies: Alexa-488 donkey anti-rabbit IgG (Life Technologies A-21206) and Alexa-594 donkey anti-mouse IgG (Life Technologies A21203), 1:500 in FACS buffer for 1 hr at 25C. Cells were washed in PBS-T, resuspended in PBS, and counted on a flow cytometer (BD LSRII), with 20,000 cells analyzed per experimental replicate.

MCF10A cells were obtained from J. Brugge (Harvard Medical School, Boston, MA) and cultured as described [127]. For TRAIL dose response assays, MCF10A cells were plated in 96-well plates (Corning 353072) and treated with varying doses of SuperKiller TRAIL for 11 hours. After treatment the cells were washed with PBS and the density of viable cells was assayed by methylene blue staining as described previously [98].

4.4.2 Estimating mutual information

The code used to calculate the channel capacity was based primarily on the description of mutual information estimation in Cheong et al.’s supplementary texts [9] but was modified in a few ways. Instead of calculating the average mutual information of the “plateau” region of bins, we take the maximum mutual information such that at least one mutual information estimate from 3 random-
ized data sets is not significantly different from 0 in its intercept estimate (95% confidence). The error bars are then the 95% confidence intervals for the estimate of the intercept (i.e. the mutual information extrapolated to infinite sample size). We used this method for all mutual information calculations performed in this work in order to ensure accurate comparison between values. The source code can be found at http://github.com/ryants/EstCC and a complete description of the estimation procedure can be found in Section C.1.1.

4.4.3 Model construction

All calculations involving the model seen in Eq. 4.3 were performed with the following (arbitrarily chosen) parameters: $K = 10$, $n = 6$, $R_{\text{max}} = 30$, and $R_{\text{min}} = 20$. Our range of 20 signal values was chosen such that the minimum and maximum response values in our data set were 10% above and 10% below $R_{\text{min}}$ and $R_{\text{max}}$, respectively, and the remaining 18 values were evenly distributed in between. In this way, the Hill coefficient governing the slope (or ultrasensitivity) of the response, and the sampled signal space, minimally impacts the channel capacity calculation (see Section C.4). The threshold value was chosen so that half of the signal values produce an average response below the threshold and half produce an average response above the threshold. In the absence of noise, this selection would result in a channel capacity of 1 bit.

4.4.4 Spatial channel capacity calculation

From the 2D data provided by the CellTrack program, we calculated the mutual information between the initial angle created from the motile cell ($\theta_1$) and the signal source and the resulting angle of motion of the motile cell ($\theta_2$) as mentioned in the main text (Figure 4.4). Since information transmission does not occur instantaneously, we introduced two time-delay factors: $\Delta t_1$, which is the time necessary for the motile cell to detect the signal, and $\Delta t_2$, which is the time required for the neutrophil to respond to extracellular information. We calculated $C(\theta_1, \theta_2)$ for a range of $(\Delta t_1, \Delta t_2)$ pairs and reported the maximal value in Table 4.1.
Chapter 5

Intrinsic Limits of Information Transmission in Biochemical Signaling Motifs

5.1 Introduction

Signaling networks enable cells to sense information about their environment in order to adapt appropriately to changing conditions. Quantifying the reliability of communication has long been the domain of information theory [26], and information theoretic concepts have been relevant to certain many of biology for quite some time (most notably neuroscience and bioinformatics) [114–116, 119, 128–130], but have not been applied to systems biology until recently. These ideas and quantities are now becoming increasingly relevant for understanding information transmission via signal transduction networks, however, and to the corresponding cell-fate decisions that must be made on the basis of environmental cues [2, 9, 103, 131, 132]. In the context of cell signaling, environmental information like the concentration of some nutrient or cytokine corresponds to the input to the channel, $S$, and the output can be quantified as some downstream molecular or phenotypic response, $R$ [9]. The relevant quantity for measuring information transmission in signaling
networks is the mutual information:

$$I(S;R) \equiv \sum_{s \in S} \sum_{r \in R} p(s,r) \log \frac{p(s,r)}{p(s)p(r)},$$

(5.1)

and it is ultimately a nonparametric measure of the correlation between the signal, $S$, and corresponding downstream response, $R$. The mutual information is generally calculated in units of bits, which comes from employing the base 2 logarithm in the calculation [26, 27]. Furthermore, estimation of the mutual information requires only that the signal variable and the response variable in question are measured; no underlying mechanistic knowledge of the signaling network is necessary. However, the mutual information depends on the signal distribution and thus does not necessarily reveal the underlying information transmission capabilities of the channel that are typically of primary interest. The relevant quantity for characterizing the limits of information transmission through some arbitrary signaling channel is the channel capacity, $C$, which is defined as the supremum of the mutual information over all possible probability distributions of the signal variable:

$$C \equiv \sup_{p_S(s)} I(S;R).$$

(5.2)

This quantity is a property of the channel itself, and it is the upper limit on the amount of information that can be transmitted through a channel [26, 27]. Note that our procedure only estimates the channel capacity, as numerical consideration of all signal distributions is computationally impossible (see Methods).

To date, there have been a number of studies examining the flow of information in intracellular signal transduction. The most notable was done by Andre Levchenko’s group in 2011, in which they measured the information transmitted in the form of nuclear-localized NF-κB given some level of stimulation by TNF-α [9]. In this case, the response was measured at a particular point in time corresponding to the approximate peak in NF-κB localization at 30 minutes following stimulation. Despite the relative importance of this signaling network in governing cell-fate decisions, they ultimately found that the amount of information that can be transmitted by this network is
less than 1 bit, meaning that this particular signal-response pair is incapable of reliably making even binary decisions. Other studies have explored whether cells employ strategies to decrease the noise responsible for these seemingly low values (e.g. using dynamical trends as response to stimulus instead of a single point in time, or fold-change detection instead of concentration/copy number of chemical species) [2, 28], or if noisy responses can be useful for responses at the level of cellular populations instead of individual cells (see Chapter 4). While these investigations have contributed greatly to our understanding of information transmission in specific signaling networks, a full understanding of the general properties of information transmission in signaling networks have not yet been realized. For instance, the majority of signaling networks whose ability to transmit information have been quantified exhibited channel capacities ranging between 0.5 and 2 bits of information on the level of the individual cell. It is currently unclear if these values are indicative of all signaling networks or if 2 bits of information represents an intrinsic upper limit on intracellular information transmission (see Chapter 4).

In this work, we characterized the limits of information transmission in intracellular signal transduction in order to develop a theoretical understanding of cellular decision-making in the context of information theory. In particular, we start by focusing on atomistic signaling motifs (e.g. binary ligand-receptor interactions) and then progress to slightly larger networks that still achieve a dynamic steady-state. In order to do this, we developed a framework for consistent comparison of information transmission in distinct systems. In the presence of only intrinsic biochemical noise, we show that smaller signaling motifs can readily achieve channel capacities of 5 bits of information transmission, and can exceed 6-7 bits in simple binary interaction, which is far more than has been observed experimentally. However, we do observe that in more complex motifs, such as kinase cascades, information content degrades as it transmitted through multiple stages of the network: cascades composed of 4 kinases transmit about 4 bits of information between signal and the most downstream kinase. Comparative estimates of the bounds of information transmission in these simple signaling motifs will then provide an intuitive basis for future work in characterizing cellular decision-making processes that occur via larger, more complex networks.
(e.g. Wnt- or IGF-induced signaling). Finally, since this work examines specific signaling motifs, we also investigate whether or not certain biochemical trade-offs regulate or limit the flow of information through signaling networks in certain circumstances (e.g. saturation of enzymes in a covalent modification cycle tends to reduce information transmission). In addition to providing a platform for future work into quantifying information transmission in signaling networks, we expect that this work is fundamental to understanding why and how certain networks transmit specific levels of information.

5.2 Results

5.2.1 Framework

Prior methods used for data collection and estimation of information theoretic quantities did not consider specific factors that can impact the estimates [2, 9, 103, 132], and therefore cannot be deployed as is for consistent comparison between arbitrary signaling networks. As these factors are altered, such as the range or density of sampled signal values, the resulting mutual information or channel capacity estimates also change. In order to systematically investigate the upper limits of information transmission in cells, we developed a simple framework to control the factors that could impact estimation of the information theoretic quantities.

As a model system for this analysis, consider a signaling network defined only by a simple sigmoid function, commonly known as the Hill function in biochemistry:

\[ R = R_{\text{min}} + (R_{\text{max}} - R_{\text{min}}) \cdot \frac{S^n}{S^n + K^n} + \epsilon, \]  

(5.3)

where \( R \) and \( S \) denote response and signal, respectively, \( n \) controls the ultrasensitivity of the curve, and \( K \) is the signal value resulting in half-maximal response. This model also includes a noise term, \( \epsilon \), which is sampled from a Gaussian distribution with mean \( = 0 \), and some chosen standard deviation, \( \sigma \). We chose this function for a number of reasons beyond its simplicity. This model
removes any assumptions about some underlying reaction network motif. Additionally, it turns out that many signaling motifs produce steady-state dose-response trends that are reminiscent of a sigmoid function, including phosphorylation cycles and kinase cascades [37, 87]. We proceeded to numerically sample signal and response pair from this model; the resulting dose-response data can be seen in Figure 5.1A for distinct levels of ultrasensitivity. Figure 5.1B shows the same data, but transformed to use indices for the signal in place of the raw values, where the minimum signal value for some arbitrary signal-response data set is assigned an index of 0 and the maximum is assigned an index of $N - 1$ where $N$ is the number of unique signal values sampled. This transformation conserves the underlying correlation between the signal and response (and thus does not alter mutual information calculations) and facilitates visual comparison between distinct data sets. Using data sets generated from this model we can investigate features of data collection that may impact the estimation of information theoretic quantities. Specifically, we examine how both the selection of distinct ranges of signal values and the number of sampled signal values impact channel capacity estimation.

Since collection of data spanning the entirety of signal space is obviously experimentally (and computationally) infeasible for any signaling network, we first characterized how the estimated channel capacity would change as the range of sampled signal values shifts. The majority of information should be within what we term the increasing regime or the transition zone of some arbitrary dose-response data set [114]. In most sigmoidal dose-response curves, the range of signal values corresponding to this transition zone spans values bounded by $S_{\text{min}} = S_{10}$ and $S_{\text{max}} = S_{90}$, which are the signal values resulting in 10% and 90% of the maximum response, respectively, after subtracting the baseline response [87, 133]. This eliminates a large range of signal space in which the response is not changing significantly with signal (Figure 5.1A). We examined whether the choice of these bounds impacts the estimation of information transmission and found that the effects are minimal (see Section D.1.2). To examine how shifting the window of signal space alters the channel capacity, we first fixed the number of uniformly sampled points to be 32. We define $\Delta S$ to be the shift in signal space from the mean signal value in the range of signal space
Figure 5.1: Characterizing the information in a simple signaling model. Error bars in this and subsequent figures denote 95% confidence intervals in the channel capacity estimation procedure. (A) Transition zone dose-response data from the Hill function model sampled with 32 signal values for two different values of \( n \) but identical levels of noise (\( \sigma = 0.1 \)). (B) The data from panel (A) but with the signal values mapped to indices for comparative analysis. Note that while the transition zone shrinks with increasing ultrasensitivity, normalization to the width of the transition zone reveals the similarity of the two data sets (C) Channel capacity of the simple model for two levels of noise as a function of a shifting range of signal values. In both cases the maximum information transmission occurs when \( \Delta S = 0 \). (D) Channel capacity as a function of the density of signal values sampled in the transition zone. The minimum signal density for optimal information transmission depends on the noisiness of the channel. The entropy of the signal distribution is shown (black dotted line), denoting an upper bound to the channel capacity.
defined by the transition zone, where the unit is equal to the difference between signal values. Thus, when sampling signal values from the transition zone, \( \Delta S = 0 \). We observe, as expected, that shifting the range of sampled signal values away from the transition zone causes a reduction in information transmission for models exhibiting both low (\( \sigma = 0.1 \)) and high (\( \sigma = 1 \)) levels of noise (Figure 5.1C). This can be explained by the sigmoid shape of the dose-response curve: when the mean signal value is much less than or greater than \( K \), mean responses from distinct signal values become more similar. Correlation, and thus information, between signal and response is lost.

Next, we characterized how the number of signal values uniformly sampled within the transition zone changes the information transmission. Generally, the number of signal values chosen to characterize a dose-response relationship is arbitrary, but this number can greatly impact estimation of the channel capacity. Since the mutual information (and by extension, the channel capacity) can be written as a difference of entropies:

\[
I(S;R) = H(S) - H(S|R).
\]  

(5.4)

where \( H(S) \) is the Shannon entropy of the signal, \( S \), and \( H(S|R) \) is the Shannon entropy of \( S \) conditioned on the response, \( R \) [27]. Thus, the entropy of the signal distribution, \( H(S) \) is an upper bound on the mutual information. This limit can be reached with a uniform signal distribution when the signal values sampled produce pairwise disjoint response distributions, resulting in perfect information transmission between signal and response (Figure 5.1D). We can achieve higher mutual information by increasing the sampling density of signal space, however sampling nearby signal values can produce overlapping response distributions depending on how much noise is in the system, reducing information transmission efficiency. There is thus some sufficiently dense sampling of signal values in the transition zone beyond which the mutual information does not increase. In the case of our simple model, sampling 32 signal values is sufficient for reliable channel capacity estimation for our low noise model and sampling merely 8 is sufficient for the high noise model.
Using these systematic analyses, we can construct a methodology from which to reliably and consistently gain an understanding for how much information can be transmitted through some arbitrary signaling network. For data collection, the first step is to estimate the signal value resulting in half-maximal response and sample numerous signal values around this value. From this data set, a Hill function (or other appropriate function) can be parameterized through simple least-squares fitting techniques. This fit can then be employed as a guide to determine the signal values \( S_{\text{min}} \) and \( S_{\text{max}} \) that correspond to the bounds of the transition region for the network under investigation. From here, it is a simple matter to find the number of points in the transition region that “saturates” the information transmission as seen in Figure 5.1D. Throughout the remainder of this work, we will employed these strategies to systematically characterize the limits of information transmission in a number of common signaling motifs.

### 5.2.2 Information in binary interactions

We first focused on the simplest motif present in signal transduction networks: binary interaction. This physical association of two molecules can induce signal transmission through a variety of mechanisms, such as allostery or nucleation of higher-order macromolecular complexes. This type of interaction is ubiquitous; the quintessential example in the biology of signaling networks is the interaction between an extracellular ligand and a transmembrane receptor. Our model of the binary interaction is termed the \( LT \) model and we proceeded to examine the information transfer between the extracellular ligand concentration (the signal) and the ligand-bound form of the receptor (the response) at steady state. The model itself is composed of only two reactions: association of the ligand and receptor \( (L \text{ and } T) \) to form a complex \( (B) \), and dissociation of the complex into its component parts. One benefit of this simple system is that we can analytically determine the bounds of the transition zone (in terms of total ligand concentration, \( L_T \)) by solving the standard binding isotherm for distinct levels of bound receptor:

\[
S_{\text{min}} = L_{T,\text{low}} = \frac{0.1 \cdot B_{\text{max}} \cdot (0.1 \cdot B_{\text{max}} - K_D - T_T)}{0.1 \cdot B_{\text{max}} - T_T}
\]  
(5.5)
where $B_{\text{max}} \equiv T_T$ is the maximum possible number of bound ligand-receptor complexes, $K_D$ is the dissociation constant, and $T_T$ is the total number of receptor molecules. The reactions in this model were defined using rule-based modeling languages, and we simulated this system using the associated exact stochastic simulators [14, 16] for a range of $T_T$ values while keeping the quantity $\frac{T_T}{K_D}$ constant. Finally, since transformations of the data which preserve the underlying structure of the data do not alter the mutual information, we can map the signal values (which are discrete) to indices both for simpler labeling of the signal values and visualization of the data (Figure 5.2A).

Following the framework outlined previously, we varied the number of signal values sampled in the transition zone and estimated the channel capacity for each data set. As can be seen in Figure 5.2A, increases in receptor number correlate with less noise in response due to the stochastic effects of smaller copy numbers, resulting in increased information transmission (Figure 5.2B). Similar to our sigmoid model of signaling, we observe that there is some “saturating” density of signal values beyond which there is no increase in the information transmitted, and that this density depends on the variability in response of the system. At these saturating densities we observe strikingly high levels of information transmission (about 6 bits) compared to values previously calculated from experimental data sets [9].

In living systems, receptor and ligand numbers are kept constant through molecular turnover, which are themselves stochastic events, thus we introduced synthesis and degradation of the two molecule types, to examine the effect of this additional stochasticity on information transmission. This led to a slightly more complex, but still analytically tractable binding curve from which we determined the signal bounds of the transition zone (see Section D.2.1). The resulting dose-response data sets can be seen in Figure 5.2C, and the signal density-dependent channel capacity trends can be seen in Figure D.3. As anticipated, the additional variability introduced by molecular turnover reduced the information transmission. For saturated signal density, the loss in information was approximately 0.5 bits regardless of the receptor copy number. In general the trends observed for
Figure 5.2: (A) The number of molecules in the systems (given by total receptor number, $T_T$) directly corresponds to the amount of noise in response (normalized bound receptor, $B$). (B) Similar to Figure 5.1, we observe “saturation” of information with sufficiently densely sampled signal values that depends on the level of noise in response. (C) The LT model that includes molecular turnover exhibits the same trends as in (A) but the relative level of noise is higher. (D) A log-linear relationship exists between the number of molecules in the system (inversely proportional to the variability in response) and the channel capacity. Note “± s/d” in the panel denotes the presence or absence of synthesis and degradation (molecular turnover) in the model.
the model without synthesis and degradation were conserved in this model. As evident in Figure 5.2B, there exists a scaling relationship between the channel capacity of the system and the number of receptors. We found a significant log-linear relationship between the channel capacity (at saturating signal density) and receptor copy number in the range of receptor numbers we tested (Figure 5.2D). In other words, increasing receptor copy number to generate an additional 0.5 bits of information is offset by an order of magnitude cost in energy for receptor production. Energy cost aside, using this model to extrapolate to even larger numbers of receptors, we can estimate a hard upper bound on information transmission in cells. Since the ligand-receptor binding motif is required for virtually all signaling networks, its limitations are conferred on the rest of the network. We estimate that for an interaction with over 1 million receptors (an extreme upper bound, being nearly an order of magnitude larger than what has been experimentally realized for certain networks [134]), the amount of information that can be transmitted is approximately 8 bits (or 7.5 bits with molecular turnover). While this is unlikely to be realized in vivo since ligand-receptor interactions are generally only a part of larger signaling networks, this gives us a point of reference for understanding the limitations of information transmission through even the simplest signaling networks.

### 5.2.3 Information in futile cycles

We next focused on the standard chemical modification motif for signaling: Goldbeter & Koshland’s covalent modification cycle (which we term the “GK loop”) [87]. This model’s kinetics have been thoroughly characterized mathematically for a number of operating regimes (e.g. saturated, unsaturated) and we can use this broad understanding to our advantage [86, 131, 135, 136]. While the model encompasses any type of enzymatic modification of substrate, our terminology will primarily reflect that of phosphorylation, where $K$, $P$, and $W$ denote kinase, phosphatase and substrate, respectively. In our treatment of this model, the ratio of maximum velocities of the enzymes is the signal [86, 87, 135, 136]:

\[
S \equiv \frac{k_{cat,K} \cdot [K_T]}{k_{cat,P} \cdot [P_T]}, \tag{5.7}
\]
where $k_{cat,E}$ is the catalytic rate of the enzyme, $E$, and $[E_T]$ is the concentration of said enzyme. We vary this quantity by modifying $k_{cat,P}$, in order to more finely sample signal space; modifying the copy number of the kinase has undesired side effects on characterization of the transition zone (see Section D.3.1). The response, in this case is defined as the concentration of unbound, phosphorylated substrate [86, 87, 135]. A number of features of this motif are of interest for our information theoretic analysis; it is slightly more complex, having 6 total chemical species as opposed to 3 in the LT model, and it can exhibit ultrasensitivity when the enzymes are saturated. Our measure of saturation is $K_M W_T$, where $K_M$ is the Michaelis constant (equivalent for both enzymes) and $W_T$ is total substrate concentration, and we varied this value from $10^{-2}$ to $10^2$ (i.e. saturated to not saturated) logarithmically by modifying the binding rate of enzyme to substrate. Traditionally, altering the saturation of an enzyme is done by increasing the amount of total substrate, however we saw in the previous section that changes in copy number correspond to changes in information transmission. By changing $K_M$ instead of $W_T$ we control for this phenomenon while still being able to modify the saturation of the enzymes. We then applied our previously described fitting methodology in order to estimate the transition zone: we first sampled the response distributions for 20 points in signal space, taking care to capture the entire transition zone in this range of points, and then fit the data to a Hill function to determine $S_{min}$ and $S_{max}$. Finally, as with the LT model, we varied the copy numbers of the components in the system, while keeping the ratio of components fixed: $K_T : P_T : W_T = 1 : 1 : 100$.

Consistent with the LT model, altering the copy numbers of the signaling components served only to alter the variability of response to signal, and so a positive correlation again exists between copy number and information transmission. We also see, similar to the behavior in our initial, Hill function model, that increased ultrasensitivity (induced by enzyme saturation) tightens the signal bounds of the transition zone. If we again transform the discrete signal values to indices, we can visually compare how response distributions differ for a particular (relative) signal in the transition zone as seen in Figure 5.3A. Dose-response trends also emerge, revealing that saturated enzymes produce increased noise in response for signal values near the half-maximal signal value. This,
in turn reduces the amount of information present in the system, from nearly 5.5 bits in an unsaturated cycle to just above 3 bits (Figure 5.3B). Upon addition of synthesis and degradation to this model the information transmission is again generally reduced as the variability in response distributions is increased (Figure 5.3C), however the difference between unsaturated and saturated enzymes becomes exaggerated, varying between approximately 4 bits and less than 1 bit, respectively (Figure 5.3D). Thus, even a motif as simple as this GK loop can exist in a parameter regime in which information transmission is sufficiently low such that binary decisions are impossible to make reliably. It is therefore clear to see that enzyme kinetics, and the resulting ultrasensitivity of saturation in covalent modification cycles, have a large impact on information transmission, and must be tuned according to the particular cell-fate decisions they govern.

5.2.4 Information in kinase cascades

While useful for gaining an understanding of basic information transmission properties, these atomistic signaling motifs are rarely implemented in isolation. On the contrary, eukaryotic organisms and metazoans in particular exhibit increasingly complex cellular signaling networks in order to respond to environmental cues [90]. One of the most conserved network motifs is the kinase cascade, which is present in both simple eukaryotes, such as yeast [35], and complex multicellular life [137]. To examine how these complex networks transmit information via futile cycles and binary interactions, we constructed a set of rule-based models that embody the core of a kinase cascade. We have two similar, but distinct model types: one that employs a scaffold protein and one that does not [22], termed the scaffold and solution models, respectively. Both involve kinases which are sequentially phosphorylated and phosphatases assigned to dephosphorylate a specific kinase (to prevent saturation due to substrate-sharing) (Figure 5.4A & B) [86]. We also varied the number of successive kinase types in both the scaffold and solution models, and we refer to this number as the “depth”, $F$, of the cascade. All parameters are based on those from the yeast MAPK signaling network and as such, the kinases are unsaturated [1]; additional details on model construction can be found in Section D.4.
Figure 5.3: (A) Dose-response data sets for GK loops; $S_N$ denotes number of signals sampled. Three different levels of enzyme saturation are shown; black is least saturated, green is most saturated. (B) Channel capacity as a function of enzyme saturation. As expected from (A), increased saturation results in lower information transmission due to high variability in the response distributions. (C) & (D) Identical to (A) and (B) but the model includes synthesis and degradation.
Figure 5.4: (A) Solution cascade model where activation of $K_i$ only depends on binding active $K_{i-1}$. (B) Scaffold-based cascade model where activation of kinase $K_i$ depends on having active $K_{i-1}$ and $K_i$ bound simultaneously to the scaffold, $S$. (C) Solution model dose-response trends generated using the VTZ approach (see text). The dotted lines denote the transition zone of the final kinase (which is used in the FTZ approach to generate dose-response data for all $K_i$). (D) As (C) but with the scaffold model.
We then generated dose-response data sets to examine the flow of information through these networks. In order to do this, we examined the information transmission between the signal and each kinase’s activity in the cascade: $C(S, K_i); 0 \leq i \leq F$. With this data, we can begin to understand how both distinct interaction networks (i.e. the presence of a scaffold) and increases in the network size can influence information transmission. We calculated these values for cascades of depth 2, 3, and 4 in two different ways. In one approach, we calculated the transition zone bounds, $S_{\text{min},i}$ and $S_{\text{max},i}$, for each separate channel capacity estimation, $C(S, K_i)$, termed the variable transition zone (VTZ) approach. The other approach involves finding the transition zone bounds for the final kinase, $S_{\text{max},F}$ and $S_{\text{min},F}$, and using the resulting range of signal values for all estimations. This is the fixed transition zone (FTZ) approach. This latter approach is of significant interest since the final kinase in these types of cascades is typically responsible directly or indirectly for initializing some sort of transcriptional program that will govern behavioral changes in response to some stimulus [37].

From these dose-response data sets, we noticed a few key differences between the two models. First, the copy number of active, final kinase in the solution model for any given signal value is substantially higher than the scaffold model, reaching approximately 90% activation at the upper bound of the transition zone (Figure D.4). This is likely due to the increase in the number of conditions, and thus reaction events, required for activation to occur in the scaffold model; activation requires independent scaffold association for successive kinase and each kinases must bind the same scaffold, as opposed to a single binding interaction in the solution model (see Chapter 3). Second, the FTZ approach for the solution model samples a region of the upstream kinases’ dose-response curves whose signal values are far smaller relative to the VTZ approach (i.e. $\Delta S < 0$), while the scaffold model exhibits minimal changes (Figure 5.4C & D). This preservation of dose-response shape through various stages of a signaling network has been previously identified as a feature of networks with scaffold proteins, and has been called dose-response alignment or DoRA [37].

Distinctions are also evident in the channel capacity estimations for each intermediate in the
cascade with \( d = 4 \) (Figure 5.5). With one exception, the information transmission at each stage in the scaffold model is lower than the corresponding stage in the solution model for the VTZ approach. This is likely due to the much lower magnitude of \( K_F \) response in the scaffold model (Figure D.4); stochastic effects in this portion of response space would be much greater than that in the solution model. We do observe monotonically decreasing channel capacity as information progresses through the cascade in both models, however there are contrasting trends: information transmission appears to drop more quickly but levels off at deeper stages in the scaffold model.

In the FTZ approach, a seemingly minor change in the protein interaction network induces relatively major behavioral differences between the dose-response relationships of these two network types. In the case of the scaffold model, the information between the signal and each intermediate is essentially equivalent to the VTZ case. In contrast, the channel capacity between the signal and early stages in the solution model is low. This is due to the signal space aligning poorly with the ideal transition zone of these early signaling species (i.e. the response to signal in early stages of the cascade is less sensitive than the later stages) (Figure 5.4). Most signal values sampled fall well below the presumed half-maximal signal value of the \( K_1 \) and \( K_2 \) intermediates’ dose-response curve, and thus the channel capacity increases with the relative depth of the signaling species in question. At first glance, this may appear to violate the data processing inequality, which states that information content cannot be increased during transmission through a channel. However this is not the case in our model, since the signal and observed intermediates do not form a Markov chain [27]. While these results are undoubtedly subject to the parameter sets (e.g. the unsaturated enzymes allow much greater information transmission as observed in the GK loop model), the scaffold and solution model indicate that distinct configurations of signaling cascades’ underlying interaction networks can impact information transmission. In general, these increasingly complex models of kinase cascades still exhibit a capacity for far more effective information transmission (>4 bits) than experimental data of cellular response to signal.
5.2.5 Information in realistic networks

With a basic understanding of how basic signaling motifs can influence information transmission in signaling networks, we can apply what we have learned to more realistic networks. Two-component signaling (TCS) systems present in bacteria are an ideal model system; they are standalone sensing networks that exhibit minimal crosstalk with other signaling systems [138, 139]. Additionally, the response in TCS is typically a transcription factor, and so this type of network embodies a complete signaling system, from extracellular stimuli, to alteration of gene expression levels. As the name suggests, this network involves two components: the Histidine Kinase and Response Regulator (HK & RR, respectively). This is one of the simplest and most ubiquitous in biology, and it has been extensively characterized experimentally and computationally, including some work on the fidelity of information transmission in the presence of crosstalk between HK-RR pairs [132, 138, 139]. Though similar to the futile cycle, this model differs significantly: the HK acts as both kinase and phosphatase to the RR, depending on its own phospho-state. Here, we adapted a previously implemented system of differential equations [139] to use rule-based stochastic simulations in order to introduce realistic levels of intrinsic noise into the system, and varied the existing kinetic parameters and protein copy numbers within ranges appropriate for bacterial systems [139].

As seen consistently throughout this work, scaling the protein copy numbers positively correlates with information transmission, and this network is no exception (Figure 5.6A & B). Furthermore, increased saturation again induces a decrease in information, due mainly to a reduction in the overall amount of active response regulator [139]. Most notably, however, we can use the parameters that most closely reflect existing experimental data and estimate the channel capacity of the HK-RR pair from which the original model was derived: Envz and OmpR, respectively [138, 140, 141] (Figure 5.6B, red box). Notably, these values are higher than nearly all experimentally characterized networks [9], showing that individual bacterial cells can, at least in principle, obtain relatively high quantities of information from extracellular stimuli.

We then turned our attention to a much more complex eukaryotic interaction network: re-
ceptor tyrosine kinase signaling cascades. The quintessential example is the epidermal growth factor (EGF) signaling network whose activity depends on ErbB2/HER transmembrane receptor dimerization. As mentioned before, a complete model of the system does not exist, however an experimentally validated rule-based model exploring the early events of this signaling cascade was employed to examine the network dynamics using exact stochastic simulation of all relevant species [43]. We adapted that model for use with our information theory framework to characterize how the information is transmitted through this network by examining the responses of various key signaling species. In particular, we focused on ligand-induced EGF receptor (EGFR) dimerization, autophosphorylated EGFR (which is required for recruitment of effector proteins), and active Sos (the downstream-most component in this model) (Figure 5.5C). This model contains nearly 200,000 EGFR molecules and we found that in order to accurately estimate the information transmission, we required a high signal density in the transition zone, sampling 256 distinct signal values from the transition zone in order to reach a “saturated” channel capacity estimation.

We observed high information transfer among the initial steps of the cascade: EGFR dimerization in response to EGF stimulation produced nearly 6.5 bits of information, close to the upper bound estimated from the LT model. From this point, the stochasticity of the interactions and lower copy number of other components, such as Sos, reduces the information transmission (Figure 5.6D). However, information transmission through the entirety of the network was greater than 3 bits. This is quite high compared to experimentally determined values, however it is important to note that Sos recruitment is by no means the final step of the cascade in vivo. Sos is then responsible for activating the MAPK pathway in metazoan signaling, and we have seen that information transfer can vary significantly, depending on the kinetics of the kinase cascade (Figure 4.3B & D). It is enough, though, to see that even with a model containing moderate signaling complexity (over 350 signaling species as opposed to 3 in the LT model or 6 in the GK model), reliable information transmission is possible.
5.3 Discussion

This work begins to address a fundamental question in the study of signal transduction and cellular-decision making: why do signaling networks transmit specific amounts of information? Here, we focused on characterizing the limits of information transmission through signaling networks with the goal of providing context for information theoretic values estimated from experimental data. We found that models of simple signaling motifs, as well as larger, more realistic networks, are capable of transmitting substantially higher amounts of information than has been estimated experimentally; to date, the highest information transmission estimated for individual signaling networks in eukaryotic cells (that we are aware of) is less than 2.5 bits. There are a few possibilities as to why this might be the case. First, it is possible that the networks that have been examined were simply those that did not require high information transmission, and others exist that transmit much more. We predict that networks with the highest information transmission will be those whose corresponding cell fate decision either exists in continuous space or is a categorical variable with high entropy, and which requires precise decision-making on the part of individual cells to maintain organism viability (e.g. three-dimensional spatial resolution in chemotaxis or differentiation of pluripotent stem cells). Second, the observed low levels of information in in vivo signal transduction could be a limitation of extrinsic noise [4–6]. Our models only include the intrinsic randomness of biochemical reaction events, however other environmental factors can contribute to overall variability in response to signal, including noise in the signal distribution itself. Finally, we showed in prior work that low information transmission (even values below 1 bit of information) can be useful when transmitting information to cellular populations is paramount. We found that there exists a fundamental trade-off between information transmission to single cells and cellular populations, and that there is some optimal level of noise to maximize population-level information transmission given certain conditions (Chapter 4). Regardless of the reason for low observed information transmission, we were able to examine how common signaling events, like chemical modification, could be potential mechanisms for the regulation of information transmission.

In order to compare information transmission values from data obtained by simulation of mul-
tiple signaling motifs, we introduced a novel framework for the consistent application of information theoretic concepts to systems biology. While quantities such as the mutual information do not depend on the underlying structure of the reaction network between signal and response, they do depend on how joint signal-response space is characterized (Figure 5.1), meaning that dose-response data from distinct networks must be obtained using a standard methodology. The framework developed here can be applied both to simulated and experimental data sets and is crucial to make relevant comparisons of estimated values, such as those from different cell types or lines, organisms, or even networks with recombinant proteins (which could prove to be useful in the construction of de novo networks via synthetic biology). The results shown in this work are a strong example of the power of such a tool; we were able to characterize the upper limits of information transmission in networks of varying size and interconnectivity through stochastic simulation of rule-based models. The channel capacities for the initial atomistic signaling motif models that we examined (binary, physical interaction between macromolecules and chemical modification of macromolecules via enzymes) are generally integrated into more complex network architecture and can therefore provide perspective for analysis of larger networks, which are common in metazoan cells. For example, since examination of the covalent modification cycle revealed that enzyme saturation reduces information transmission, we restricted our analysis of the larger cascade models (which employ a variant of this motif) to those with unsaturated enzymes since we were primarily concerned with the upper limits of information transmission. In general, this framework provides a basis for understanding and comparing how various features (e.g. molecular copy numbers, kinetic parameters) influence the quantity of information transmitted through signaling networks, and it can serve as a standard for future application of information theory to quantification of information in signal transduction.

However, we expect that this framework is just a starting point for broader application of information theory to systems biology. To fully understand how information flows through a network, the dynamics of the network must be considered. While a useful starting point, quantities like the mutual information represent levels of information at particular points in time. In this work,
we focused on networks whose components exhibited distinct steady-state responses, however the response of some signaling networks, such as those that exhibit perfect adaptation, are not well-characterized by steady-state response [142]. It is clear that the framework presented here must be further developed, since cellular decision-making rarely waits until steady state is reached (at least on the molecular level) [37]. Previous examples of information theory applied to in vivo signaling networks circumvented this problem by defining a particular point in time to measure response, a logical solution when there exists some particular time at which an interesting event occurs, such as peak nuclear NF-κB localization [9]. Another possibility is to define the response as a set of multiple time points from a dynamical trend, however the in vivo mechanistics of such a response are not immediately clear [2]. More complex quantities, such as the transfer entropy [128, 130], have been derived to examine how information flows through a system over time eliminating the need for making arbitrary choices about when to take measurements. Adapting these quantities for use with high resolution time course data will undoubtedly elucidate additional principles of information flow in signal transduction. Extracellular signals and their corresponding cellular responses lie at the core of what cells have evolved to do: adapt to changing environmental conditions by altering their phenotype. Ultimately, we expect that development and application of systematic approaches such as this will form the basis for what becomes a rigorous theory of information transmission through signaling networks.

5.4 Methods

5.4.1 Mutual information estimation

Our calculation is loosely based on those previously employed by [9] as defined in Chapter 4. In essence, we apply resampling strategies to eliminate the inherent upward bias of estimating the mutual information from finite data sets [116, 119, 143]. We first define a number of bins in signal and response space in order to partition the coupled signal and response values. With this binning, we construct a contingency table (i.e. a two-dimensional histogram) and estimate the
mutual information. We perform this procedure for resamplings of the data using smaller sample sizes in order to extrapolate the mutual information to infinite sample size using simple linear regression. We then iterate over both the number of bins used for the calculation and a predefined set of unimodal and bimodal weights to modify the signal distribution to maximize the mutual information and gain an estimate of the channel capacity. We further control for artificial inflation of the estimate due to high numbers of bins by calculating the mutual information for a randomized data set given some number of bins and checking to see if the information is not significantly different from 0. In order to estimate the channel capacity, we weight the signal distribution of the data using a set of unimodal and bimodal probability distributions.

5.4.2 Model simulation

We employed the Doob-Gillespie stochastic simulation algorithm to generate all dynamical data in this work [89]. Both the Kappa [15, 16] and BioNetGen [14] rule-based modeling languages and associated software packages (which have been shown to be equivalent in their simulation of stochastic models [1]) were used for model construction.
Figure 5.5: (A) & (B) Channel capacity as a function of cascade depth for data VTZ (A) and FTZ (B) models. Distinctive behavior arises with relatively minor differences between the models; the trends in the scaffold model are qualitatively identical for both VTZ and FTZ models, whereas the solution model exhibits strikingly different behavior due to the increased sensitivity to signal of its downstream components.
Figure 5.6: (A) Dose-response data for distinctly parameterized TCS motifs. (B) Channel capacity values for various parameterizations of the TCS model. As with the GK model, the range of values varies with both saturation and component copy number. The numbers boxed in red represent the models whose parameters are closest to experimental data from the EnvZ/OmpR TCS that is responsible for osmoregulation in bacteria such as *E. coli*. (C) Dose-response data for key observables in a rule-based model of the early events in EGFR signaling. (D) Channel capacities for the observables shown in (C). Note that while the data set in (C) is composed of 32 signal values, the channel capacities were calculated using 256 signal values to reach sufficiently dense signal value sampling in the transition zone. The necessity of high signal density is due to the large number of EGFR molecules in the system, a phenomenon we observed in the LT model (Figure 5.2)
Chapter 6

Conclusion

Heterogeneity in metazoan cells has begun to emerge as a prominent topic of consideration for experimental and theoretical systems biologists over the last decade, both in terms of compositional heterogeneity in protein complex assembly in signaling networks [1, 10–12, 43, 44], and the general variability, or noise, present in cells [4, 5, 9, 28, 144]. Here, we used novel approaches to characterize the effects of this heterogeneity on signal transduction in order to develop an understanding of how cellular decision-making can proceed in the face of uncertainty. With mathematical tools developed specifically for addressing these questions, we were able to elucidate general properties of signaling that should inform future experimental and theoretical investigations into cellular decision-making.

In Chapter 2, we showed that a model of the yeast pheromone signaling network with minimal assumptions exhibited extreme combinatorial complexity, and thus compositional heterogeneity, but was still able to reliably reproduce experimentally observed trends [1]. This shows that signaling through pleiomorphic ensembles is a feasible mode of signal transduction [11]. Furthermore, the presence of combinatorial inhibition in this network [20, 21], but not in a distinct machine-like model of signaling (Figure 2.6), provides indirect evidence of the existence of ensemble signaling. However, in depth and technically challenging experimental work will likely need to be employed for direct detection of ensemble signaling. Specifically, the transient nature of protein complexa-
tion implied in ensemble signaling makes \textit{in vivo} characterization difficult, however the existence of super-resolution microscopy could allow detection of such complexes in real time. Ultimately, this work showed that the means by which cells assemble signaling complexes must be realized for accurate predictive modeling of signal transduction.

These results also revealed that certain features (\textit{i.e.} combinatorial inhibition) may be limited to a particular mode of assembly. We further showed in Chapter 3 that a number of dynamical or dose-response features are distinct between machine- or ensemble-like signaling, or between scaffold-based signaling paradigms and those without scaffolds. Of note is the presence of \textit{increased} signal amplification, defined as the ratio of activity between the final kinase and initial kinase for a cascade of arbitrary depth, in the machine-like signaling paradigm. Prior reviews and speculation on the behavior of scaffold proteins posited that they (absent any consideration of the conditions required for assembly) would always reduce signal amplification \cite{22, 23}. We observed a slight reduction in amplification for the ensemble model in comparison to the scaffoldless solution model, however the amplification was still present, showing that formal investigation of signaling dynamics can reveal non-intuitive features related to combinatorial complexity in protein interaction networks. These investigations into structural and compositional heterogeneity among complexes and its effects on signaling dynamics promoted the idea put forth by Gerhart & Kirschner that ensemble- and machine-like complexation could serve alternative evolutionary roles \cite{25}. Specifically, the independence of signaling components in ensembles could facilitate robustness in the rewiring of a signaling network, potentially preventing catastrophic failure upon mutation of individual components. \cite{13, 76, 78}. Machines, on the other hand, already exist in the cell, and have proven their usefulness (in evolutionary terms) by maintaining core processes, such as translation and protein degradation, that are conserved across all forms of life.

These signaling networks and core processes, however, are all subject to various forms of biochemical noise, both intrinsic and extrinsic \cite{5}. Noise is generally considered undesirable, as it degrades the information that can be sent between a signal and response; for individual cells, sufficiently high levels of noise could produce a seemingly arbitrary boundary between distinct cell-fate
decisions. However Chapter 4 describes how noise can be beneficial in certain circumstances, such as the need to control proportions of cells in a population that undertake some decision in response to a given signaling factor. In particular, we found that there is an optimal level of noise that maximizes information flow to cellular populations in a simple model of signaling (Figure 4.3). These apparently high levels of noise are unlikely to be a biophysical limit of signaling networks. Other systems that evolved to control cellular behaviors critical for individuals cells (e.g. chemotaxis, yeast mating) exhibit notably higher information transmission than other previously characterized networks [9]. We posit that noise is therefore a regulated quantity, and that cells could theoretically implement mechanisms to tune noise in certain signaling networks, depending on how it best optimizes organismal fitness. This has important implications for the evolution of multicellular life, since essential features of multicellularity (i.e. tissue homeostasis) requires management of population-level behaviors.

The exact mechanisms for this are unknown, but in Chapter 5 we have begun to develop a theoretical basis for understanding the limits of information transmission in various signaling motifs. For information transmission through networks at steady-state, we were able to estimate an upper bound of 7-8 bits in the presence of only intrinsic noise (Figure 5.2). This provides a context for understanding existing channel capacity calculations from experimental data. Our characterization of commonly found motifs in larger networks provides an intuition for how information flows through more complex networks. This suggests several mechanisms for how cells could reduce the flow of information (as in Chapter 4): saturation of enzymes in covalent modification cycles are capable of generating sufficient noise to lower information transmission to about 1 bit (Figure 5.3). Evolution of a network with multiple saturated cycles could easily allow increased information flow to cellular populations by generating noisy responses at the level of the individual cell.

Cellular heterogeneity, traditionally considered an obstacle for cells to overcome, can have non-intuitive and potentially desirable effects for signal transduction. As shown in this work, investigation of cellular decision-making in the presence of compositional heterogeneity and biochemical noise can be performed through formal, systematic analyses involving mathematical modeling and
numerical simulation without undue simplification. In fact, models whose purpose is to examine signaling dynamics must not write off such heterogeneity, or they risk incorrect prediction of cellular behavior. We expect that the approaches developed in this work will spur the adoption of the necessary modeling techniques for further elucidation of general properties of information transmission in cells in the presence of cellular heterogeneity. Ultimately, the characterization of these properties will undoubtedly advance both our ability to manipulate these signaling systems for various biomedical applications and, more conceptually, our understanding of the role of signal transduction in the context of cellular and multicellular evolution.
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Appendix A

Appendix for Chapter 1

A.1 Yeast pheromone model

The model, rules and parameters used in our simulations were developed based on a number of sources, most notably the annotated online model found at http://www.yeastpheromonemodel.org that is written in the BioNetGen rule-based modeling language (BNGL) [18]. Numerous additional rules (including those regarding the nuclear shuttling of Ste5) were derived from equations and mechanisms present in Shao et al.’s ODE model [36]. Our final model, written in the Kappa language [15, 39, 58, 145, 146], has a total of 232 rules and all but one follow mass-action kinetics. The rules themselves are provided in an additional supplementary Kappa file.

A.1.1 Initial conditions

The initial conditions for our model (protein copy numbers) were derived from [57, 59] and the online model (OM) with the exception of the phosphatases for Ste11 and Ste7, which are unknown and estimated. All eight gene agents have a copy number of 1. Also it is important to note that the number of pheromone (i.e. α-factor) agents varied among simulations. Our dose-response curves clearly required different levels of pheromone stimulation, however for the drift calculations we used a concentration of 100 nM (10000 molecules).
Protein Copy number

<table>
<thead>
<tr>
<th>Protein</th>
<th>Copy number</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pheromone</td>
<td>varies</td>
</tr>
<tr>
<td>Ste2</td>
<td>10000</td>
</tr>
<tr>
<td>Gpa1/Ste4 complex</td>
<td>10000</td>
</tr>
<tr>
<td>Gpa1 monomer</td>
<td>5000</td>
</tr>
<tr>
<td>Sst2</td>
<td>2500</td>
</tr>
<tr>
<td>Ste20</td>
<td>4200</td>
</tr>
<tr>
<td>Ste5</td>
<td>1680</td>
</tr>
<tr>
<td>Ste11</td>
<td>3500</td>
</tr>
<tr>
<td>Ste7</td>
<td>960</td>
</tr>
<tr>
<td>Fus3</td>
<td>20400</td>
</tr>
<tr>
<td>Kss1</td>
<td>20800</td>
</tr>
<tr>
<td>Msg5</td>
<td>38</td>
</tr>
<tr>
<td>Ptp</td>
<td>1270</td>
</tr>
<tr>
<td>Ste11-phosphatase (Mekkp)</td>
<td>1750</td>
</tr>
<tr>
<td>Ste7-phosphatase (Mekp)</td>
<td>1750</td>
</tr>
<tr>
<td>Dig1</td>
<td>3409</td>
</tr>
<tr>
<td>Dig2</td>
<td>1184</td>
</tr>
<tr>
<td>Ste12</td>
<td>1390</td>
</tr>
</tbody>
</table>

Table A.1: Protein copy numbers

A.1.2 Rate parameters

In the following sections we will discuss the numerous rate parameters in our model of the yeast pheromone signaling system, and so, for clarity’s sake, we have classified the parameters into three categories:

1. directly observed in yeast (D)

2. indirectly inferred from similar systems (e.g. ERK phosphorylation) or previously used in other models (I)

3. unknown and estimated (U)

In total, 17 (7%) of the rate parameters in the ensemble model were directly observed, 158 (68%) were inferred, and 57 (25%) were unknown and estimated.

In the main text, we mention that 111 parameters were identified as potentially influencing dynamical trends seen in experimental data. We varied these parameters and ultimately determined
that 25 of them had a strong impact on the observed trends; these numbers are shown in red in the following subsections. Of these 25, 1 was directly observed, 22 were inferred, and 2 were unknown. We identified these parameters through trial and error, hypothesizing which parameters govern certain experimentally characterized trends (if no such hypothesis currently exists) and modifying them to better match said trends. For example, the Ste4 synthesis rate likely controls the long-term increase after the initial peak in the G protein activation time-course plot, as seen in the main text, Fig. 2.2B [54]. We therefore altered this rate over numerous iterations until our simulations accurately reproduced the observed experimental trend. The subsequent table lists those parameters that were modified to fit experimental observation in addition to the specific trends they affect. It is important to note that, due to a lack of model identifiability, there may be other parameters that alter the experimental trends in question; we chose these parameters simply due to their large relative influence on the dynamics of observables.

In order to maintain a biologically realistic model, our modifications to these rates were confined to reasonable limits. We allowed variation of approximately one order of magnitude for parameters inferred from related systems and completely unknown parameters were estimated according to the following table:

In subsections 1.3 - 1.8 there are tables of the associated rate parameters used in the model and their sources (OM for online model). The leftmost column contains the interaction or reaction. These are condensed descriptions of the actual rules, which are explicitly defined in the Kappa rule file. As such, there may be numerous rates for a particular interaction or reaction indicating that the rate differs in specific contexts (e.g. binding partners, phosphorylation states). The center-left column contains the rate parameter(s) and the center-right column mentions the model or other source from which it was derived. The parameter’s category (D, I or U) is seen in the rightmost column. Note that as these are stochastic rates; the parameters for bimolecular reactions thus depend on the volume used for the yeast cell [12, 57], which may not be identical between models.
Rate Parameter Trend Cat.
Sst2/Ste2 assoc. controls slope of decline in G protein activation curve following the initial peak I
Sst2/Ste2 dissoc. same as above I
GTP hydrolysis controls the time of the initial G protein activation peak I
Gpa1 degradation controls G protein levels and the relative levels of G protein activation D
Ste4 degradation same as above I
Gpa1/Ste4 dimer deg. same as above I
Ste4/Ste20 dissoc. determines the time course of Ste4-Ste20 binding I
Ste4/Ste5 dissoc. (2 rates) controls membrane localization of Ste5 I
Fus3 phos. (4 rates) controls time and absolute value of Fus3 activation I
Ste11 degradation controls Ste11 levels and thus active Fus3 levels by extension (also involved with negative feedback and thus dose-response (DR) alignment) I
Fus3/Msg5 dissoc. (4 rates) controls peak Fus3 activation and DR trends I
Fus3/Ptp dissoc. (2 rates) same as above I
Fus3 dephos. by Ptp controls peak Fus3 activation and DR trends I
Ste12/Gpa1_gene assoc. controls rate of Gpa1 synthesis (G protein activation) and thus the relative level of active G protein compared to the initial peak U
Gpa1 synthesis same as above I
Ste12/Ste4_gene assoc. same as above U
Ste4 synthesis same as above I

Table A.2: Influential rate parameters

<table>
<thead>
<tr>
<th>Reaction Type</th>
<th>Parameter Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K_D$ for cytosolic protein-protein interactions</td>
<td>$10^2$ nM</td>
</tr>
<tr>
<td>$K_D$ for nuclear-localized protein-protein interactions</td>
<td>$10^1 - 10^3$ nM</td>
</tr>
<tr>
<td>$k_{cat}$ for catalysis reactions</td>
<td>$10^{-1} - 10^1$ s$^{-1}$</td>
</tr>
<tr>
<td>$k_{deg}$ for degradation reactions</td>
<td>$10^{-4} - 10^{-2}$ s$^{-1}$</td>
</tr>
<tr>
<td>$k_{synth}$ for synthesis reactions</td>
<td>$10^{-1} - 10^1$ s$^{-1}$</td>
</tr>
</tbody>
</table>

Table A.3: Parameter variation range
A.1.3 G-protein cycle

The initial events of the pheromone response network involve the extracellular pheromone binding to the G-protein coupled receptor, Ste2. Since we are implementing a stochastic model and our rates require a specific volume, we define our extracellular volume to be $V_{\text{ext}} = 166 \text{ fL}$ and our intracellular volume to be $V_{\text{int}} = 19.3 \text{ fL}$ [147]. Briefly, the G-protein cycle passes the extracellular signal (the presence of pheromone) to the MAPK cascade via a nucleotide exchange mechanism. Our understanding of this process in yeast comes from [36, 54]. Upon activation of the G-protein coupled receptor (Ste2), the $\alpha$ subunit of the heterotrimeric G-protein (Gpa1), bound to Ste2, exchanges its bound GDP for GTP, thereby inducing dissociation from the $\beta\gamma$ complex (Ste4-Ste18, subsequently referred to just as Ste4). This allows Ste4, which is tethered to the membrane via Ste18 (implicit in our model) to recruit Ste5 and induce the MAPK cascade (see Sections A.1.5 & A.1.8). The GTPase-Activating Protein (GAP), Sst2, is able to bind Ste2, and the resulting colocalization of Sst2 and Gpa1 via Ste2 catalyzes GTP hydrolysis. Sst2 thus acts as a negative regulator, and enables Gpa1 to rebind Ste4 [54].

Note that numerous association rates among binary interactions in the G-protein cycle (Ste2/Gpa1 binding) are significantly higher than those later in the cascade (e.g. Ste5/Ste7 binding). This is due to the membrane association and localization of certain proteins (e.g. Ste4) and results in a higher apparent association rate (derived in the online model).

A.1.4 Ensemble MAPK cascade

Upon dissociation from Gpa1, Ste4 can engage in a number of different interactions. It can of course rebind Gpa1, but it can also bind the p21-activated kinase (PAK) Ste20 and recruit the scaffold protein, Ste5, to initiate the MAPK cascade [35]. Ste5 in turn must bind Ste11, a MAPKKK, simultaneously with a Ste4 bound to a Ste20 and form a 4-member complex in order for the Ste20 to phosphorylate Ste11. Though this complex is required for signal transduction, no experimental evidence suggests any particular binding order for creation of this tetramer. Upon Ste5 dimerization, Ste11 can then cross-phosphorylate the MAPKK, Ste7, on the opposite Ste5 [148]. Active
<table>
<thead>
<tr>
<th>Interaction or Reaction</th>
<th>Rate parameter(s)</th>
<th>Source</th>
<th>Cat.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pheromone/Ste2 interaction</td>
<td>$3 \times 10^{-5}$ molec$^{-1}$s$^{-1}$ 0.015 s$^{-1}$</td>
<td>OM, [54]</td>
<td>D</td>
</tr>
<tr>
<td></td>
<td></td>
<td>OM, [54]</td>
<td>D</td>
</tr>
<tr>
<td>Ste2/Gpa1 assoc.</td>
<td>0.001725 molec$^{-1}$s$^{-1}$</td>
<td>derived</td>
<td>U</td>
</tr>
<tr>
<td>Ste2/Gpa dissoci.</td>
<td>0.15 s$^{-1}$</td>
<td>OM</td>
<td>I</td>
</tr>
<tr>
<td></td>
<td>0.03 s$^{-1}$</td>
<td>N/A</td>
<td>U</td>
</tr>
<tr>
<td>Gpa1/Ste4 assoc.</td>
<td>0.001725 molec$^{-1}$s$^{-1}$</td>
<td>derived</td>
<td>I</td>
</tr>
<tr>
<td></td>
<td>$8.595 \times 10^{-8}$ molec$^{-1}$s$^{-1}$</td>
<td>derived</td>
<td>I</td>
</tr>
<tr>
<td>Gpa1/Ste4 dissoci.</td>
<td>7.5 s$^{-1}$</td>
<td>N/A</td>
<td>U</td>
</tr>
<tr>
<td></td>
<td>1.5 s$^{-1}$</td>
<td>N/A</td>
<td>U</td>
</tr>
<tr>
<td>GDP $\rightarrow$ GTP</td>
<td>0.15 s$^{-1}$</td>
<td>[54]</td>
<td>D</td>
</tr>
<tr>
<td>Sst2/Ste2 interaction</td>
<td>$8.595 \times 10^{-4}$ molec$^{-1}$s$^{-1}$ 0.15 s$^{-1}$</td>
<td>derived</td>
<td>I</td>
</tr>
<tr>
<td></td>
<td></td>
<td>derived</td>
<td>I</td>
</tr>
<tr>
<td>GTP $\rightarrow$ GDP</td>
<td>0.015 s$^{-1}$</td>
<td>OM</td>
<td>I</td>
</tr>
<tr>
<td></td>
<td>0.015 s$^{-1}$</td>
<td>OM</td>
<td>I</td>
</tr>
<tr>
<td></td>
<td>1.5 s$^{-1}$</td>
<td>OM</td>
<td>I</td>
</tr>
<tr>
<td></td>
<td>1.5 s$^{-1}$</td>
<td>OM</td>
<td>I</td>
</tr>
<tr>
<td>Sst2/MAPK assoc. (2 MAPKs)</td>
<td>$8.595 \times 10^{-5}$ molec$^{-1}$s$^{-1}$</td>
<td>derived</td>
<td>I</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(2)</td>
<td></td>
</tr>
<tr>
<td>Sst2/MAPK dissoci.</td>
<td>1.5 s$^{-1}$</td>
<td>OM</td>
<td>I</td>
</tr>
<tr>
<td></td>
<td>0.75 s$^{-1}$</td>
<td>OM</td>
<td>I</td>
</tr>
<tr>
<td></td>
<td>0.75 s$^{-1}$</td>
<td>OM</td>
<td>I</td>
</tr>
<tr>
<td></td>
<td>0.375 s$^{-1}$</td>
<td>OM</td>
<td>I</td>
</tr>
<tr>
<td>Sst2 phosphorylation</td>
<td>1.5 s$^{-1}$</td>
<td>OM</td>
<td>I</td>
</tr>
<tr>
<td>Sst2 dephos.</td>
<td>0.00087 s$^{-1}$</td>
<td>[36]</td>
<td>I</td>
</tr>
<tr>
<td>Ste2 endocytosis</td>
<td>0.0004 s$^{-1}$</td>
<td>[54]</td>
<td>D</td>
</tr>
<tr>
<td></td>
<td>0.003 s$^{-1}$</td>
<td>[54]</td>
<td>D</td>
</tr>
<tr>
<td>G-protein degradation</td>
<td>$4.95 \times 10^{-5}$ s$^{-1}$</td>
<td>OM</td>
<td>D</td>
</tr>
<tr>
<td></td>
<td>$4.95 \times 10^{-5}$ s$^{-1}$</td>
<td>OM</td>
<td>I</td>
</tr>
<tr>
<td></td>
<td>$3.3 \times 10^{-5}$ s$^{-1}$</td>
<td>OM</td>
<td>I</td>
</tr>
<tr>
<td>Sst2 degradation</td>
<td>0.0004 s$^{-1}$</td>
<td>OM</td>
<td>D</td>
</tr>
<tr>
<td></td>
<td>0.0006 s$^{-1}$</td>
<td>OM</td>
<td>D</td>
</tr>
</tbody>
</table>

Table A.4: G-protein cycle interactions
Ste7 bound to Ste5 can then phosphorylate the MAPK, Fus3 [35]. As mentioned in the main text, only those dependencies explicitly demonstrated experimentally are implemented in our ensemble model (e.g. Ste5 need not necessarily be bound to Ste4 for Ste7 to phosphorylate Fus3). Note that interactions/reactions mentioning “MAPK” mean that the particular event could involve either Fus3 or Kss1 (a Fus3 paralog).

A.1.5 MAPK cascade regulation

Our model includes two MAPK phosphatase agents, Msg5 and Ptp (the latter of which represents two in vivo phosphatases, Ptp2 and Ptp3) that dephosphorylate Fus3 [36]. We also included individual phosphatases for Ste11 and Ste7, though the proteins which play this role in vivo remain to be experimentally characterized [36]. Also, this model employs a number of feedback mechanisms [36]. Active Fus3 can phosphorylate Ste11 (on a domain distinct from its activation domain) and Sst2, tagging them for degradation, which is modeled implicitly through faster degradation rates. Additionally, Ste7 is proposed to be hyperphosphorylated upon activating Fus3, tagging it for ubiquitination and subsequent degradation [149]. This is implemented with a degradation rule that is dependent on Ste7’s phosphorylation state.

Ste5 also plays a role in regulating signal throughput, via feedback phosphorylation by Fus3 as well as by its presence in the cytoplasm. Ste5 is shuttled out of the nucleus, where it is normally sequestered, upon pheromone stimulation, though the precise mechanisms are unknown[150]. Therefore, we implement this export rate \( S_{exp} \) as an equation where \( G_f \) is the number of Gpa1’s that are not bound to a Ste4:

\[
S_{exp} = 0.3 \cdot \left( \frac{G_f}{G_f + 2500} \right).
\]  \hspace{1cm} (A.1)

This is the only rule that does not follow the law of mass action and was obtained from Shao et al.’s export rate equation. The only difference in this case is that our rate does not have a basal value of 0.0003 when \( G_f = 0 \).
<table>
<thead>
<tr>
<th>Interaction or Reaction</th>
<th>Rate parameter(s)</th>
<th>Source</th>
<th>Cat.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ste4/Ste20 interaction</td>
<td>$8.595 \times 10^{-5} \text{ molec}^{-1} \text{s}^{-1}$</td>
<td>derived</td>
<td>I</td>
</tr>
<tr>
<td></td>
<td>$0.8 \text{ s}^{-1}$</td>
<td>derived</td>
<td>I</td>
</tr>
<tr>
<td>Ste4/Ste5 assoc.</td>
<td>$0.001725 \text{ molec}^{-1} \text{s}^{-1}$</td>
<td>derived</td>
<td>I</td>
</tr>
<tr>
<td></td>
<td>$8.595 \times 10^{-5} \text{ molec}^{-1} \text{s}^{-1}$</td>
<td>derived</td>
<td>I</td>
</tr>
<tr>
<td></td>
<td>$8.595 \times 10^{-5} \text{ molec}^{-1} \text{s}^{-1}$</td>
<td>derived</td>
<td>I</td>
</tr>
<tr>
<td>Ste4/Ste5 dissoc.</td>
<td>$0.2 \text{ s}^{-1}$</td>
<td>derived</td>
<td>I</td>
</tr>
<tr>
<td></td>
<td>$0.02 \text{ s}^{-1}$</td>
<td>derived</td>
<td>I</td>
</tr>
<tr>
<td>Ste5/Ste5 dimerization</td>
<td>$8.595 \times 10^{-5} \text{ molec}^{-1} \text{s}^{-1}$</td>
<td>derived</td>
<td>I</td>
</tr>
<tr>
<td></td>
<td>$8.595 \times 10^{-5} \text{ molec}^{-1} \text{s}^{-1}$</td>
<td>derived</td>
<td>I</td>
</tr>
<tr>
<td></td>
<td>$0.001725 \text{ molec}^{-1} \text{s}^{-1}$</td>
<td>derived</td>
<td>I</td>
</tr>
<tr>
<td>Ste5/Ste5 dissoc.</td>
<td>$0.075 \text{ s}^{-1}$</td>
<td>N/A</td>
<td>U</td>
</tr>
<tr>
<td></td>
<td>$0.0075 \text{ s}^{-1}$</td>
<td>N/A</td>
<td>U</td>
</tr>
<tr>
<td></td>
<td>$0.0005 \text{ s}^{-1}$</td>
<td>N/A</td>
<td>U</td>
</tr>
<tr>
<td>Ste11/Ste5 interaction</td>
<td>$8.595 \times 10^{-5} \text{ molec}^{-1} \text{s}^{-1}$</td>
<td>OM</td>
<td>D</td>
</tr>
<tr>
<td></td>
<td>$0.1605 \text{ s}^{-1}$</td>
<td>OM</td>
<td>D</td>
</tr>
<tr>
<td>Ste11 phosphorylation</td>
<td>$0.5 \text{ s}^{-1}$</td>
<td>[36]</td>
<td>I</td>
</tr>
<tr>
<td></td>
<td>$0.5 \text{ s}^{-1}$</td>
<td>[36]</td>
<td>I</td>
</tr>
<tr>
<td></td>
<td>$0.5 \text{ s}^{-1}$</td>
<td>[36]</td>
<td>I</td>
</tr>
<tr>
<td>Ste5/Ste7 interaction</td>
<td>$8.595 \times 10^{-5} \text{ molec}^{-1} \text{s}^{-1}$</td>
<td>OM, [55]</td>
<td>D</td>
</tr>
<tr>
<td></td>
<td>$8.595 \times 10^{-7} \text{ molec}^{-1} \text{s}^{-1}$</td>
<td>OM, [55]</td>
<td>I</td>
</tr>
<tr>
<td></td>
<td>$0.153 \text{ s}^{-1}$</td>
<td>OM, [55]</td>
<td>D</td>
</tr>
<tr>
<td>Ste7 phosphorylation</td>
<td>$0.495 \text{ s}^{-1}$ (12 rules)</td>
<td>OM</td>
<td>I (12)</td>
</tr>
<tr>
<td>MAPK/Ste7 interaction</td>
<td>$4.35 \times 10^{-6} \text{ molec}^{-1} \text{s}^{-1}$</td>
<td>OM</td>
<td>D</td>
</tr>
<tr>
<td></td>
<td>$0.0075 \text{ s}^{-1}$</td>
<td>OM</td>
<td>D</td>
</tr>
<tr>
<td>Fus3 phosphorylation</td>
<td>$7.5 \text{ s}^{-1}$ (4 rules)</td>
<td>OM</td>
<td>I (4)</td>
</tr>
<tr>
<td>Kss1 phosphorylation</td>
<td>$1.5 \text{ s}^{-1}$ (4 rules)</td>
<td>OM</td>
<td>I (4)</td>
</tr>
<tr>
<td>MAPK autophosphorylation</td>
<td>$4 \times 10^{-4} \text{ s}^{-1}$</td>
<td>N/A</td>
<td>U (2)</td>
</tr>
<tr>
<td>Ste5/Fus4 interaction</td>
<td>$8.595 \times 10^{-5} \text{ molec}^{-1} \text{s}^{-1}$</td>
<td>OM</td>
<td>D</td>
</tr>
<tr>
<td></td>
<td>$1.425 \text{ s}^{-1}$</td>
<td>OM</td>
<td>D</td>
</tr>
</tbody>
</table>

Table A.5: MAPK cascade interactions
<table>
<thead>
<tr>
<th>Interaction or Reaction</th>
<th>Rate parameter(s)</th>
<th>Source</th>
<th>Cat.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ste11 autodephos.</td>
<td>0.00087 (4 rules)</td>
<td>[36]</td>
<td>I (4)</td>
</tr>
<tr>
<td>Ste7 autodephos.</td>
<td>0.00087 (2 rules)</td>
<td>[36]</td>
<td>I (2)</td>
</tr>
<tr>
<td>Ste11/MAPK interaction</td>
<td>$8.595 \times 10^{-5} \text{molec}^{-1} \text{s}^{-1}$</td>
<td>OM</td>
<td>I (2)</td>
</tr>
<tr>
<td></td>
<td>$1.5 \text{ s}^{-1}$</td>
<td>derived</td>
<td>I (2)</td>
</tr>
<tr>
<td></td>
<td>$0.75 \text{ s}^{-1}$</td>
<td>derived</td>
<td>I (2)</td>
</tr>
<tr>
<td></td>
<td>$0.75 \text{ s}^{-1}$</td>
<td>derived</td>
<td>I (2)</td>
</tr>
<tr>
<td></td>
<td>$0.375 \text{ s}^{-1}$</td>
<td>derived</td>
<td>I (2)</td>
</tr>
<tr>
<td>Ste11 phos. (by both MAPKs)</td>
<td>$1.5 \text{ s}^{-1}$</td>
<td>OM</td>
<td>I (2)</td>
</tr>
<tr>
<td>Ste11 degradation</td>
<td>0.00075</td>
<td>OM</td>
<td>I</td>
</tr>
<tr>
<td>Ste5 phos.</td>
<td>$1.5 \text{ s}^{-1}$</td>
<td>OM</td>
<td>I</td>
</tr>
<tr>
<td>Ste5 autodephos.</td>
<td>0.0087</td>
<td>[36]</td>
<td>I</td>
</tr>
<tr>
<td>MAPK autodephos.</td>
<td>0.00087 (4 rules)</td>
<td>[36]</td>
<td>I (4)</td>
</tr>
<tr>
<td>MAPK/Msg5 assoc.</td>
<td>$8.595 \times 10^{-5} \text{molec}^{-1} \text{s}^{-1}$</td>
<td>derived</td>
<td>I</td>
</tr>
<tr>
<td></td>
<td>$7.5 \text{ s}^{-1}$</td>
<td>OM</td>
<td>I</td>
</tr>
<tr>
<td></td>
<td>$3 \text{ s}^{-1}$</td>
<td>OM</td>
<td>I</td>
</tr>
<tr>
<td></td>
<td>$3 \text{ s}^{-1}$</td>
<td>OM</td>
<td>I</td>
</tr>
<tr>
<td></td>
<td>$3 \text{ s}^{-1}$</td>
<td>OM</td>
<td>I</td>
</tr>
<tr>
<td>Fus3/Msg5 dissoc.</td>
<td>$1.2 \text{ s}^{-1}$</td>
<td>OM</td>
<td>I</td>
</tr>
<tr>
<td></td>
<td>$0.12 \text{ s}^{-1}$</td>
<td>OM</td>
<td>I</td>
</tr>
<tr>
<td></td>
<td>$0.12 \text{ s}^{-1}$</td>
<td>OM</td>
<td>I</td>
</tr>
<tr>
<td></td>
<td>$0.12 \text{ s}^{-1}$</td>
<td>OM</td>
<td>I</td>
</tr>
<tr>
<td>Kss1/Msg5 dissoc.</td>
<td>$0.12 \text{ s}^{-1}$</td>
<td>OM</td>
<td>I</td>
</tr>
<tr>
<td></td>
<td>$0.12 \text{ s}^{-1}$</td>
<td>OM</td>
<td>I</td>
</tr>
<tr>
<td></td>
<td>$0.12 \text{ s}^{-1}$</td>
<td>OM</td>
<td>I</td>
</tr>
<tr>
<td>MAPK dephos. (Msg5, both MAPKs)</td>
<td>$0.12 \text{ s}^{-1}$</td>
<td>OM</td>
<td>I (2)</td>
</tr>
<tr>
<td></td>
<td>$0.12 \text{ s}^{-1}$</td>
<td>OM</td>
<td>I (2)</td>
</tr>
<tr>
<td>MAPK/Ptp assoc.</td>
<td>$8.595 \times 10^{-5} \text{molec}^{-1} \text{s}^{-1}$</td>
<td>derived</td>
<td>I (2)</td>
</tr>
<tr>
<td></td>
<td>$1.5 \text{ s}^{-1}$</td>
<td>OM</td>
<td>I</td>
</tr>
<tr>
<td></td>
<td>$0.3 \text{ s}^{-1}$</td>
<td>OM</td>
<td>I</td>
</tr>
<tr>
<td>Fus3/Ptp dissoc.</td>
<td>$0.15 \text{ s}^{-1}$</td>
<td>OM</td>
<td>I</td>
</tr>
<tr>
<td></td>
<td>$0.03 \text{ s}^{-1}$</td>
<td>OM</td>
<td>I</td>
</tr>
<tr>
<td>Kss1/Ptp dissoc.</td>
<td>$0.12 \text{ s}^{-1}$</td>
<td>[36]</td>
<td>I</td>
</tr>
<tr>
<td>Fus3 dephos. by Ptp</td>
<td>$1.2 \text{ s}^{-1}$</td>
<td>[36]</td>
<td>I</td>
</tr>
</tbody>
</table>

Table A.6: MAPK regulation interactions
<table>
<thead>
<tr>
<th>Interaction or Reaction</th>
<th>Rate parameter(s)</th>
<th>Source</th>
<th>Cat.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fus3 degradation</td>
<td>0.0002 s$^{-1}$</td>
<td>N/A</td>
<td>U</td>
</tr>
<tr>
<td>Msg5 degradation</td>
<td>0.0008 s$^{-1}$</td>
<td>N/A</td>
<td>U</td>
</tr>
<tr>
<td>Ste7 hyperphos.</td>
<td>0.495 s$^{-1}$</td>
<td>N/A</td>
<td>U</td>
</tr>
<tr>
<td>Ste7 degradation</td>
<td>0.002 s$^{-1}$</td>
<td>[36]</td>
<td>I</td>
</tr>
<tr>
<td>Ste(11,7)/Phosphatase interaction</td>
<td>$7.155 \times 10^{-5} \text{molec}^{-1}\text{s}^{-1}$</td>
<td>N/A</td>
<td>U (2)</td>
</tr>
<tr>
<td></td>
<td>0.6 s$^{-1}$</td>
<td>N/A</td>
<td>U (2)</td>
</tr>
<tr>
<td>Ste(11,7) dephos.</td>
<td>0.25 s$^{-1}$ (5 rules)</td>
<td>N/A</td>
<td>U (5)</td>
</tr>
<tr>
<td>Ste5 nuclear import</td>
<td>0.5 s$^{-1}$</td>
<td>[36]</td>
<td>I</td>
</tr>
</tbody>
</table>

Table A.7: MAPK regulation interactions, continued

A.1.6 Nuclear interactions and regulation

Once Fus3 is activated, it translocates to the nucleus where it plays an active role in regulating genes associated with mating. Specifically, it inhibits Dig1 and Dig2 activity via phosphorylation. These two proteins, when not phosphorylated, bind to the transcription factor, Ste12, and prevent it from activating mating-related genes [35].

A.1.7 Gene interactions and protein synthesis

Upon pheromone stimulation, a number of genes in the mating cascade itself are expressed at higher levels ($STE2$, $SST2$, $GPA1$, $STE4$, $FUS3$, etc.), providing a measure of feedback [151]. Basal transcription of certain proteins is also present in the model.

A.1.8 Constructing the machine model

A number of rules were specifically designed to create a model that could assemble signaling machines. The interactions were arranged in a hierarchy to mimic the assembly of experimentally characterized machines [66]. Specifically, in the machine model Ste5 can only bind a Ste4 that is bound to a Ste20. In order to proceed to the MAPK cascade, a dimer of the Ste5-Ste4-Ste20 trimers must form. This hexamer can assemble in two ways: a trimer can bind another trimer,
<table>
<thead>
<tr>
<th>Interaction or Reaction</th>
<th>Rate parameter(s)</th>
<th>Source</th>
<th>Cat.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dig1/Ste12 interaction</td>
<td>$8.595 \times 10^{-4}$ molec$^{-1}$ s$^{-1}$</td>
<td>derived I</td>
<td>N/A U</td>
</tr>
<tr>
<td></td>
<td>30 s$^{-1}$</td>
<td></td>
<td>U</td>
</tr>
<tr>
<td></td>
<td>3 s$^{-1}$</td>
<td>N/A</td>
<td>U</td>
</tr>
<tr>
<td></td>
<td>3 s$^{-1}$</td>
<td>N/A</td>
<td>U</td>
</tr>
<tr>
<td></td>
<td>0.003 s$^{-1}$</td>
<td>N/A</td>
<td>U</td>
</tr>
<tr>
<td>Dig2/Ste12 interaction</td>
<td>$8.595 \times 10^{-4}$ molec$^{-1}$ s$^{-1}$</td>
<td>derived I</td>
<td>OM</td>
</tr>
<tr>
<td></td>
<td>30 s$^{-1}$</td>
<td>OM</td>
<td>U</td>
</tr>
<tr>
<td></td>
<td>3 s$^{-1}$</td>
<td>OM</td>
<td>U</td>
</tr>
<tr>
<td>Fus3/Ste2 interaction</td>
<td>$8.595 \times 10^{-5}$ molec$^{-1}$ s$^{-1}$</td>
<td>derived I</td>
<td>OM</td>
</tr>
<tr>
<td></td>
<td>3 s$^{-1}$</td>
<td>OM</td>
<td>U</td>
</tr>
<tr>
<td></td>
<td>15 s$^{-1}$</td>
<td>OM</td>
<td>U</td>
</tr>
<tr>
<td></td>
<td>15 s$^{-1}$</td>
<td>OM</td>
<td>U</td>
</tr>
<tr>
<td></td>
<td>75 s$^{-1}$</td>
<td>OM</td>
<td>U</td>
</tr>
<tr>
<td>Kss1/Ste12 interaction</td>
<td>$8.595 \times 10^{-5}$ molec$^{-1}$ s$^{-1}$</td>
<td>derived I</td>
<td>OM</td>
</tr>
<tr>
<td></td>
<td>0.75 s$^{-1}$</td>
<td>OM</td>
<td>U</td>
</tr>
<tr>
<td></td>
<td>3.75 s$^{-1}$</td>
<td>OM</td>
<td>U</td>
</tr>
<tr>
<td></td>
<td>3.75 s$^{-1}$</td>
<td>OM</td>
<td>U</td>
</tr>
<tr>
<td></td>
<td>18.75 s$^{-1}$</td>
<td>OM</td>
<td>U</td>
</tr>
<tr>
<td></td>
<td>0.075 s$^{-1}$</td>
<td>OM</td>
<td>U</td>
</tr>
<tr>
<td></td>
<td>0.375 s$^{-1}$</td>
<td>OM</td>
<td>U</td>
</tr>
<tr>
<td></td>
<td>0.375 s$^{-1}$</td>
<td>OM</td>
<td>U</td>
</tr>
<tr>
<td></td>
<td>1.5 s$^{-1}$</td>
<td>OM</td>
<td>U</td>
</tr>
<tr>
<td>Fus3/Dig1 interaction</td>
<td>$8.595 \times 10^{-5}$ molec$^{-1}$ s$^{-1}$</td>
<td>derived I</td>
<td>OM</td>
</tr>
<tr>
<td></td>
<td>4.5 s$^{-1}$</td>
<td>OM</td>
<td>I</td>
</tr>
<tr>
<td></td>
<td>2.25 s$^{-1}$</td>
<td>OM</td>
<td>I</td>
</tr>
<tr>
<td></td>
<td>2.25 s$^{-1}$</td>
<td>OM</td>
<td>I</td>
</tr>
<tr>
<td></td>
<td>1.125 s$^{-1}$</td>
<td>OM</td>
<td>I</td>
</tr>
</tbody>
</table>

Table A.8: Nuclear interactions and regulation
<table>
<thead>
<tr>
<th>Interaction or Reaction</th>
<th>Rate parameter(s)</th>
<th>Source</th>
<th>Cat.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kss1/Dig1 interaction</td>
<td>$8.595 \times 10^{-6}$ molec$^{-1}$s$^{-1}$</td>
<td>derived</td>
<td>I</td>
</tr>
<tr>
<td></td>
<td>$7.5$ s$^{-1}$</td>
<td>OM</td>
<td>I</td>
</tr>
<tr>
<td></td>
<td>$3.75$ s$^{-1}$</td>
<td>OM</td>
<td>I</td>
</tr>
<tr>
<td></td>
<td>$3.75$ s$^{-1}$</td>
<td>OM</td>
<td>I</td>
</tr>
<tr>
<td></td>
<td>$1.875$ s$^{-1}$</td>
<td>OM</td>
<td>I</td>
</tr>
<tr>
<td>Fus3/Dig2 interaction</td>
<td>$8.595 \times 10^{-5}$ molec$^{-1}$s$^{-1}$</td>
<td>derived</td>
<td>I</td>
</tr>
<tr>
<td></td>
<td>$1.5$ s$^{-1}$</td>
<td>OM</td>
<td>I</td>
</tr>
<tr>
<td></td>
<td>$0.75$ s$^{-1}$</td>
<td>OM</td>
<td>I</td>
</tr>
<tr>
<td></td>
<td>$0.75$ s$^{-1}$</td>
<td>OM</td>
<td>I</td>
</tr>
<tr>
<td></td>
<td>$0.375$ s$^{-1}$</td>
<td>OM</td>
<td>I</td>
</tr>
<tr>
<td>Kss1/Dig2 interaction</td>
<td>$8.595 \times 10^{-5}$ molec$^{-1}$s$^{-1}$</td>
<td>derived</td>
<td>I</td>
</tr>
<tr>
<td></td>
<td>$2.55$ s$^{-1}$</td>
<td>OM</td>
<td>I</td>
</tr>
<tr>
<td></td>
<td>$1.275$ s$^{-1}$</td>
<td>OM</td>
<td>I</td>
</tr>
<tr>
<td></td>
<td>$1.275$ s$^{-1}$</td>
<td>OM</td>
<td>I</td>
</tr>
<tr>
<td></td>
<td>$0.645$ s$^{-1}$</td>
<td>OM</td>
<td>I</td>
</tr>
<tr>
<td>Dig phos. (2 MAPKs, 2 Dig proteins)</td>
<td>$1.5$ s$^{-1}$</td>
<td>OM</td>
<td>I (4)</td>
</tr>
<tr>
<td>Dig dephos. (2 Dig proteins)</td>
<td>$0.00087$ s$^{-1}$</td>
<td>[36]</td>
<td>I (2)</td>
</tr>
<tr>
<td>Dig2 degradation</td>
<td>$0.0002$ s$^{-1}$</td>
<td>N/A</td>
<td>U</td>
</tr>
</tbody>
</table>

Table A.9: Nuclear interactions and regulation, continued
<table>
<thead>
<tr>
<th>Interaction or Reaction</th>
<th>Rate parameter(s)</th>
<th>Source</th>
<th>Cat.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ste12/Ste2 gene interaction</td>
<td>$2.145 \times 10^{-5} \text{ molec}^{-1} \text{s}^{-1}$</td>
<td>derived</td>
<td>U</td>
</tr>
<tr>
<td></td>
<td>$0.03 \text{ s}^{-1}$</td>
<td>derived</td>
<td>U</td>
</tr>
<tr>
<td>Ste2 synthesis</td>
<td>$3 \text{ s}^{-1}$</td>
<td>OM</td>
<td>I</td>
</tr>
<tr>
<td></td>
<td>$12 \text{ s}^{-1}$</td>
<td>[54]</td>
<td></td>
</tr>
<tr>
<td>Ste12/Gpa1 gene interaction</td>
<td>$2.145 \times 10^{-3} \text{ molec}^{-1} \text{s}^{-1}$</td>
<td>derived</td>
<td>U</td>
</tr>
<tr>
<td></td>
<td>$0.03 \text{ s}^{-1}$</td>
<td>derived</td>
<td>U</td>
</tr>
<tr>
<td>Gpa1 synthesis</td>
<td>$27 \text{ s}^{-1}$</td>
<td>OM</td>
<td>I</td>
</tr>
<tr>
<td>Ste12/Ste4 gene interaction</td>
<td>$2.145 \times 10^{-4} \text{ molec}^{-1} \text{s}^{-1}$</td>
<td>derived</td>
<td>U</td>
</tr>
<tr>
<td></td>
<td>$0.03 \text{ s}^{-1}$</td>
<td>derived</td>
<td>U</td>
</tr>
<tr>
<td>G-protein basal synthesis</td>
<td>$0.5 \text{ s}^{-1}$</td>
<td>OM</td>
<td>I</td>
</tr>
<tr>
<td>Ste4 synthesis</td>
<td>$18 \text{ s}^{-1}$</td>
<td>OM</td>
<td>I</td>
</tr>
<tr>
<td>Ste12/Sst2 gene interaction</td>
<td>$2.145 \times 10^{-5} \text{ molec}^{-1} \text{s}^{-1}$</td>
<td>derived</td>
<td>U</td>
</tr>
<tr>
<td></td>
<td>$0.03 \text{ s}^{-1}$</td>
<td>derived</td>
<td>U</td>
</tr>
<tr>
<td>Sst2 synthesis</td>
<td>$0.78 \text{ s}^{-1}$</td>
<td>OM</td>
<td>I</td>
</tr>
<tr>
<td></td>
<td>$1.5 \text{ s}^{-1}$</td>
<td>OM</td>
<td>I</td>
</tr>
<tr>
<td>Ste12/Fus3 gene interaction</td>
<td>$2.145 \times 10^{-5} \text{ molec}^{-1} \text{s}^{-1}$</td>
<td>derived</td>
<td>U</td>
</tr>
<tr>
<td></td>
<td>$0.03 \text{ s}^{-1}$</td>
<td>derived</td>
<td>U</td>
</tr>
<tr>
<td>Fus3 synthesis</td>
<td>$4 \text{ s}^{-1}$</td>
<td>OM</td>
<td>I</td>
</tr>
<tr>
<td></td>
<td>$15 \text{ s}^{-1}$</td>
<td>OM</td>
<td>I</td>
</tr>
<tr>
<td>Ste12/Msg5 gene interaction</td>
<td>$2.145 \times 10^{-5} \text{ molec}^{-1} \text{s}^{-1}$</td>
<td>derived</td>
<td>U</td>
</tr>
<tr>
<td></td>
<td>$0.03 \text{ s}^{-1}$</td>
<td>derived</td>
<td>U</td>
</tr>
<tr>
<td>Msg5 synthesis</td>
<td>$0.08 \text{ s}^{-1}$</td>
<td>OM</td>
<td>I</td>
</tr>
<tr>
<td></td>
<td>$0.63 \text{ s}^{-1}$</td>
<td>OM</td>
<td>I</td>
</tr>
<tr>
<td>Ste12/Dig2 gene interaction</td>
<td>$2.145 \times 10^{-5} \text{ molec}^{-1} \text{s}^{-1}$</td>
<td>derived</td>
<td>U</td>
</tr>
<tr>
<td></td>
<td>$0.03 \text{ s}^{-1}$</td>
<td>derived</td>
<td>U</td>
</tr>
<tr>
<td>Dig2 synthesis</td>
<td>$0.24 \text{ s}^{-1}$</td>
<td>OM</td>
<td>I</td>
</tr>
<tr>
<td></td>
<td>$0.45 \text{ s}^{-1}$</td>
<td>OM</td>
<td>I</td>
</tr>
<tr>
<td>Ste12/Ste12 gene interaction</td>
<td>$2.145 \times 10^{-5} \text{ molec}^{-1} \text{s}^{-1}$</td>
<td>derived</td>
<td>U</td>
</tr>
<tr>
<td></td>
<td>$0.03 \text{ s}^{-1}$</td>
<td>derived</td>
<td>U</td>
</tr>
<tr>
<td>Ste12 synthesis</td>
<td>$0.45 \text{ s}^{-1}$</td>
<td>OM</td>
<td>I,I</td>
</tr>
</tbody>
</table>

Table A.10: Gene interactions and protein synthesis
or a trimer can bind a free Ste5 and subsequently bind a Ste4-Ste20 dimer. Then Ste11 can bind Ste5, and in order for Ste7 to bind Ste5, both Ste5 proteins must be bound to a Ste11 (forming an octomer). Only after both Ste7 proteins have bound to assemble the full decamer structure can phosphorylation occur. Once all four kinases are fully phosphorylated, the machine binds and phosphorylates Fus3 as a multi-subunit kinase.

Dissociation of the machine can proceed in two ways. The first is a disassembly pathway which is essentially the inverse of the assembly pathway. However, once the decamer is fully assembled, our rates are implemented in a way that reflects the inherent stability of a machine’s quaternary structure [66]. Thus we adapted the Ste7 hyperphosphorylation mechanism (that is present in the ensemble model, Section A.1.5) to promote rapid dissociation of the signaling machine into its constituent monomers, and mimic the ability of Fus3 to induce negative feedback [36].

The following table of rates are those involved with rules that mechanistically differ from the ensemble model. Since these interactions were invented in the absence of any experimental evidence, the rates, in addition to the mechanisms, are hypothetical and were implemented in order to replicate experimental time-course and dose-response trends. The association rates were designed to be as similar as possible to those present in the ensemble model, however a few required manipulation to match experimental data. Varying the equation governing Ste5 nuclear export \( S_{exp}^{mach} \) was the primary means of replicating the dose-response curve. In particular it was altered to be more sensitive to the amount of free Gpa1 in the form of a Hill function:

\[
S_{exp}^{mach} = 0.3 \cdot \left( \frac{G_f^4}{G_f^4 + 12000^4} \right). \tag{A.2}
\]

The subsequent table are those reaction events that have identical mechanisms but different rate constants between the two models.
<table>
<thead>
<tr>
<th>Interaction or Reaction</th>
<th>Rate parameter(s)</th>
<th>Source</th>
<th>Cat.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ste5/Ste4-20 interaction</td>
<td>$8.595 \times 10^{-5} \text{molec}^{-1}\text{s}^{-1}$  $0.2 \text{ s}^{-1}$</td>
<td>N/A</td>
<td>U</td>
</tr>
<tr>
<td></td>
<td></td>
<td>N/A</td>
<td>U</td>
</tr>
<tr>
<td>Ste5-4-20/Ste5 interaction</td>
<td>$8.595 \times 10^{-5} \text{molec}^{-1}\text{s}^{-1}$  $0.2 \text{ s}^{-1}$</td>
<td>N/A</td>
<td>U</td>
</tr>
<tr>
<td></td>
<td></td>
<td>N/A</td>
<td>U</td>
</tr>
<tr>
<td>Ste5-4-20-5/Ste4-20 interaction</td>
<td>$0.001725 \text{molec}^{-1}\text{s}^{-1}$  $0.0005 \text{ s}^{-1}$</td>
<td>N/A</td>
<td>U</td>
</tr>
<tr>
<td></td>
<td></td>
<td>N/A</td>
<td>U</td>
</tr>
<tr>
<td>Ste5-4-20/Ste5-4-20 interaction</td>
<td>$8.625 \times 10^{-4} \text{molec}^{-1}\text{s}^{-1}$  $0.0005 \text{ s}^{-1}$</td>
<td>N/A</td>
<td>U</td>
</tr>
<tr>
<td></td>
<td></td>
<td>N/A</td>
<td>U</td>
</tr>
<tr>
<td>hexamer/Ste11 interaction</td>
<td>$8.595 \times 10^{-4} \text{molec}^{-1}\text{s}^{-1}$  $0.01605 \text{ s}^{-1}$</td>
<td>N/A</td>
<td>U</td>
</tr>
<tr>
<td></td>
<td></td>
<td>N/A</td>
<td>U</td>
</tr>
<tr>
<td>octomer/Ste7 interaction</td>
<td>$8.595 \times 10^{-4} \text{molec}^{-1}\text{s}^{-1}$  $8.595 \times 10^{-6} \text{molec}^{-1}\text{s}^{-1}$  $0.0153 \text{ s}^{-1}$  $1.53 \times 10^{-6} \text{s}^{-1}$</td>
<td>N/A</td>
<td>U</td>
</tr>
<tr>
<td></td>
<td></td>
<td>N/A</td>
<td>U</td>
</tr>
<tr>
<td>decamer activation (phos.)</td>
<td>$0.1 \text{ s}^{-1}$ (5 rules)</td>
<td>N/A</td>
<td>U</td>
</tr>
<tr>
<td>MAPK/decamer interaction</td>
<td>$8.595 \times 10^{-5} \text{molec}^{-1}\text{s}^{-1}$  $0.075 \text{ s}^{-1}$</td>
<td>N/A</td>
<td>U</td>
</tr>
<tr>
<td>MAPK dissoc.</td>
<td>$10 \text{ s}^{-1}$ (2 MAPKs)</td>
<td>N/A</td>
<td>U (2)</td>
</tr>
<tr>
<td>MAPK phos.</td>
<td>$0.1 \text{ s}^{-1}$ (2 rules, 2 MAPKs)</td>
<td>OM</td>
<td>I (2,2)</td>
</tr>
<tr>
<td>Ste7 hyperphos.</td>
<td>$8.595 \times 10^{-5} \text{molec}^{-1}\text{s}^{-1}$  $0.1 \text{ s}^{-1}$  $0.1 \text{ s}^{-1}$  $1 \text{ s}^{-1}$</td>
<td>N/A</td>
<td>U</td>
</tr>
<tr>
<td>Ste7 dephos. (alternate site)</td>
<td>$0.0087$</td>
<td>[36]</td>
<td>I</td>
</tr>
</tbody>
</table>

Table A.11: Novel machine model events
### Identical reactions with different rates

<table>
<thead>
<tr>
<th>Interaction or Reaction</th>
<th>Ensemble model rate</th>
<th>Machine model rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sst2/Ste2 dissociation</td>
<td>0.15 s⁻¹</td>
<td>0.015 s⁻¹</td>
</tr>
<tr>
<td>Ste4/Ste20 interaction</td>
<td>8.595×10⁻⁵ molec⁻¹s⁻¹</td>
<td>8.595×10⁻⁴ molec⁻¹s⁻¹</td>
</tr>
<tr>
<td></td>
<td>0.8 s⁻¹</td>
<td>0.08 s⁻¹</td>
</tr>
<tr>
<td>Ste5/Fus3 dissoci.</td>
<td>1.425 s⁻¹</td>
<td>1 s⁻¹</td>
</tr>
<tr>
<td>Ste11/7 autodephos.</td>
<td>0.00087 s⁻¹ (6 rules)</td>
<td>0.0087 s⁻¹ (6 rules)</td>
</tr>
<tr>
<td>Msg5/Kss1 dissoci.</td>
<td>1.2 s⁻¹</td>
<td>0.12 s⁻¹</td>
</tr>
<tr>
<td></td>
<td>0.12 s⁻¹ (3 rules)</td>
<td>0.012 s⁻¹ (3 rules)</td>
</tr>
<tr>
<td>Fus3/Dig1 assoc.</td>
<td>8.595×10⁻⁵ molec⁻¹s⁻¹</td>
<td>8.595×10⁻⁴ molec⁻¹s⁻¹</td>
</tr>
<tr>
<td>Kss1/Dig1 assoc.</td>
<td>8.595×10⁻⁶ molec⁻¹s⁻¹</td>
<td>8.595×10⁻⁵ molec⁻¹s⁻¹</td>
</tr>
<tr>
<td>Dig phos. (2 MAPK, 2 Dig proteins)</td>
<td>1.5 s⁻¹ (4 rules)</td>
<td>15 s⁻¹ (4 rules)</td>
</tr>
<tr>
<td>Dig dephos. (2 Dig proteins)</td>
<td>0.00087 s⁻¹ (2 rules)</td>
<td>0.001 s⁻¹ (2 rules)</td>
</tr>
<tr>
<td>Ste5 phos.</td>
<td>1.5 s⁻¹</td>
<td>1 s⁻¹</td>
</tr>
<tr>
<td>Ste(11,7) dephos.</td>
<td>0.25 s⁻¹ (5 rules)</td>
<td>1 s⁻¹ (5 rules)</td>
</tr>
</tbody>
</table>

Table A.12: Identical reactions with different machine model rates
A.2 Model Simulation

Our model was simulated using rule-based techniques, in particular the Kappa rule-based modeling language [15, 39, 58, 145, 146] and its associated simulator, KaSim [16]. As mentioned in the main text, these methods allow us to incorporate and investigate the influence of combinatorial complexity in our modeling without needing to explicitly enumerate all the possible species that our model can generate [12, 16]. This section describes how we implemented and simulated our model as well as our method for randomizing our parameters in order to characterize the robustness of drift (see Section A.3.3) in our simulations.

A.2.1 Kappa and KaSim

Kappa and related languages employ rules to define reaction network dynamics. Stochastic simulation of these rules using KaSim involves an adapted version of the Gillespie algorithm [89]. Briefly, a rule has a left hand side (LHS), a right hand side (RHS) and an associated stochastic rate constant. Both the LHS and RHS are site graphs represented by Kappa strings. These are particular patterns (before and after the reaction event) that could be present in a simulation’s mixture of explicitly represented protein agents (which form the set of complexes at any given time) [145, 146]. At each event, a particular rule is selected with a probability proportional to the number of LHS pattern matches in a mixture and the rule’s rate constant. During simulation, KaSim can output specified observables (typically the number of matches of a Kappa string) at uniform increments of time. In addition to this time-course data we also employed the snapshot mechanism. This outputs the entire mixture (all present species) at a specified point in time. Both snapshots and observables were used in our analyses of the models.

For more information on the Kappa language itself, see [145, 146]; descriptions of the simulation algorithm implemented in KaSim are present in [12, 16]. Finally, KaSim itself is open-source software and can be downloaded at http://github.com/jkrivine/KaSim.
A.2.2 BioNetGen and NFsim

In order to confirm that our results were consistent with other rule-based modeling methods, we implemented the machine and ensemble model in the BioNetGen language [14]. We see identical mean trajectories for NFsim and KaSim in Figs. A.1 and A.2 (additional comparisons can be seen in Section A.4 and Figs. A.4 and A.5). We also employed the network generation tool present in BioNetGen to enumerate all the possible species that the machine model can create; this process failed for the ensemble model due to memory restrictions (see Section A.3.5).

![Figure A.1: Comparison of G protein activation dynamics using NFsim and KaSim](image)

A.2.3 Simulation methods

We employ a specific method for the simulation of our model in order to produce the most realistic results possible. Our method is outlined in Fig. A.3. Since actual cells do not contain sets of monomers, we perform simulations in the absence of pheromone to generate an unstimulated steady-state. Specifically, we simulate our model for 1000 seconds starting from initial conditions which involve all agents in their monomeric state, aside from Gpa1 and Ste4, which are found in Gpa1/Ste4 heterodimers. Upon completion of $N$ simulations, we output the mixtures as
snapshots and use these sets of complexes as new sets of initial conditions. This simulated set of steady-states can be considered as representative of a population of \( N \) untreated yeast cells. For each steady-state, we add pheromone to induce the mating response (100 nM in all cases except the dose-response simulations) and then generate \( N' \) hour-long (in simulated time) trajectories, resulting in \( N \times N' \) total signaling simulations.

For the drift calculations (see Section A.3.3) we output snapshots on a logarithmic time-scale, and execute our pairwise comparisons between all simulations that originated from the same steady-state simulation (e.g. Fig. 2.3A in the main text has \( N = 1 \) and \( N' = 10 \) resulting in \( \binom{N'}{2} = 45 \) unique pairwise comparisons for each time point). This allows us to observe the heterogeneity among complexes generated solely from signaling (addition of pheromone), rather than from differences present before pheromone stimulation.

### A.2.4 Parameter randomization

To examine the robustness of drift with respect to the chosen parameters, we generated 1000 different parameter sets for the ensemble and machine models in a manner similar to prior studies.
Figure A.3: General method for calculating drift. A rule set is initialized with a specific set of proteins (red) and simulated for 1000 seconds to $N$ independent steady-states (green). The steady-states are then used to generate $N'$ signaling simulations each (blue, 1 hour of simulated time each), resulting in a total of $N \times N'$ simulations from the steady-state conditions for a particular rule or parameter set. Pairwise drift calculations are only performed between simulations with identical initial conditions, thus for each steady-state we have $\binom{N'}{2}$ drift values resulting in a total of $N \times \binom{N'}{2}$ drift points for any specific rule set. Note that we also performed the “signaling” simulations without pheromone to observe the baseline levels of drift in our model (seen in the main text, Fig. 2.3A).

[44]. For all non-varied and inferred or estimated rate parameters, the particular value was multiplied by a uniformly sampled number, $x$: $10^{-1} < x < 10^{1}$. For those parameters varied (seen above in red, Section A.1.2) as well as those directly observed, the rate was also multiplied by a uniformly sampled number, but on a smaller range: $2^{-1} < x < 2^{1}$. This was done to maintain a level of realism in these randomizations, as the varied parameters typically have more influence over the experimentally determined time-course trends. Despite this, there was still noticeable deviation from wild-type behavior in these simulations (both time-course and dose-response) due to
the wide range of parameter variation.

Upon generation of these parameter sets, each was simulated to \( N = 3 \) unique steady-states (Fig. A.3). Subsequently, pheromone was added and \( N' = 3 \) trajectories were simulated, resulting in nine simulations of the signaling network for each unique parameter set. Thus for each set, we have three sets of three drift values, resulting in 9000 total drift points for the ensemble model, and slightly fewer (7789) for the machine model as simulation pairs where \( d(i, j) = 0 \) were ignored; these cases represented parameter sets that had essentially no signaling activity. Figs. 3b and 5b in the main text show this density distribution alongside distributions of drift values from the validated ensemble and machine parameter sets. In order to generate these distributions we used 50 copies of the final (ensemble or machine) model instead of 1000 unique parameter sets, resulting in 450 drift points (again, \( N = 3 \) and \( N' = 3 \)). These densities were generated using kernel density estimation (KDE) in the R statistical suite [113]. We determined significant differences between the means of such distributions via a non-parametric two-tailed permutation test with \( 10^5 \) replications (also in R [113]).

**A.3 Additional results**

**A.3.1 Model validation**

Since each simulation requires approximately 3-4 hours of CPU time, standard methods of fitting our model to data (e.g. regression techniques) could not be implemented [62, 152]. We thus manually varied parameters in the model in order to match experimental data. To do this, we identified a subset of parameters that govern experimentally observed trends [37, 38, 54, 153]. We modified these parameters iteratively, within a biologically realistic range (see Section A.1.2), to achieve reasonable overlap with experimental observation. It is important to note that the model reproduces these observations employing mass-action kinetics and does not utilize simplified Michaelis-Menten functions [36]. Though the model reproduces the time- and pheromone-dependent trends of the yeast pheromone response cascade, it is clearly not the only possible solution, since we
were able to construct a machine-like model which also replicates certain experimental trends (see Section A.3.2).

![Graph showing experimental and simulated data for Ste5 membrane-bound values](image)

Figure A.4: Activation of the pheromone cascade in the ensemble model results in rapid localization of the scaffold, Ste5, to the membrane as indicated by FRET measurements [37]. Values are seen for the first 1000 seconds and the error bars represent 95% confidence intervals for both experimental and simulated data ($n = 3$ and $n = 10$, respectively).

The two graphs seen here (Fig. A.4 and Fig. A.5), in addition to those in the main text (Fig. 2.2), are the experimental trends [37, 153] that were used to validate our model. Our data is broadly consistent with experimental data (e.g. the initial spike in Ste5 membrane-recruitment in Fig. A.4), especially when considering the noise present in the experimental measurements and the potential impacts of photobleaching [37]. Note that of the four sets of experimental data (including those described in the main text), two are directly affected by the concentration of unbound Ste4 (i.e. not bound to Gpa1): Ste4-Ste20 binding and active G-protein. Thus among the most influential unknown and varied parameters were the Ste12-induced synthesis rates of Ste4 and Gpa1.

### A.3.2 Machine model validation

Validation of the machine model was accomplished in essentially the same way as validation of the ensemble model. Only very minor adjustments to the rates were needed to reproduce the G-
Figure A.5: Fold increase over the basal number of Ste4-Ste20 dimers in the ensemble model [153]. The error bars represent 95% confidence intervals for both experimental and simulated data ($n = 3$ and $n = 10$, respectively).

Figure A.6: G-protein activation dynamics in the machine model [54]. Error bars are 95% confidence intervals, experimental data is seen in black ($n = 3$), and simulations are seen in blue ($n = 10$).

protein temporal dynamics (Fig. A.6), and the dose-response curve was readily matched upon altering the cooperativity of the Ste5 nuclear export rate (Section A.1.8, Fig. A.7). Though not as accurate as the ensemble model, a similar trend for Ste4-Ste20 binding was seen in the machine model (Fig. A.8). However, it was unable to exactly reproduce the behavior seen in Fig. A.4.
This was most likely due to the altered rules, which require Ste5 and its binding partners to remain membrane-bound in order to phosphorylate Fus3.

![Figure A.7: Dose-response dynamics in the machine model (phosphorylated Fus3 with respect to pheromone) [37, 38]. Error bars are 95% confidence intervals. Data from [37] (n = 3) and [38] (n = unknown) are in black and blue, respectively. Simulated data is in green (n = 10).](image)

Figure A.7: Dose-response dynamics in the machine model (phosphorylated Fus3 with respect to pheromone) [37, 38]. Error bars are 95% confidence intervals. Data from [37] (n = 3) and [38] (n = unknown) are in black and blue, respectively. Simulated data is in green (n = 10).

![Figure A.8: Fold increase over the basal number of Ste4-Ste20 dimers in the machine model. [153] The error bars represent 95% confidence intervals for both experimental and simulated data (n = 3 and n = 10, respectively).](image)

Figure A.8: Fold increase over the basal number of Ste4-Ste20 dimers in the machine model. [153] The error bars represent 95% confidence intervals for both experimental and simulated data (n = 3 and n = 10, respectively).
A.3.3 Compositional drift

Compositional drift was first introduced as a measure of intracellular heterogeneity in [12]. Drift ($d$) is a pairwise comparison between the set of complexes, $C$, of two independent simulations, $i$ and $j$, which originated from the same initial conditions. It is defined as the symmetric difference of the two sets divided by the union of the two sets:

$$d(i, j) = \frac{|C_i \Delta C_j|}{|C_i \cup C_j|}$$

where $|X|$ is the number of elements in some set $X$. This results in a normalized value between 0 and 1 where $d = 0$ indicates identical sets of complexes and $d = 1$ indicates disjoint sets. Given two simulated cells and their constituent complexes, drift is thus the probability that a given complex is present in one cell but not the other.

As mentioned in the main text, this calculation takes into account any difference between two complexes, however minor. To confirm that this is a reasonable method of determining the level of heterogeneity among signaling species, we examined a number of different criteria. First, we took snapshots from ten simulations and calculated drift while ignoring any difference due to post-translational modifications (e.g. phosphorylation). We can see that although drift is reduced slightly in this case, substantial heterogeneity still exists when solely considering the binding patterns of the present complexes (Fig. A.9).

However, phosphorylation is certainly important in a signaling cascade; Fus3 cannot induce transcription of mating-related genes without being phosphorylated on two of its residues. Thus we investigated a comparison that can incorporate these distinctions while ignoring differences among complexes which have no behavioral consequence for the system. We used our ten snapshots to construct classes of complexes that are functionally equivalent. For two complexes to be functionally equivalent, the system (or rule set in our case) must not be able to distinguish between the complexes. In essence, one could exchange these two complexes without having any effect on the behavior at that point in time. We defined these equivalence classes using our rule set. In order
to determine which reaction should take place next, each rule is assigned a stochastic rate of being chosen, called the *activity* [16]. The activity is the product of the rate constant and the number of complexes in the mixture that match the LHS of the rule. The number of matches is important for a specific reason: if we have a rule where A converts to B at a rate $k$ and there is no A in the mixture, the system cannot execute this rule regardless of its rate, thus the rule’s activity is 0. By calculating the activity of every rule with respect to a particular complex, we obtain a signature for this complex within a particular rule set. If two (or more) complexes exhibit the same signature (*i.e.* every rule has the same activity) then they belong to the same equivalence class, because they exert the same influence on the system. We found that no two complexes were functionally equivalent over a set of 10 simulations, indicating that the structural distinctions included in our original definition of drift are functionally relevant [12].

In addition to examining the level of drift during peak signaling (Figs. 3b and 5b in the main text) we also examined drift over the union of logarithmically distributed time points. To do this, we compiled a list of the observed unique species from all time points for a particular simulation and performed the pairwise drift calculation with a similarly compiled list of unique species from another simulation. We found very similar results when calculating the density for $N = 50$
simulations (450 total drift values; Fig. A.10), as compared to the drift densities at the single peak signaling time point \((t = 360)\). This confirms that the large differences in generated species between simulations is not an artifact of choosing a single time point for the calculation.

![Drift Density](image)

**Figure A.10:** Drift density for scaffold-based signaling species over multiple, logarithmically distributed time points. Similar to Figs. 3B and 5B in the main text, we see a stark difference between the machine and ensemble models’ average drift. Clearly the drift between simulations is not a result of the time point for which the drift calculation is made.

We also investigated the rate at which a particular simulation diverged from its initial conditions based on drift. This was termed “autodrift,” and is defined as the drift between a simulated cell \(i\)’s sets of complexes at two different points in time: \(d_i(t, t + \Delta t)\). We fit the data to an exponential function using standard nonlinear least-squares regression in R \([113]\). Analysis of the residuals indicated that a single exponential fit did not capture the trend in the data. We therefore attempted fits using both double and triple exponential functions. The functional form of the full model is:

\[
d_i(t, t + \Delta t) = \beta_1 - \beta_2 \cdot e^{-\beta_3 \Delta t} - \beta_4 \cdot e^{-\beta_5 \Delta t} - \beta_6 \cdot e^{-\beta_7 \Delta t}.
\]

We found that fitting the entire model yielded an estimate for the third exponential term \((i.e. \hat{\beta}_7)\) that was not statistically significant when correcting for multiple hypothesis testing. All the other
estimates in all of the variants of the model were significant (see table below). Among this set of nested models we thus selected the double exponential fit as the one that most significantly describes the data. Close inspection of the residuals indicates that there may indeed be a significant further increase in drift on longer time scales (Fig. 3c, main text); the difficulty in this case is that the time window is not long enough to capture this trend in a significant way. Longer simulations could thus yield a model where $\hat{\beta}_7$ is more significant. It is likely that these longer timescale changes in the value of drift represent more than just the turnover of transient complexes, but rather substantive changes in the system that arise due to the progress of the signal down the cascade.

### A.3.4 Species classification and clustering

Since most of the combinatorial complexity in this cascade is centered around Ste5 and all its potential interaction partners, we classified the complexes present in our snapshots into 6 categories or bins. In order to do this we constructed the largest possible complexes starting from monomers based on the rule set. The resulting 6 complexes (with Fus3 and Kss1 considered interchangeable) are the basis for classification; any species generated during simulation will match a pattern present in one of these complexes and thus belong to its bin.

Three of the six bins are directly related to specific aspects of the response network: one bin

<table>
<thead>
<tr>
<th>Parameters</th>
<th>single</th>
<th>Model Estimates ($p$-value)</th>
<th>double</th>
<th>triple</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\hat{\beta}_1$</td>
<td>0.7633 ($&lt; 2 \times 10^{-16}$)</td>
<td>0.7759 ($&lt; 2 \times 10^{-16}$)</td>
<td>0.7850 ($&lt; 2 \times 10^{-16}$)</td>
<td></td>
</tr>
<tr>
<td>$\hat{\beta}_2$</td>
<td>0.6821 ($&lt; 2 \times 10^{-16}$)</td>
<td>0.2378 ($&lt; 2 \times 10^{-16}$)</td>
<td>0.2693 ($&lt; 2 \times 10^{-16}$)</td>
<td></td>
</tr>
<tr>
<td>$\hat{\beta}_3$</td>
<td>5.452 ($&lt; 2 \times 10^{-16}$)</td>
<td>2.090 ($&lt; 2 \times 10^{-16}$)</td>
<td>2.609 ($&lt; 2 \times 10^{-16}$)</td>
<td></td>
</tr>
<tr>
<td>$\hat{\beta}_4$</td>
<td>N/A</td>
<td>0.5252 ($&lt; 2 \times 10^{-16}$)</td>
<td>0.4849 ($&lt; 2 \times 10^{-16}$)</td>
<td></td>
</tr>
<tr>
<td>$\hat{\beta}_5$</td>
<td>N/A</td>
<td>10.82 ($&lt; 2 \times 10^{-16}$)</td>
<td>11.65 ($&lt; 2 \times 10^{-16}$)</td>
<td></td>
</tr>
<tr>
<td>$\hat{\beta}_6$</td>
<td>N/A</td>
<td>N/A</td>
<td>0.02013 (4.98 $\times 10^{-16}$)</td>
<td></td>
</tr>
<tr>
<td>$\hat{\beta}_7$</td>
<td>N/A</td>
<td>N/A</td>
<td>0.01795 (0.005)</td>
<td></td>
</tr>
</tbody>
</table>

Table A.13: Autodrift fitting parameters
contains all G-protein related complexes (and the pheromone peptide), another contains all species localized in the nucleus, and a third contains all scaffold-based species (note that some monomeric species could be placed in multiple bins: we placed these in the scaffold-based bin by convention). The remaining three bins are primarily composed of a kinase (Ste11, Ste7 and Fus3 and Kss1) and its specific phosphatase. Here we focus almost exclusively on the scaffold bin. A representation of the complex defining this bin is seen in Fig. A.11.

Figure A.11: This diagram shows a labeling system for creating the integer sequences for the clustering of complexes (take note that this complex can never actually exist in our simulations since Fus3 and Kss1 cannot simultaneously bind their shared substrates; it is merely a visual representation of how we create unique identifiers for each complex). Each position in the sequence is associated either with a protein agent or an agent’s phosphorylation site. Note that some agents have multiple phosphorylation sites (e.g. in our model, Fus3 can be phosphorylated on two independent residues). Each number in the sequence can have a range of integer values. For protein agents this is either 0 or 1, indicating their presence in the complex. The range of potential integers for phosphorylation sites vary between sites, however 0 indicates no phosphorylation for all sites. Sites representing a specific residue are either 1 or 0 (indicating the presence/absence of phosphorylation), however sites representing multiple residues can have values larger than this (e.g. Ste11 has a site representing 3 distinct residues requiring phosphorylation for its activation, therefore this site can contain values up to 3).

Following our analysis of subgraph conservation among scaffold-based signaling species, we performed clustering analysis on this subset of complexes during peak signaling ($t = 360$ seconds). This enabled us to formalize our search for the existence of a core complex. In order to cluster the complexes generated by our simulations we converted each complex in a particular snapshot to a unique sequence of integers (vector) in order to calculate the graph edit distance ($G_{edit}$) between
any two species in the same bin. In graph theory, $G_{edit}$ is the minimum number of *edits* or changes necessary to convert one graph to another. In the case of our depictions of macromolecular complexes, bonds are equivalent to edges (simple contact, with Ste20/Ste11 contact an exception) and protein or gene agents represent nodes. When considering these complexes in our vector notation, $G_{edit}$ is the sum of the absolute value of differences at each position in two sequences, $r$ and $s$, of length, $l$:

$$G_{edit} = \sum_{n=0}^{l} |r_n - s_n|. \quad (A.5)$$

This is also known as the “Manhattan distance”, or $L^1$-norm. We included differences in phosphorylation states in $G_{edit}$, as these differences clearly have an effect on the signaling network (Section A.3.3). In Fig. A.11, we outline our method for creating these sequences. Note the symmetry in this scaffold-based bin, resulting in two possible integer sequences per complex and thus two unique ways to calculate $G_{edit}$ between two particular species (as mentioned above, $G_{edit}$ is always the minimum value in this situation). A sample calculation is seen in Fig. A.12.

Figure A.12: Calculating $G_{edit}$ between two complexes. Each sequence is one of two potential vector representations for its complex. In terms of *graph edits*, we can see that there are five (seen in red): removal of Ste20, addition of unphosphorylated Ste7, and addition of three phosphates on Ste11.

Upon generation of these sequences, we proceeded to hierarchically cluster the complexes according to the $G_{edit}$ matrix. We focused on clustroid-based single-linkage clustering for our data though both standard single- and complete-linkage criteria gave similar results. We also attempted to find the optimal number of clusters, $N$, via a specific stopping criterion, $E(i)$ [154]. Unfortu-
nately this criterion did not return consistent results between multiple snapshots, thus we chose \( N = 10 \) as our ultimate number of clusters for analysis. Varying this cutoff did not influence the results discussed below (seen below and in Fig. 2.4B in the main text).

![Minimum between-cluster distance](image)

Figure A.13: MBCD distributions for clusters in the ensemble model both between and within snapshots (\( n_{\text{intra}} = 90 \) and \( n_{\text{inter}} = 45 \)). Though the mean intercellular MBCD is lower than the mean intracellular MBCD (\( p < 10^{-5} \)) we would expect that the intercellular MBCD would be near 0 if there was conservation within the scaffold species. Both densities were estimated using KDE methods in R [113]

If the complexes expressed some sort of conserved binding pattern, we would expect that the clusters generated from one snapshot would be near identical or similar to the clusters generated from another. However this was not the case, as the intercellular minimum between-cluster distance (MBCD) is nearly as large as the intracellular MBCD (when hierarchically clustering the complexes, the intercellular MBCD is the criteria for selecting which two clusters will join next, Fig. A.13).

We also found that clusters containing more than 10 complexes exhibited very little conservation in terms of structural similarity between their constituent species. Note that in many of these clusters not even Ste5 dimers were conserved. In fact, the mean of the average \( G_{\text{edit}} \) between the clustroid and its cluster constituents (where the number of constituents \( \geq 10 \)) is greater than 6 as seen in Fig. A.14. A different way of framing this result is to consider the largest conserved component within a particular cluster (while still retaining the condition on the number of constituents). We calculate this conserved component using exclusively those entries in the vector
representation that refer to protein presence/absence; we do not consider phosphorylation state. With our standard clustering cutoff of $N = 10$ (Fig. A.15, black) we see a distribution where a conserved component consisting of only 2 proteins is in the 89th percentile. As we increase $N$, the mean of this distribution changes slightly, but maintains consistently low values (near or around 2). We also see a shift in the peak of the distribution (from 0 to 2) between $N = 10$ and $N = 20$, however it remains at 2 through $N = 100$ indicating consistently low conservation within clusters of reasonable size. Thus we reach the same conclusion with our clustering that we did with our simpler analysis of structural conservation seen in Fig. 2.4A in the main text.

![Graph](image)

**Figure A.14:** Distribution of average $G_{edit}$ scores between a clustroid and its constituent complexes in the ensemble model ($N = 26$). Note this is only calculated when the number of elements in a cluster is $\geq 10$. Upon consideration of 10 independent simulations (and their snapshots) only 26 of the total 100 clusters contained over 10 complexes. Density estimated using KDE methods in R [113]

### A.3.5 Enumerating all possible species

In order to determine the total number of scaffold-based (i.e. Ste5-bound) protein complexes that can possibly form, we proceeded to use BioNetGen to construct the reaction network for the two models. The output listed all species that could be formed from that particular ruleset, and from this list we found a total of 1106 Ste5-bound species for the machine model. BioNetGen was incapable of enumerating the species present in the ensemble model due to memory restrictions, so
Figure A.15: Frequency of the size of the largest conserved component in clusters with 10 or more complexes. Different colors represent different distributions based on varying values of the clustering cutoff, $N$. Total number of clusters for each distribution: red = 110, blue = 78, green = 38, black = 47.

We analytically calculated the total number of scaffold-based species. We implemented a counting procedure made relatively simple by the mutual independence of many of the binding interactions in the ensemble model (i.e. Ste5 can bind Ste11 independent of all of Ste5’s other binding sites and independent of Ste11’s phosphorylation state). Consider the structure seen in Fig. A.11. Since all of Ste5’s binding interactions are mutually independent we can focus on each of Ste5’s sites individually and then take the product across all sites to estimate the total number of possible states. Initially we will focus on molecules that have only one Ste5.

We see that Ste5’s top site binds Ste4 and Ste4 can bind Ste20. This results in 3 total species, assuming Ste5 is always present: Ste5, Ste5-Ste4, and Ste5-Ste4-Ste20, since Ste20 can only be present in the presence of Ste4. The second site on Ste5 binds Ste11 (again, independently of all other sites), and Ste11 can be in 4 phosphorylation states according to the agent declaration present in the Kappa model file:

```
%agent: Ste11(mapk, ste5, degradation~u~p, S302_S306_S307~u~p~pp~ppp)
```

Since we are primarily concerned with those structures directly related to signal transduction,
we will ignore the ‘degradation’ site for this calculation. Thus we have 5 different states (Ste5 unbound + 4 Ste5-Ste11 states). Fig. A.11 also shows the possibility of Fus3 or Kss1 binding to Ste11, and this interaction is independent both from Ste11’s phosphorylation state and Fus3/Kss1’s phosphorylation state. Since both Fus3 and Kss1 can be in 4 phosphorylation states, we have a total of 9 possible ways that Ste11 can bind a MAPK while bound to Ste5 (Ste5-Ste11 unbound + 4 Ste5-Ste11-Fus3 states + 4 Ste5-Ste11-Kss1 states). Finally, we multiply the 4 Ste5-Ste11 states times the 9 Ste5-Ste11-MAPK states and add the remaining unbound Ste5, resulting in 37 total states for Ste5’s Ste11 binding site.

Further counting is as follows:

<table>
<thead>
<tr>
<th>Ste5 site</th>
<th>States</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ste4</td>
<td>3</td>
<td>Ste5 + Ste5-Ste4 + Ste5-Ste4-Ste20</td>
</tr>
<tr>
<td>Ste11</td>
<td>37</td>
<td>4 Ste11 states · 9 MAPK states + 1 unbound Ste5</td>
</tr>
<tr>
<td>Ste7</td>
<td>28</td>
<td>3 Ste7 states · 9 MAPK states + 1 unbound Ste5</td>
</tr>
<tr>
<td>MAPK</td>
<td>9</td>
<td>8 MAPK states + 1 unbound Ste5</td>
</tr>
<tr>
<td>phosphorylation</td>
<td>2</td>
<td>2 phosphorylation states</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>55944</strong></td>
<td></td>
</tr>
</tbody>
</table>

From here we can then enumerate all species that include a Ste5 molecule. Since both Ste5 molecules can operate independently we have $55944^2$ species with Ste5 dimers + 55944 species with a Ste5 monomer, resulting in nearly 3.13 billion Ste5-based species, nearly a 3 million-fold increase compared to the machine model.

### A.3.6 Socio-affinity scoring

We used the socio-affinity (SA) index described in [19] to determine whether standard methods of deriving complex information from high-throughput data, such as tandem affinity purification (TAP), can distinguish between machine-like complexes and ensembles of signaling species. Note that the following definitions and equations merely summarize descriptions given in [19]. The SA
score between protein $i$ and $j$, $A(i, j)$, is based on binary (bait and prey) interaction data, and is a linear combination of a number of terms:

$$A(i, j) = S_{i,j|i=bait} + S_{i,j|j=bait} + M_{i,j} \tag{A.6}$$

where

$$S_{i,j|i=bait} = \log \left( \frac{n_{i,j|i=bait}}{f_{i}^{bait} \cdot n_{bait} \cdot f_{j}^{prey} \cdot n_{i=bait}^{prey}} \right) \tag{A.7}$$

and

$$M_{i,j} = \log \left( \frac{n_{i,j}^{prey}}{f_{i}^{prey} \cdot f_{j}^{prey} \cdot \sum_{all-baits} n_{prey} \cdot \left( \frac{n_{prey} - 1}{2} \right)} \right). \tag{A.8}$$

For the terms in $S_{i,j|i=bait}$ we have the following: $n_{i,j|i=bait}$ is the number of $j$’s that $i$ pulls down when $i$ is bait, $f_{i}^{bait}$ is the frequency that $i$ was bait, $n_{bait}$ is the number of unique bait proteins, $f_{j}^{prey}$ is the fraction of times that $j$ was pulled down by any bait that was not $j$ itself, and $n_{i=bait}^{prey}$ is the total number of proteins $i$ pulled down not counting itself. Since we are performing TAP *in silico*, we are guaranteed to retrieve all prey proteins for a particular bait and do not need multiple replications with the same bait (as all preys are explicitly accounted for in the snapshot). This means that $f_{i}^{bait} = \frac{1}{n_{bait}}$ and the $S$ term simplifies to:

$$S_{i,j|i=bait} = \log \left( \frac{n_{i,j|i=bait}}{f_{j}^{prey} \cdot n_{i=bait}^{prey}} \right). \tag{A.9}$$

This term is thus the logarithm of the number of times $i$ pulls down $j$, divided by the expected value of this number (which is the total number of times $j$ is pulled down times the total number of proteins $i$ pulls down as bait).

The terms in $M_{i,j}$ are as follows: $n_{i,j}^{prey}$ is the number of “purifications” in which $i$ and $j$ are observed together when neither $i$ nor $j$ are bait, $f_{i}^{prey}$ and $f_{j}^{prey}$ are the fraction of unique monomers pulled down by $i$ or $j$, respectively, and $n_{prey}$ is the number of unique monomers pulled down with bait $i$. Note that this last term is summed over all bait proteins, and thus does not require an index. $M_{i,j}$ is thus the logarithm of the observed “co-purifications” of $i$ and $j$ over its expected value,
which is the frequency of observing $i$ and $j$ together over all baits when neither $i$ nor $j$ are baits.

We created an $N \times N$ matrix of SA scores over all protein types ($N = 18$ unique proteins) for snapshots generated during peak signaling ($t = 360$ s) in both the machine and ensemble models. As this is a symmetric matrix, there are 153 unique pairings of proteins (and thus 153 SA scores). The majority of these pairings result in a score of 0 since there is no possibility of their presence in the same complex (e.g. Pheromone and Dig1). It is plain to see, however, that the SA scores which do exist are between proteins that are in the same bins as discussed above in Section A.3.4. The ensemble model’s SA matrix is divided over two tables (Table A.14 and Table A.15); some interactions’ SA scores are shown twice (e.g. Ste11 and Ste7) and the scores not shown are equal to 0. Fig. 2.6A in the main text shows the correlation between the values in the machine and ensemble SA matrices.

We can then create clusters or "functional modules" as referred to in [67] using the Markov clustering (MCL) algorithm outlined in [68]. The MCL algorithm partitions the set of proteins into disjoint clusters based on their SA scores, yet we know that certain proteins may associate with multiple types of complexes (e.g. Ste4 associates with G-protein related proteins and scaffold related proteins). To allow these proteins to be “shared” between modules we adapted Pu et al.’s method [67] and checked for proteins that had interactions with proteins in a distinct cluster. If a protein has positive SA scores with 75% of those in the “acceptor” cluster, we consider it a member of the acceptor cluster in addition to its original cluster. Representative clusters can be seen in Fig. 2.6A in the main text.
<table>
<thead>
<tr>
<th>Phe.</th>
<th>Ste2</th>
<th>Sst2</th>
<th>Gpa1</th>
<th>Ste4</th>
<th>Ste20</th>
<th>Ste5</th>
<th>Ste7</th>
<th>Ste11</th>
<th>Ste12</th>
<th>Dig1</th>
<th>Dig2</th>
<th>Fus3</th>
<th>Kss1</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>5.1048</td>
<td>4.6352</td>
<td>4.2624</td>
<td>2.7848</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1.8951</td>
</tr>
<tr>
<td>5.1048</td>
<td>0</td>
<td>4.6607</td>
<td>4.2888</td>
<td>2.8293</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1.918</td>
</tr>
<tr>
<td>4.6352</td>
<td>4.6607</td>
<td>0</td>
<td>3.818</td>
<td>2.4891</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2.9292</td>
</tr>
<tr>
<td>4.2624</td>
<td>4.2888</td>
<td>3.818</td>
<td>0</td>
<td>4.7597</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1.0759</td>
</tr>
<tr>
<td>2.7848</td>
<td>2.8293</td>
<td>2.4891</td>
<td>4.7597</td>
<td>0</td>
<td>3.7073</td>
<td>3.5454</td>
<td>1.6443</td>
<td>2.8402</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1.8825</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>3.7073</td>
<td>0</td>
<td>7.1188</td>
<td>5.1865</td>
<td>6.3936</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>3.6351</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>3.5454</td>
<td>7.1188</td>
<td>0</td>
<td>5.9115</td>
<td>7.0845</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>4.2624</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1.6443</td>
<td>5.1865</td>
<td>5.9115</td>
<td>0</td>
<td>5.1393</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>4.4198</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2.8402</td>
<td>6.3936</td>
<td>7.0845</td>
<td>5.1393</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>4.0232</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>3.939</td>
</tr>
<tr>
<td>1.9127</td>
<td>2.213</td>
<td>2.213</td>
<td>0.3699</td>
<td>1.3433</td>
<td>3.1986</td>
<td>3.8706</td>
<td>5.2097</td>
<td>4.7526</td>
<td>4.2255</td>
<td>4.2255</td>
<td>0</td>
<td>1.5936</td>
<td></td>
</tr>
</tbody>
</table>

Table A.14: Socio-affinity score table for proteins associated with the G-protein cycle, scaffold-based signaling, and transcriptional regulation. The three blocks of nonzero values correspond to the bins described in Section A.3.4 (note that the MAPKs are present all these bins).
A.3.7 Robustness of combinatorial inhibition

In order to confirm that our results on combinatorial inhibition were not artifacts of the parameter sets of the machine and ensemble models, we created 100 models with randomized parameters for both the machine and ensemble model. The procedure for generation and simulation of these models follows that described in Section A.2.4. We simulated these models at wild-type, 12x, and 60x concentrations of Ste5. We found that for all ensemble-based models, 12x concentrations of Ste5 increased Fus3 activation and 60x concentrations of Ste5 decreased Fus3 activation relative to the 12x activation level, confirming the robust presence of combinatorial inhibition (Fig. A.16). The machine-based models display resistance to combinatorial inhibition (Fig. A.17), with most models producing similar levels of Fus3 activation at 12x and 60x concentrations of Ste5.

Calculation of relative ΔFus3pp values in Fig. 2.6C of the main text was performed by subtracting the number of active Fus3 molecules at peak signaling (Fus3pp) for some scaffold concentration from Fus3pp for some higher scaffold concentration. In the case of Fig. 2.6C in the main text, these values are 60x WT and 12x WT. This value was then divided by Fus3pp for the lesser of the two scaffold values. The resulting value is then a measure of the relative increase (> 1) or decrease (< 1) of the change in Fus3 activation during peak signaling.
Figure A.16: Ensemble parameter randomizations (100 parameter sets). The $x$-axis is the difference in Fus3 activation (in number of molecules) between WT and 12x concentrations of scaffold and $y$-axis is the difference in Fus3 activation between 12x and 60x concentrations. Dashed lines are $x = 0$ and $y = 0$ for reference, and the dotted line is $y = -x$ to accentuate the strong correlation between these values.

Figure A.17: Machine prozone parameter randomizations (100 parameter sets). Axes and dashed lines are as Fig. A.16
Figure A.18: Relative ΔFus3pp values for randomized machine and ensemble models have similar means when considering the difference in scaffold concentration between 12x and wild-type values, but the machine model’s distribution has a much higher variance. The majority of values in both models, however, were positive, indicating a general increase in signaling activity.
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B.1 Varying signal strength

Initially, we varied the copy number of the signaling molecule ($K_0$, representing an active signal molecule) to generate dose-response trends in our three models, however, a single such molecule induced a greater-than-negligible response. Therefore we implemented an alternate strategy for fully exploring the low-signal range of dose-response behavior of these systems, in which the activity of the first phosphatase in the cascade ($P_1$) was varied to suppress or allow signal throughput. Specifically, we modified the catalytic rate of $P_1$ (or $p_{cat,1}$) while simultaneously varying the association rate between $P_1$ and active $K_1$ ($p_{on,1}$) in order to maintain identical $K_M$ values for all enzyme types:

$$p_{on,1} = \frac{p_{off} + p_{cat,1}}{K_M}.$$  \(\text{(B.1)}\)

This provides a fixed saturation level for this initial covalent modification cycle (here termed a Goldbeter-Koshland, or GK, loop [87]) that is identical to the maximum saturation levels in the subsequent substrate-modification reactions. It is also important to note that this first cycle is independent of any scaffold interaction, and is thus a true GK loop. Varying $p_{on,1}$ and $p_{cat,1}$ allows us to use the ratio of maximum enzyme velocities $\left( S = \frac{V_{max,K_0}}{V_{max,P_1}} \right)$ for this first GK loop to measure a simulation’s exposure to signal. [86, 87].
We chose ranges of signal values empirically for each signaling paradigm such that both low- and high-response behaviors were observed, characterizing both minimum and maximum signal throughput. For the unsaturated ensemble and solution models and all saturated models, we varied $S$ between $10^{-5} - 10^5$ s$^{-1}$ in logarithmic increments. The unsaturated machine models exhibited stronger sensitivity to signal (measured as $S_{50}$), thus we examined a signal range of $10^{-8} - 10^2$ s$^{-1}$ with identical increments.

B.2 Unsaturated models

In the main text, our results focused exclusively on models with a 1:10 phosphatase to kinase copy number ratio (with the exception of the first and last kinases as mentioned in section B.1 and in the main text, respectively). As expected, varying this quantity influences the qualitative trends minimally and merely inhibits signal throughput at greater cascade depths as seen in Figure B.1.

B.2.1 Signal amplification

Since scaffold proteins have been proposed to decrease signal amplification [22, 23, 80], we proceeded to investigate these claims within our three signaling paradigms. We defined amplification as the ratio of initial kinase activation to final kinase activation: \( \frac{K^*_1}{K^*_F} \). Since the activation of the first kinase in all signaling paradigms is equivalent to the activation of the substrate in an isolated GK loop (see section B.1), we can analytically calculate this quantity and apply it to our calculation of the signal amplification. Since the kinases in our models are not saturated (including the initial kinase) we cannot employ the typical Michaelis-Menten approximations and instead use the total quasi-steady-state approximation outlined in [136] to determine the level of active initial kinase. Depth-dependent amplification for each signaling paradigm (with a phosphatase to kinase ratio of 1:10) can been seen in Figures B.2-B.4.

A number of trends emerge, most notably that all paradigms exhibit at least 30x peak amplification for some level of signal. Furthermore, optimal amplification takes place when the signal levels
are moderately low and increased cascade depth generally corresponds to increased amplification. We can therefore conclude that, in our models, scaffolding does not preclude signal amplification, and the nature of the scaffold-mediated signaling (i.e. machine- or ensemble-like) greatly impacts the level of amplification.

**B.2.2 Varying scaffold number**

Figures B.5-B.7 show Hill parameter trends and CoV trends mentioned in the main text.

**B.3 Saturated models**

Shown clearly in Figure B.8, we observe minimal difference between the three signaling paradigms with saturating conditions. There are slight qualitative differences between varying phosphatase levels, such as the variation in depth-dependent signal sensitivity trends (i.e. low signal throughput results in slightly less sensitive response for mid to large cascade depths, and even less sensitivity for shallow cascades; Figure B.9). However the Hill-based parameters generally reflect similar behavior across all paradigms, which stems from our assumption of noncompetition between substrates and phosphatases for kinases. As a result, the initial saturated modification cycle (i.e. $K_0$ binding and activating $K_1$) follows precisely the dynamics of a typical Goldbeter-Koshland futile cycle [87]. The resulting ultrasensitive behavior then propagates through the subsequent covalent modification cycles (themselves similarly ultrasensitive) producing a switch-like response from the final kinase (Figure B.10). Since this behavior is consistent throughout all three examined signaling paradigms, we chose to focus on the unsaturated parameter regime due to its relative phenotypic diversity.

As a side note, over the course of our calculations, we observe jagged edges in our matplotlib-based interpolation of the saturated data sets. This is due to the relatively coarse-grained sampling of both phosphatase concentration space as well as signal space; this prevented accurate fitting of some data sets to the Hill function (see main text) and still more were thrown out due to insignifi-
cant parameterization. Since the saturated models exhibit such sharp ultrasensitivity (Figure B.10), it would take extensive sampling of parameter space to produce smoother graphs (and is outside the scope of this work).

**B.4 Combinatorial complexity in species formation**

As mentioned in the main text, the ensemble model exhibits far greater combinatorial complexity in terms of signaling species formation. This was initially examined in [1, 11]. We observe this phenomenon in Figure B.11 where, at increased cascade depths, ensemble-like networks are capable of sampling over an order of magnitude more species than their machine-like counterparts. The solution model, due to its lack of scaffold, reveals even less complexity in its network; at the greatest examined cascade depth, ensemble-like networks can produce over three orders of magnitude more signaling species. This result is quite striking, especially when considering that the machine and ensemble signaling paradigms generate far less intrinsic noise.

**B.5 Causality analysis**

In order to determine how the ensemble models reduced inappropriate pathway output in our analysis of crosstalk, we proceeded to examine the trajectory of events necessary for activation of the outputs of pathway A and B when only pathway A’s signal was active. We therefore produced strongly compressed causal flows, termed *causal histories or stories*, which are formal mathematical representations of how a particular structure is constructed [92]. Upon generation of stories for $K_{3,A}$ and $K_{3,B}$ when pathway A is maximally active and pathway B is minimally active (Figure B.12) we observe that the story for $K_{3,B}$ (right) involves 2 more events than that for $K_{3,A}$ (left). Specifically, $K_{3,B}$ activation in this system requires that active $K_2$ unbinds Scaf$_A$ and subsequently binds Scaf$_B$. These additional events are responsible for the reduction in pathway B activation relative to the solution model’s equal activation of both $K_{3,A}$ and $K_{3,B}$ when only pathway A is active.
Figure B.1: Dose response trends for select unsaturated models. The left column of models contains those with a 2:1 phosphatase to kinase ratio, and the right column has a ratio of 1:1. We observe a decrease in response (R) for cascades of greater depth (D), though the qualitative signal (S)-dependent trends remain consistent across parameter space.
Figure B.2: Signal amplification dependence on signal level in solution models of varying depth.
Figure B.3: Signal amplification in ensemble models.
Figure B.4: Signal amplification in machine models.

Figure B.5: Dose-response ultrasensitivity as a function of depth and scaffold number. For both machine and ensemble models, a decrease in ultrasensitivity is observed with increasing scaffold number.
Figure B.6: Sensitivity to signal with respect to depth and scaffold number. Sensitivity increases to a certain point and remains constant in the machine model. This also occurs in the ensemble model, however once the effects of combinatorial inhibition become relevant (at higher scaffold numbers) the sensitivity to signal decreases.

Figure B.7: The ensemble model exhibits a minimum amount of noise when the scaffold and kinases are at stoichiometric ratios, though the increase resulting from deviating from this value is less than an order of magnitude in the sample parameter space. The machine model does not exhibit such a clear trend, however the fluctuations in noise are again less than an order of magnitude from the default parameter set.
Figure B.8: Dose response trends for select saturated models. From left to right, the phosphatase to kinase ratio is 1:10, 1:2, 1:1 and the axis labels are identical to those in Figure B.1. We observe similar behavior to that seen in unsaturated models despite the fact that the transitions between the inactive and active regimes of the cascades occur much more sharply.
Figure B.9: The saturated models exhibit notably lower sensitivity to signal. The most major qualitative distinction between these and the unsaturated models’ trends is the invariant behavior of the models with respect to cascade depth (with the exception of the 2-kinase cascades).
Figure B.10: The saturated models are much more ultrasensitive relative to the unsaturated models. Here, P is the phosphatase concentration, n (or n) is the Hill coefficient, and D is cascade depth. The machine and solution models have similar Hill coefficients at higher depths, and although the ensemble model maintains lower values across the searched parameter space, we observe notably larger n values as compared to the relevant unsaturated models.
Figure B.11: Combinatorial complexity in the ensemble model (black) leads to an increased number of potential species as compared to the machine (red) and solution (blue) models. This phenomenon is exaggerated as the depth of the cascade is increased.
Figure B.12: Output of strongly compressed causal histories from KaSim, showing the causal relationships between the rules relevant for $K_{3,A}$ and $K_{3,B}$ activation when only pathway A is active. Each blue node in the directed story graph is an event that is required for formation of the final object of interest, in this case, activation of the kinase following the shared kinase ($K_2$) in either pathway A or B (red nodes). The edges in this graph represent either an activating (solid with arrows) or inhibiting (dotted with bars) influence between the upstream and downstream events.
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C.1 Information Theory Calculations

C.1.1 Mutual Information

The mutual information between two random variables representing a signal, $S$, and a response, $R$, is defined as:

$$I(S;R) = \int_S \int_R p(s,r) \log \frac{p(s,r)}{p(s)p(r)} ds dr,$$

where $S$ is a random variable representing the input signal, $R$ a random variable representing the response, $p(s,r)$ is the joint probability distribution for some combination of $s$ and $r$ values, and $p(s)$ and $p(r)$ are the corresponding marginal distributions [26]. One of the major difficulties in calculating this quantity from experimental data is the fact that the continuous probability density functions defined above must be estimated on the basis of an inherently discrete data set. As a result, a number of approaches have been developed to obtain unbiased estimates of the mutual information with varying degrees of accuracy [117].

In order to facilitate comparison with earlier results, we employed the same strategy used by Cheong et al. [9]. This strategy has two main components. First, one defines a set number of “bins" in both the signal values $s$ and response values $r$. In cases where one is measuring the molecular
response of individual cells to a given signal (e.g. nuclear localization of NF-κB upon treatment with TNF-α, [9]), there are a small number of ligand concentrations used to treat the cells, resulting in a natural discretization of the $S$ variable and a total of $S_B$ bins of signal values. One defines a number of bins for the response ($R_B$), and uses these bins to estimate the probability of observing some response bin given some signal bin (i.e. $p(r|s)$). A linear extrapolation procedure is then used to estimate the mutual information one would obtain if there were an infinite amount of data in the data set. This extrapolation procedure is described in greater detail in section C.1.1.2 below.

One issue with this approach, however, is that the number of bins into which the signal and response values should be divided is not well-defined; using a larger number of bins generally increases the estimated amount of information [9]. To combat the potential for overestimation of the mutual information, the second phase of the procedure involves varying the total number of bins in the response variable (and, when appropriate, in the signal value as well) and estimating $I$ for both the experimental data and a set of randomized replicates of the data. This allows one to choose a bin size that maximizes $I$ for the real data while still estimating 0 information for the randomized versions. This element of the procedure is detailed in section C.1.1.3. Estimates of the mutual information based on this approach can subsequently be used to calculate the channel capacity by finding the input distribution that maximizes $I$ [26] (section C.1.2).

C.1.1.1 Calculating the mutual information

To calculate the mutual information from our finite data sets, we first created a “contingency table” $K$ based on the data: the rows of this matrix represent the various signal bins, and the columns are the various response bins. Each entry in the matrix is the number of observations from the data that correspond to that particular signal-response pair. The contingency table for a particular experiment might look something like this:
Note that the above table is meant only as an example, and does not contain actual data. One can use the contingency table to calculate the mutual information in terms of the marginal and conditional entropies:

$$I(S; R) = H(S) - H(S|R)$$  \hspace{1cm} (C.2)

$$I(S; R) = - \sum_i^{S_B} p(s_i) \log p(s_i) - \sum_i^{R_B} \sum_j^{S_B} p(s_i, r_j) \log \frac{p(r_j)}{p(s_i, r_j)}$$  \hspace{1cm} (C.3)

where \(i\) ranges over the signal bins and \(j\) over the response bins in the contingency table (recall that \(S_B\) and \(R_B\) are the total number of signal and response bins, respectively). Since each entry in the contingency table can be naturally considered a conditional probability, it is helpful to rewrite this equation as:

$$I(S; R) = - \sum_i^{S_B} p(s_i) \log p(s_i) + \sum_j^{R_B} p(r_j) \sum_i^{S_B} p(r_j|s_i) \log p(r_j|s_i).$$  \hspace{1cm} (C.4)

We can then calculate the frequencies from the contingency table entries and substitute these values into the equation. We define \(N_T\) as the sum over all entries in the table. Since each entry of the matrix, \(k_{ij}\), is the number of instances of signal \(i\) that resulted in response \(j\), we can define the total number of observations corresponding to a given signal bin \(i\) as \(k_{s,i} \equiv \sum_j^{R_B} k_{ij}\). Similarly, we can define the total number of times any particular response bin \(j\) was observed as \(k_{r,j} \equiv \sum_i^{S_B} k_{ij}\). Given these definitions, we can calculate the mutual information using the following equation:

$$I(S; R) = - \sum_i^{S_B} \frac{k_{s,i}}{N_T} \log \frac{k_{s,i}}{N_T} + \sum_j^{R_B} \frac{k_{r,j}}{N_T} \sum_i^{S_B} \frac{k_{ij}}{N_T} \log \frac{k_{ij}}{N_T}.$$  \hspace{1cm} (C.5)
Equation C.5 is used whenever a particular value of $I$ is calculated in the estimation procedure described below [9, 117].

### C.1.1.2 Removing bias due to finite sample size

Although it is straightforward to use equation C.5 to calculate the mutual information, the fact that there are a finite number of data points in the contingency table ($N_T$) can introduce biases into the calculation. To estimate this bias, one can create a smaller data set with $N'_T$ points ($N'_T < N_T$) and calculate $I$. As has been observed previously [9], as $N'_T$ decreases, bootstrap replicates of the data generate higher values of $I$. This results in a roughly linear decrease in $I$ as the inverse sample size decreases (Figure C.1).

To correct for this bias, we used the linear extrapolation procedure employed in Cheong et al. and other previous studies [9, 119]. We chose a total of 5 sample sizes starting from 60% of the original data with uniform increments in inverse sample space until reaching the size of the original data set. Our procedure then involves calculating the joint frequency distribution for the original data set and then randomly sampling the specified number of values over 20 independent replicates. We used these randomly sampled data sets to generate new contingency tables, and using equation C.5 we calculated the distribution of $I$ across the 20 replicates. We then performed a linear regression of the $I$ vs. $1/N_T$ relationship (e.g. the straight lines in Figure C.1). The $y$-intercept of these lines represents the extrapolation to an infinite data set (i.e. $N_T \rightarrow \infty$ implies $1/N_T \rightarrow 0$). All the channel capacities calculated in this work (e.g. those reported in Table 1 of the main text) were obtained from these $y$-intercepts. The errors reported for these values in Table 1, and the error bars in all figures, represent 95% confidence intervals on the linear model’s intercept estimate.

### C.1.1.3 Finding the optimal number of bins

Generating the contingency table relies on a particular discretization or binning of the data. As mentioned above, the signal values used to generate experimental data often represent a natural
Figure C.1: Representative linear models for estimating mutual information at infinite sample size with various numbers of response bins. Here we use experimental data composed of 1000 cells per each of 19 TRAIL concentrations. In this figure we are estimating the mutual information between the level of caspase-8 activity in HeLa cells in response to a uniformly distributed set of TRAIL concentrations. We then calculate the mean mutual information as a function of inverse sample size ($\frac{1}{N_T}$) by taking $n = 20$ independent subsets of the data per sample size. Shown here are the calculated mutual information values for each sampled data set. Calculation of the linear model’s intercept provides us with an estimate of mutual information at infinite sample size for a particular number of response bins.
set of signal bins (e.g. Figure 4.1C and D of the main text). The number of response bins to generate, however, is not clear \textit{a priori}, and the value of $R_B$ has a large impact on estimates of $I$. On one extreme, if we set $R_B = 1$, all of the signals will give the same responses, resulting in a mutual information of 0. Alternatively, we could choose a number of bins, $R_B$, so large that every response bin contains exactly one response value in the contingency table:

$K' = \begin{bmatrix}
  r_1 & r_2 & r_3 & r_4 & r_5 & r_6 & r_7 & r_8 & r_9 & r_{10} & r_{11} & r_{12} \\
  s_1 & 1 & 1 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
  s_2 & 0 & 0 & 1 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 0 \\
  s_3 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 1 & 0 & 0 \\
  s_4 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 1 & 1 
\end{bmatrix}$

(where again we have used an arbitrary data set as an example). This results in a (spuriously) high mutual information—note that, in this case, if we randomly shuffle the signal value that gives any particular output, we will get the same mutual information:

$K'_{\text{rand}} = \begin{bmatrix}
  r_1 & r_2 & r_3 & r_4 & r_5 & r_6 & r_7 & r_8 & r_9 & r_{10} & r_{11} & r_{12} \\
  s_1 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 1 & 0 & 0 & 1 \\
  s_2 & 1 & 1 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
  s_3 & 0 & 0 & 1 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 1 \\
  s_4 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 1 & 0 & 1 & 0 
\end{bmatrix}$

Since $I$ generally increases with an increasing $R_B$ (note the increasing intercept for the data in Figure C.1), we must find an optimal value of $R_B$ that accurately represents the mutual information in the underlying data without artificially inflating it.

Our approach to solving this problem is broadly inspired by previous approaches, particularly that of Cheong \textit{et al.}, with some slight modifications [9, 116]. Each calculation of the mutual information requires some specified number of bins, so we defined both an initial number of bins to use as well as the number of bins by which to increment. For any given $R_B$ value, we generated the bins themselves (\textit{i.e.} the actual range of response values in the data that belongs to each bin)
Figure C.2: Here we show a representative graph of mutual information ($I$) as a function of the number of response bins. The data is the same from which Figure C.1 is generated and each point shown here is the $y$-intercept retrieved from the linear extrapolation procedure outlined in section C.1.1.2. In red is one randomization of the actual data set, shown in black.

so that the total number of observations $k_{r,j}$ for each response bin is (roughly) equal across all the response bins under the signal distribution given by the data set [9, 116]. We then generated the contingency table and estimated $I$ using the linear extrapolation procedure explained above in section C.1.1.2.

Plotting $I$ vs. the total number of response bins (Figure C.2) does indeed demonstrate that mutual information increases essentially monotonically with increasing $R_B$. For each value of $R_B$, we also generated $N_R$ contingency tables with some specified sample size with randomly sampled entries. We calculated $I$ for each one of them; the value of $I$ in these randomized data sets also increases with increasing $R_B$, eventually generating significantly non-zero mutual information where there should be none (Figure C.2).
Cheong et al. obtained an optimal range of bin numbers for each data set via visual inspection of plots like those in Figure C.2 [9]. While this is an effective approach, the large number of data sets and variants in our case prevented us from visually analyzing every case. We thus defined a uniform criterion for choosing the optimal number of bins, defined as the value of $R_B$ that gives the largest value of $I$, subject to the constraint that the 95% confidence interval from the corresponding randomized data must include 0. In other words, we chose an $R_B$ that maximizes the $I$ in the data, but where the randomized data gives mutual information that is not significantly greater than 0.

The range of $R_B$ values that provides this maximum depends on the total number of data points ($N_T$) and on the amount of information present in the data itself; it is thus difficult to define a uniform range of bin numbers to consider for every data set. Therefore we implemented a method to automate the search for the optimal number of bins. In essence, this method iteratively increments the number of bins used in the calculation until a prespecified number of randomized calculations (in our case, 3) for consecutive increments were biased (i.e. significantly above zero).

The discussion above assumes that $S_B$ is fixed at some particular number of signal values, as is typical when generating experimental data. In some of the systems we considered, however, we needed to find an optimal set of signal bins in addition to response bins. This was particularly true of spatial quantities like the angle between the bacterium and the neutrophil (see section C.3). In those cases, we adapted this method to identify the optimal number of bins in both signal and response space.

### C.1.2 Channel Capacity

As mentioned in the main text, the channel capacity is the supremum of the mutual information over all possible signal distributions. Estimating the channel capacity thus involves using the estimate of mutual information obtained from the procedure defined in section C.1.1 to search the space of signal distributions and find the one that maximizes $I$. Since the set of such distributions is obviously infinite, an exhaustive search of all well-defined signal distributions is impossible. Following the example of Cheong et al. [9], we implemented a grid-based search, limited to a
set of unimodal and bimodal Gaussian distributions in addition to a uniform distribution of signal values and the distribution present in the original data set if it is not uniform.

C.1.2.1 Unimodal signal distributions

We generated a range of unimodal signal distributions of the form:

\[ G_U(s) = \frac{1}{\sigma \sqrt{2\pi}} e^{-\frac{(s-\mu)^2}{2\sigma^2}}. \]  

(C.6)

Since we can sample only a subset of possible signal distributions we limit the potential mean values, \( \mu \), to a set of 4 evenly spaced values between the minimum and maximum signal values in the data set (\( S_{min} \) and \( S_{max} \), respectively):

\[ \mu \in \{ f \cdot (S_{max} - S_{min}) + S_{min} \mid f \in \{0.2, 0.4, 0.6, 0.8\} \}. \]

(C.7)

For each \( \mu \) we generate a range of \( \sigma \) values by calculating a maximum standard deviation:

\[ \sigma_{max} = \min \left( \frac{\mu - S_{min}}{3}, \frac{S_{max} - \mu}{3} \right). \]

(C.8)

This constrains the signal distributions so that at least 99% of the area under the distribution falls between \( S_{min} \) and \( S_{max} \) and allows us to use a range of standard deviation values by sampling increasing fractions of \( \sigma_{max} \):

\[ \sigma \in \{ f \cdot \sigma_{max} \mid f \in \{0.2, 0.4, 0.6, 0.8, 1\} \}. \]

(C.9)

C.1.2.2 Bimodal signal distributions

We also implemented a range of bimodal signal distributions of the form:

\[ G_B(s) = \frac{w_0}{\sigma_0 \sqrt{2\pi}} e^{-\frac{(s-\mu_0)^2}{2\sigma_0^2}} + \frac{w_1}{\sigma_1 \sqrt{2\pi}} e^{-\frac{(s-\mu_1)^2}{2\sigma_1^2}}. \]  

(C.10)
where \( w_0 \) and \( w_1 \) are weighting coefficients such that \( w_0 \in \{0.4, 0.5, 0.6\} \) and \( w_1 = 1 - w_0 \). In order to construct these distributions we first defined a minimum difference between \( \mu_0 \) and \( \mu_1 \):

\[
\mu_D = \frac{S_{\text{max}} - S_{\text{min}}}{5} .
\]  
(C.11)

We used \( \mu_D \) to construct a series of pairs \((\mu_0, \mu_1)\) such that

\[
\mu_D + S_{\text{min}} \leq \mu_0 < S_{\text{max}}
\]  
(C.12)

\[
\mu_0 + \mu_D \leq \mu_1 < S_{\text{max}}
\]  
(C.13)

and \( \mu_0 \) is incremented in steps of \( \mu_D \). Similarly to the unimodal signal distributions, both means \( \mu_0 \) and \( \mu_1 \) have multiple, evenly spaced standard deviations, \( \sigma_0 \) and \( \sigma_1 \) that are fractions of some maximum standard deviations, \( \sigma_{0,\text{max}} \) and \( \sigma_{1,\text{max}} \). These values are constrained so that these distributions have both a local minimum between \( \mu_0 \) and \( \mu_1 \) and \( 99\% \) of their area between \( S_{\text{min}} \) and \( S_{\text{max}} \):

\[
\sigma_{0,\text{max}} = \min\left(\frac{\mu_1 - \mu_0}{4}, \frac{\mu_0 - S_{\text{min}}}{3}\right)
\]  
(C.14)

\[
\sigma_{1,\text{max}} = \min\left(\frac{\mu_1 - \mu_0}{4}, \frac{S_{\text{max}} - \mu_1}{3}\right).
\]  
(C.15)

The individual \( \sigma_0 \) and \( \sigma_1 \) values are then:

\[
\sigma_0 = f \cdot \sigma_{0,\text{max}}
\]  
(C.16)

\[
\sigma_1 = f \cdot \sigma_{1,\text{max}},
\]  
(C.17)

where \( f \in \{0.2, 0.4, 0.6, 0.8, 1\} \).
C.1.2.3 Weighting the data

With this set of unimodal and bimodal signal distributions, we can determine how the mutual information of a particular data set varies with different signal distributions in order to estimate the channel capacity. To do this, we modified the original contingency table in order to recalculate the mutual information according to each new signal distribution. Each signal bin \( s_i \) corresponds to a range of signal values between, say, \( s_{i,\text{min}} \) and \( s_{i,\text{max}} \) and yields a corresponding number of observations in the contingency table, \( k_{ij} \) for each response bin \( r_j \). For any unimodal or bimodal signal distribution \( G_A(s) \), we calculated the new value for this entry in the contingency table 

\[
 k'_{ij} = \frac{p'(s_i)k_{ij}}{p(s_i)}
\]

where

\[
p'(s_i) = \int_{s_{i,\text{min}}}^{s_{i,\text{max}}} G_A(s) \, ds
\]

is the new probability of observing some signal value \( s_i \) and \( p(s_i) \) is the uniform probability of observing that signal bin \( s_i \). We can use this to generate a new contingency table, and calculate the relevant quantities:

\[
 N'_T = \sum_i^{S_B} \sum_j^{R_B} k'_{ij}, \quad k'_{s,i} = \sum_j^{R_B} k'_{ij}, \quad k'_{r,j} = \sum_i^{S_B} k'_{ij}.
\]

The procedure produces a new contingency table that has the same number of entries as the original one. For each distribution \( G_A(s) \) that we considered, we used the procedures described in section C.1.1 to estimate the mutual information for that particular distribution. The maximum mutual information over all signal distributions calculated is our estimate of the channel capacity \( C \). As mentioned above, the errors reported for \( C \) represent the 95% confidence interval for the intercept estimated by the linear extrapolation procedure (section C.1.1.2).

C.2 Additional Experimental Calculations

C.2.1 Control calculations

As mentioned in the main text, we examined the channel capacities between the activities of the initiator caspase (IC; cleaved caspase 3) and both the effector caspase (EC; cleaved PARP) and
terminal cellular phenotype. We found that the IC to EC channel capacity exceeded 1.2 bits. This confirms the nature of IC as an intermediate component in the TRAIL signaling network due to the relative increase in information when using IC as the input distribution to the channel capacity calculation instead of TRAIL.

C.2.2 Population size dependence of single-cell channel capacity

Given our large data set, we investigated how channel capacity would vary for individual cells as a function of population size; as mentioned in the main text, the population-level channel capacity has a clear dependence on the size of the population. We expected to find that as the sample size increases the estimators describing the response distribution will be sufficiently accurate to prevent the need to calculate the channel capacity from the entire data set of over 1.2 million cells (which is computationally expensive). We confirmed this empirically, upon calculation of the single-cell channel capacity for increasing subsets of our FACS-generated data, using sample sizes of 500, 1000, and 2000 cells per TRAIL concentration.

C.2.3 Dose-dependent scaling

In our data we observed that IC activity levels were substantially higher in dead than live cells, most likely due to the variety of positive feedback mechanisms present in the caspase cascade [155]. Because this additional cleavage of caspase 3 in dead cells occurs downstream of the cell’s commitment to apoptosis, it could be considered a consequence of the cell’s phenotypic outcome rather than as an intermediate factor contributing to it. Since the channel capacity estimation is time-dependent (and capturing the exact moment of cell death for every cell is technologically infeasible), we proceeded to examine the impact that post-commitment IC activity has on our estimates for channel capacity between TRAIL dose and IC activity level. We therefore performed our analysis separately for live and dead cells by partitioning them into these two groups according to the threshold effector caspase response, $t_{EC}$ [99]; we calculated this quantity by estimating the minimum density between the two peaks of the bimodal EC activity distribution: $\log_{10}(t_{EC}) =$
Figure C.3: Initiator caspase activity scales with TRAIL among living cells. Shown for each TRAIL concentration are the sample mean and standard deviation ($n \approx 60,000$ cells).

$2.85 \pm 0.05$ [113]. We then plotted the dose response data to determine how response varies with TRAIL concentration. These plots show clearly that only initiator caspase activity scales with TRAIL dose, and it does so only among living cells (Figure C.3). The channel capacity between TRAIL and IC activity in living cells is approximately 1.01 bits as shown in Table 1 in the main text, essentially the same as the channel capacity between TRAIL and IC activity in all cells. Mean effector caspase activity in living and dead cells in addition to mean initiator caspase activity in dead cells does not significantly vary for differing doses of TRAIL (Figures C.3 and C.4) and as a result, we did not calculate the channel capacity for these dose-response relationships.

C.2.4 Resampling experimental data

In order to calculate the channel capacity for the pheromone signaling network in yeast, we reconstructed dose-response data shown by Bashor et al. in their Figure 4D [78]. In this case the signal distribution was a set of logarithmically spaced $\alpha$-factor concentrations and the corresponding response was $pFUS1$-GFP fluorescence. With this data we constructed a series of dose-dependent
Figure C.4: Effector caspase activity is invariant with TRAIL among both living and dead cells. The data set is identical to that in Figure C.3.

Gaussian distributions defined by the mean and standard deviation of the pFUSI-GFP response given some $\alpha$-factor concentration. From these distributions we sampled 100 values for each of 10 $\alpha$-factor concentrations in order to construct a dose-response data set from which we could estimate the channel capacity (Figure C.5). We similarly performed this procedure for calculating the population-level channel capacity for the set of MCF10A and HeLa cells shown in Figure 3B of the main text. In this case, the mean and standard deviation for a particular TRAIL dose refer to the number of living cells in a given population.

### C.3 Spatial Channel Capacity

In order to calculate the spatial channel capacity between a motile cell undergoing chemotaxis and its target that is producing some chemical gradient, we constructed signal/response pairs from angles between the cell and its target. We used the CellTrack program developed by Sacan et al. [121] to output text files containing frame-by-frame coordinates for the edges of the cells and their centers of mass (COM). We used these coordinates to calculate time-dependent signal and
response angles.

C.3.1 Neutrophil motion

We initially analyzed the motion of a neutrophil that is “chasing” a bacterium from a classic movie taken in the 1950s (see supplemental files, or this website). For the purposes of our calculation, we assume that the neutrophil is in fact following a chemical gradient generated by the bacterium. In this case, the signal corresponds to the angle, termed $\theta_1$, between the bacterium at a particular frame in the movie, time $t$, and the neutrophil at another time $t + \Delta t_1$. The subsequent response angle, $\theta_2$, is that of neutrophil motion between time $t + \Delta t_1$ and time $t + \Delta t_1 + \Delta t_2$. These angles then comprise the signal and response distributions used to calculate the channel capacity of the system. A visual representation of this calculation can be seen in the main text (Figure 4).

We calculated the signal and response angles between the neutrophil COM and bacterial COM relative to the $x$-axis unit vector in the Cartesian coordinate system. This method is similar to one outlined by Burov et al. derived to provide more directional information than mean squared displacement for analysis of random walks [122]. We employ a “windowed” data collection method;
Figure C.6: Channel capacity as it depends on $\Delta t_1$ and $\Delta t_2$ for select values.

given some starting time, $t$, we calculate an arbitrary signal and response angle pair, requiring information from time points, $t + \Delta t_1$ and $t + \Delta t_1 + \Delta t_2$. In our windowed data collection, the next pair of angles is calculated using $t$ incremented by one frame: $t = t + 1$. To confirm that the calculated channel capacity was not an artifact of the chosen time delay values, $\Delta t_1$ and $\Delta t_2$, we explored the nearby $(\Delta t_1, \Delta t_2)$-space and discovered that the channel capacity is relatively robust to $\Delta t_1$ and $\Delta t_2$ as seen in Figure C.6.

C.3.2 Dictyostelium motion

The next movie we analyzed is that of a Dictyostelium cell following a cAMP gradient (see supplemental files or this website). In this movie, Dictyostelium responds to cAMP introduced by a pipette tip which changes location periodically. Since the pipette tip remains stationary between location shifts, we can employ our original calculation used for the neutrophil/bacterium data and omit the $\Delta t_1$ parameter (the largest channel capacity occurs when $\Delta t_2 = 18$). This omission is valid since $\theta_1$ is identical for a range of $\theta_2$ values (i.e. no motion in the gradient source/change in the signal).
C.4 Simple Model

As mentioned in the main text, the initial model takes the form:

\[ R = (R_{\text{max}} - R_{\text{min}}) \cdot \frac{S^n}{S^n + K^n} + R_{\text{min}} + \epsilon \]  

(C.20)

where the normally-distributed noise term \( \epsilon \sim N(0, \sigma) \) depends on some chosen standard deviation, \( \sigma \). The parameter values chosen for the base model (shown in Figure 3) are as described in the Materials and Methods section of the main text: \( K = 10, n = 6, R_{\text{max}} = 30, \text{ and } R_{\text{min}} = 20 \). For all models discussed in the paper, the response threshold governing an individual cell’s fate is positioned such that half of the signal values produce mean responses below the threshold and half produce mean responses above the threshold.

C.4.1 Choosing signal values

We selected evenly-spaced signal values to achieve responses 10% above the minimum response and 10% below the maximum response (the transition zone):

\[ 0.1 \cdot (R_{\text{max}} - R_{\text{min}}) + R_{\text{min}} \leq R \leq 0.9 \cdot (R_{\text{max}} - R_{\text{min}}) + R_{\text{min}} \]  

(C.21)

Through simple algebra we show that the resulting minimum and maximum signal values, \( S_{\text{min}} \) and \( S_{\text{max}} \), respectively) are:

\[ S_{\text{min}} = K \cdot \sqrt[9]{1} \]  

(C.22)

and

\[ S_{\text{max}} = K \cdot \sqrt[9]{9} \]  

(C.23)

This prevents selection of signal values that would produce extremely high or low responses, since sampling more of these responses relative to intermediate responses would reduce the channel capacity.
Figure C.7: Single-cell channel capacity with respect to noise for a range of $n$ values. The starred $n = 6$ denotes the value used in all other calculations based on this model. There is minimal difference between models where $n > 2$ and even the model with $n = 2$ displays qualitatively similar behavior to the others. Error bars denote 95% confidence about the intercept estimate (see section C.1.1.2)

C.4.2 Varying $n$

In order to determine the effect of our chosen $n = 6$ on this model’s channel capacity (both single-cell and population-level), we varied $n$ between 2 and 10. We see in general from Figures C.7 and C.8 that this variation produces minimal difference between models; qualitatively, models with different $n$ are nearly identical.

C.4.3 Channel capacity saturation with population size

As discussed in the main text, the fraction of a group of cells making a particular signal-dependent decision is the statistic used to determine collective response for the population-level calculation of mutual information. By calculating this statistic over a number of replications, we effectively construct a sampling distribution for the fractional response to some arbitrary signal. Since the standard deviation of this distribution (i.e. the standard error of the statistic) is dependent on sam-
Figure C.8: Population-level channel capacity with respect to noise for a range of \( n \) values. Again we see little difference between models with different \( n \) with the minor exception of \( n = 2 \). We do observe a slight shift in the amount of noise producing maximal channel capacity, but the qualitative trends are essentially identical. Error bars are as in Figure C.7.

ple size, we observe an inverse correlation between the size of the population and the standard error of the fractional response (Figure C.9). If we restrict our data set to those values in the increasing regime of the dose-response curve (the transition zone, see Section C.4.1), increasing the population size results in the channel capacity approaching its theoretical maximum of

\[
C = - \log_2 \left( \frac{1}{N} \right)
\]

bits (i.e. the entropy of the signal distribution in the transition zone) where \( N \) is the number of signal values in the transition zone. We observe this channel capacity saturation in Figure 3D of the main text.

C.4.4 Maximal fractional response

At high levels of noise, we observe another interesting feature of the population response: the inability to effect a universal population response at arbitrarily high signal levels. In other words, no matter how much signal is present in the environment, there will still be a fraction of cells in a population that does not respond. This is plainly observed graphically in Figure C.10; even as the
response saturates at low and high signal levels, there is sufficient noise such that a subpopulation of cells at these signal levels fall above and below the threshold, respectively. The corresponding population dose-response curve thus exhibits saturating, incomplete responses both at low and high signal levels (Figure C.11).

### C.4.5 Population channel capacity dependence on signal spacing

As mentioned previously, we restricted sampling signal space (on the individual cell level) to the region generating responses between 10% and 90% of the model’s maximum response, since the majority of the information resides in this section of the single-cell dose-response curve (see Section C.4.1). However, as the noise decreases on the single-cell level, the shape of the population dose-response curve changes, becoming more switch-like and ultimately shrinking the signal range across which the population-level transition occurs (Figure C.12). If we then engage in a similar strategy for the population dose-response curve by sampling a fixed number of signal values corresponding to responses between 10% and 90% of the maximal population response for a given noise value, we can keep the population-level channel capacity constant as noise approaches 0.
Figure C.10: Single cell response curve at high noise values

Figure C.11: Population response curve at high noise values (population size = 1000)
Figure C.12: By sampling evenly-spaced signal values in the population dose-response transition zone (which varies given some level of noise in the individual cell), we observe that the population-level channel capacity can be maintained at a constant value as noise approaches 0, as shown in Figure C.12. It thus appears that generating high population-level channel capacity requires only an exceedingly small level of noise, so long as the number of signal values sampled remains constant across the (potentially very narrow) region over which the majority of the transition occurs. A similar numerical experiment reveals that by simply increasing the number of signal values sampled in the original signal range (defined by the signal values corresponding to the single-cell transition region), the amount of noise required to reach the maximal population-level channel capacity decreases (Figure C.13). It is thus unclear why cells might have evolved high levels of noise to control population-level responses, when these results suggest that any non-zero level of heterogeneity would suffice.

It is important to note, however, that maintaining a high population-level channel capacity for arbitrarily low levels of noise requires increasingly smaller spacing between individual signal values (see Figure C.12). This is problematic since the existence of variability in the signal itself interferes with very small signal spacing in physically realistic systems. For example, if we consider an in vivo scenario in which hormones or cytokines are distributed to the various tissues of an
organism, we know that these molecules are themselves produced by other cells. Since cytokine production is a stochastic process, the amount of signal to which specific cells within a tissue are exposed will be a variable quantity.

To confirm that the existence of variability in the signal does in fact produce optimal population-level channel capacity at non-trivial levels of single-cell noise, we introduced another noise term (the signal noise, $\varepsilon_s$, as opposed to the original response noise, $\varepsilon$) governing the limit of signal accuracy for our populations of simulated cells. As an example, consider signal noise equal to 1% of the signal value that produces an average response corresponding to the decision-making threshold. This alternate form of the model (modified from Equation C.20) has the following form:

$$R = (R_{max} - R_{min}) \cdot \frac{(S + \varepsilon_s)^n}{(S + \varepsilon_s)^n + K^n} + R_{min} + \varepsilon$$  \hspace{1cm} (C.24)

where the signal noise term $\varepsilon_s$ is normally distributed and is sampled independently for each population of cells: $\varepsilon_s \sim N(0, \sigma)$. This procedure simulates the previously discussed example of
cytokine production and distribution to cellular populations, and it is distinct from the application of the original noise term, $\epsilon$, that was applied to each individual cell. We then calculated the population-level channel capacity for data sets in which the population-level transition zone is fixed, by altering the signal space density so that the responses corresponding to these signals fall between 10% and 90% of the maximal population response. Using this data, we characterized the impact of signal detection limits on the population-level channel capacity with respect to different levels of $\epsilon$ (Figure C.14). As expected, we see that slight error in the signals to which the populations are exposed reduces the population-level channel capacity at low levels of response noise. Thus, although very small levels of single cell noise could theoretically produce high population-level channel capacity, the presence of signal variability in physically realistic systems requires higher levels of noise, so that signal values can be spaced at reasonable distances from one another while maintaining low variability in the population-level response.
Figure C.14: Implementing a limit on signal resolution in the form of a fixed level of signal noise ($\varepsilon_s$) results in a positive correlation between noise level and channel capacity on the population level. In this figure $\varepsilon_s$ is one percent of the signal value corresponding to the decision-making response threshold. We also note that this data exhibits a population-level $C < 1$ bit when the single-cell noise is 0, and that this differs from the data in the main text and Figure C.13. This results from the presence of relatively high signal noise given the sharp transition region that occurs in the population response with negligible single cell (response) noise (Figure C.12) as compared to the lack of signal noise in other mentioned data sets.
Appendix D

Appendix for Chapter 4

D.1 Framework

D.1.1 Model with low Hill coefficient

Shown in Figure D.1 are the channel capacity as a function of the signal window (A) and the number of sampled signal values (B). These only differ from those in the main text in terms of the Hill coefficient used to generate the data. These plots have Hill coefficients of 6 as opposed to those in the main text that had Hill coefficients of 60. As can be clearly seen, there is no significant difference between the two data sets.

D.1.2 Varying the transition zone bounds

We performed a brief analysis of the simple model to characterize the effects of varying the response range of the transition zone that is shown in Figure D.2. In the main text all transition zones are constructed using bounds of 10% and 90% maximal response (after subtracting basal response). We thus varied the percentage of response space removed from consideration to examine its effect on the transmission of information in this simple model. Though there is some variation, the trends are relatively flat and appear to depend somewhat on the variability in response. As a result, we will maintain our focus on the 10%-90% transition zone with the caveat that modifying
this parameter could introduce minor fluctuations in the resulting channel capacity values.

**D.1.3 Finding the transition zone empirically**

For the majority of stochastically simulated models, we empirically determined the bounds of the transition zone by sampling a range of values that span the increasing regime of the dose-response curve and appear to approach the minimum and maximum responses. In the case of the kinase cascade models and the covalent modification cycles, the dose-response curves were sufficiently sigmoid in nature to allow a least squares regression fit to a Hill function. The resulting functional fit was inverted to find the signal values which bound the transition zone. Since the recruitment of Sos to the EGFR molecule is not so well represented by a simple sigmoid function, we took a different, but equally straightforward approach. We similarly characterized the majority of the dose-response curve in signal space and proceeded to use linear interpolation to estimate values corresponding to the signal bounds of the transition zone.
Figure D.2: Varying the relative width of the transition zone shows minimal impact on the simple model regardless of utilizing high (A) or low (B) Hill coefficients in generating the data. The x-axis shows the fraction of response values that are removed from both high and low ends of response space (i.e., if the response interval is [0,10] and the bound is set to 0.1, then the transition zone interval is [1,9]). As can be seen, the choice of bound impacts the information estimation to some degree, but not sufficiently to warrant the computationally intensive search for the bounds optimizing each calculation. We use a bound of 0.1 or 10% throughout this work, and in this example the deviation from the optimal values is marginal at best.

D.2 Binary interaction model

Figure D.3 shows how the number of sampled signal values in the transition zone alters the estimated information transmission in the LT model that includes synthesis and degradation of both ligand and receptor components.

D.2.1 Analytical solution for transition zone with molecular turnover

The system of ordinary differential equations for the LT model is:

\[ \frac{dL}{dt} = k_- [B] - k_+ [L] [T] - \delta_L ([L] + [B]) + Q \]
\[ \frac{dT}{dt} = k_- [B] - k_+ [L] [T] - \delta_T ([T] + [B]) + Q \]
\[ \frac{dB}{dt} = -k_- [B] + k_+ [L] [T] - (\delta_L + \delta_T) [B] \]
Figure D.3: Similar to Figure 5.2C in the main text, but using the LT model that includes rules for synthesis and degradation.
where $L, T,$ and $B$ are the ligand, receptor and bound complex concentrations, $\delta_M$ and $Q$ are the degradation and synthesis rates of some molecule $M$, and $k_-$ and $k_+$ are unbinding and binding rates. Note that total ligand and receptor concentrations are defined as $[L_T] = [L] + [B]$ and $[T_T] = [T] + [B]$ and that synthesis of $L$ and $T$ are equivalent, but not degradation. Furthermore, we parameterized our model such that $\frac{Q}{\delta_M} = M_T$. We can then solve for $B$ as a function of $L_T$ at equilibrium and invert the equation to determine the transition zone bounds, where $B_{\text{max}} = 0.9 \cdot T_T$ and $B_{\text{min}} = 0.1 \cdot T_T$ are the maximum and minimum responses in the transition zone, respectively. The equation for $B$ given $L_T$ is quadratic:

$$0 = k_+[L_T][T_T] - (k_+[L_T] + k_+[T_T] + k_- + \delta_L + \delta_T)[B] + k_+[B]^2$$  \hspace{1cm} (D.1)

and finding $L_T$ is trivial, with knowledge of the parameter values.

### D.3 Covalent modification cycle model

#### D.3.1 Varying signal

In the seminal characterization of the covalent modification cycle, Goldbeter & Koshland employed a ratio, here termed $r$, to serve as the input to the system [87]. This ratio is defined as the maximum velocity of the activating enzyme (kinase) over the maximum velocity of the deactivating enzyme (phosphatase):

$$r = \frac{k_{\text{cat,K}} \cdot [K_T]}{k_{\text{cat,P}} \cdot [P_T]}$$  \hspace{1cm} (D.2)

where $[K_T]$ and $[P_T]$ is the total concentration of kinase and phosphatase, respectively. This quantity is then varied logarithmically to produce dose-response trends. Traditionally, $r$ is varied by modifying the copy number/concentration of the kinase, however we observed that for certain parameter regimes, $S_{\text{min}}$ was sufficiently low, such that a logarithmic distribution of arbitrary numbers of signal values could not be realized in integer space. Therefore, we varied $r$ by modifying the catalytic rate of the phosphatase: $k_{\text{cat,P}}$. To fix the level of saturation of the phosphatase (which
is defined by the Michaelis constant, $K_{M,P}$) to be equal to the level of saturation of the kinase, we co-varied the association rate of the active substrate and phosphatase:

$$k_{on,P} = \frac{k_{off,P} + k_{cat,P}}{K_{M,K}}.$$  \hspace{1cm} (D.3)

### D.4 Kinase cascade models

Shown in Figure D.4 are the raw dose-response data sets for the solution and scaffold models. It is important to note that the results observed, specifically the very low activation of the scaffold model, is a result of the parameterization. Since the two models’ signals are given by the copy number of an initiator agent, the lowest possible signal is $S = 1$. Due to the sensitivity of high-depth solution models to signal, we parameterized the models to suppress signal throughput by increasing the copy number of the phosphatase corresponding to $K_1$ and assigned a low association rate to all binding events. While this produced an appropriate transition zone for a solution model with a depth of 4, it also suppressed output in the scaffold model, resulting in increased noise due to stochastic effects. Thus, the important result to take away from these models is not that the solution model exhibits higher information, but the overall trends of the information transmission within each model (e.g. dose-response alignment preserves information transmission for network intermediates).

Seen in Figure D.5 is the channel capacity between signal and the activity of the final kinase in the cascade as a function of the total depth of the cascade. We clearly observed that the solution model exhibits consistently higher information transmission in this scenario and that both signaling paradigms exhibit degradation of information as the depth of the cascade increases.

### D.4.1 Model parameters

In order to facilitate comparison between the scaffold and solution models, we chose parameter values, such that models of arbitrary depth (i.e. distinct kinase types) would have consistent pa-
Figure D.4: (A) Dose-response data for the solution model using the VTZ approach. Though difficult to see, all observables approach 90% activation. (B) As (A) but for the scaffold model. The trends here are distinct from (A), where only $K_1$ approaches 90% activation. The other observables, including $K_F$, fall well short of maximal activation.

Figure D.5: Information transmission to final kinase ($C(S;K_F)$) for various cascade depths
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Association</td>
<td>$10^{-7} \text{ (molec \cdot sec)}^{-1}$</td>
</tr>
<tr>
<td>Dissociation</td>
<td>0.1 sec$^{-1}$</td>
</tr>
<tr>
<td>Catalysis</td>
<td>1 sec$^{-1}$</td>
</tr>
<tr>
<td>Kinase ($1 \leq i &lt; d$)</td>
<td>$10^4$ copies</td>
</tr>
<tr>
<td>Kinase ($d$)</td>
<td>$10^5$ copies</td>
</tr>
<tr>
<td>Scaffold</td>
<td>$10^4$ copies</td>
</tr>
<tr>
<td>Phosphatase ($1$)</td>
<td>$10^6$ copies</td>
</tr>
<tr>
<td>Phosphatase ($1 &lt; i \leq d$)</td>
<td>$10^3$ copies</td>
</tr>
</tbody>
</table>

Table D.1: Parameter values for the scaffold and solution models, where $d$ denotes the depth of the cascade.

Parameter values. Since the solution model exhibited relatively high sensitivity to signal (as seen in the main text), the association rates for kinase-kinase interactions had to be relatively slow, though still in a biologically relevant regime. Table D.1 shows the values used in the models.