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We study the two-dimensional fractional Brownian motion with Hurst parameter $H > \frac{1}{2}$. In particular, we show, using stochastic calculus, that this process admits a skew-product decomposition and deduce from this representation some asymptotic properties of the motion.

1. Introduction. We consider a complex fractional Brownian motion started at $z_0 = x^1 + ix^2 \in \mathbb{C}^*$,

$$B_t = B^1_t + iB^2_t, \quad t \geq 0,$$

where $B^1$ and $B^2$ are two independent fractional Brownian motions with the same parameter $H \in (0, 1)$. That is, for $i = 1, 2$, $B^i = \{B^i_t, t \geq 0\}$ is a Gaussian process with mean $\mathbb{E}(B^i_t) = x^i$ and covariance

$$R(t, s) = \frac{1}{2}(s^{2H} + t^{2H} - |t - s|^{2H}).$$

Notice that, in the case $H = \frac{1}{2}$, $B$ is a planar Brownian motion. In what follows, we shall always assume that $H > \frac{1}{2}$. In this case, it is known that $B$ is a transient process (see [20]).

The aim of this paper is to use the stochastic calculus for the fractional Brownian motion which has been recently developed by several authors (see, e.g., [1, 2, 4, 11]) in order to obtain geometric properties of this motion as it has been made in the case of the planar Brownian motion (see, e.g., [6, 8, 12, 13, 17, 18]). The key point of our study is an analogue of the celebrated skew-product decomposition of the two-dimensional Brownian motion. Precisely, we show that we can write

$$B_t = z_0 \exp\left(\int_0^t dB_s \frac{B_s}{B_t}\right), \quad t \geq 0,$$

where the integral of the right-hand side can be understood not only path-wise, but also as a local divergence. We shall see that it is then possible to apply the ergodic theorem to study the asymptotics of the integral

$$\int_0^t dB_s \frac{B_s}{B_t}.$$
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whose real part (resp. the imaginary part) explains the radial part of \( B \) (resp. the angular part of \( B \)).

In that respect, the study of the two-dimensional fractional Brownian motion with Hurst parameter \( H > \frac{1}{2} \) could seem simpler than the study of the planar Brownian motion, for which it is not possible to apply directly the ergodic theorem. Nevertheless, for the fractional Brownian motion, we shall see that the study of the windings is much more difficult because the integral (1.1) is not a time-changed fractional Brownian motion.

2. Itô’s formula for holomorphic functions. Before we study the skew-product decomposition, we need to develop stochastic calculus for the two-dimensional fractional Brownian motion. In particular, we shall need a two-dimensional Itô’s formula.

Let \( \mathcal{H} \) be the Hilbert space defined as the closure of the set of step functions on \( \mathbb{R}_+ \) with respect to the scalar product

\[
\langle I_{[0,t]} I_{[0,s]} \rangle_{\mathcal{H}} = R(t,s).
\]

For \( i = 1, 2 \), the mapping \( I_{[0,t]} \rightarrow B^i_t - x^i \) can be extended to an isometry between \( \mathcal{H} \) and the first chaos \( H^i_1 \) associated with \( B^i \). We denote this isometry by \( \varphi \rightarrow B^i(\varphi) \). If \( \varphi \in \mathcal{H} \otimes^2 \), we set \( B(\varphi) = (B^1(\varphi^1), B^2(\varphi^2)) \).

Let \( \mathcal{S} \) be the set of smooth and cylindrical random variables of the form

\[
F = f(B(\varphi_1), \ldots, B(\varphi_n)),
\]

where \( n \geq 1 \), \( f \in C^\infty_b(\mathbb{R}^{2n}) \) (\( f \) and all its partial derivatives are bounded), and \( \varphi_i \in \mathcal{H} \otimes^2 \). The derivative operator \( D \) of a smooth and cylindrical random variable \( F \) of the form (2.1) is defined as the \( \mathcal{H} \otimes^2 \)-valued random variable

\[
DF = \sum_{j=1}^n \left( \frac{\partial f}{\partial x_j}(Z)\varphi^1_j + \frac{\partial f}{\partial y_j}(Z)\varphi^2_j \right),
\]

where \( Z = (B(\varphi_1), \ldots, B(\varphi_n)) \), and we make use of the notation \( f(z_1, \ldots, z_n) \) and \( z_j = (x_j, y_j) \), for \( j = 1, \ldots, n \). The derivative operator \( D \) is then a closable operator from \( L^p(\Omega) \) into \( L^p(\Omega; \mathcal{H} \otimes^2) \) for any \( p \geq 1 \). For any \( p \geq 1 \), the Sobolev space \( \mathbb{D}^{1,p} \) is the closure of \( \mathcal{S} \) with respect to the norm

\[
\| F \|_{1,p}^p = \mathbb{E}|F|^p + \mathbb{E}\|DF\|_{\mathcal{H} \otimes^2}^p.
\]

In a similar way, given a Hilbert space \( V \), we denote by \( \mathbb{D}^{1,p}(V) \) the corresponding Sobolev space of \( V \)-valued random variables.

The divergence operator \( \delta \) is the adjoint of the derivative operator, defined by means of the duality relationship

\[
\mathbb{E}(F \delta(u)) = \mathbb{E}(DF, u)_{\mathcal{H} \otimes^2},
\]

(2.2)
where \(u\) is a random variable in \(L^2(\Omega; \mathcal{H}^{\otimes 2})\). That is, we say that \(u\) belongs to the domain of the operator \(\delta\), denoted by \(\text{Dom}\ \delta\), if the mapping \(F \mapsto E\langle DF, u \rangle_{\mathcal{H}^{\otimes 2}}\) is continuous in \(L^2(\Omega)\). If \(u \in \text{Dom}\ \delta\) is a two-dimensional stochastic process, we will make use of the notation
\[
\delta(u) = \int_0^\infty u_1(t)\,dB_1(t) + \int_0^\infty u_2(t)\,dB_2(t).
\]
The space \(D^{1,2}(\mathcal{H}^{\otimes 2})\) is included in \(\text{Dom}\ \delta\). For an element \(u\) in \(D^{1,2}(\mathcal{H}^{\otimes 2})\), we have
\[
E(\delta(u))^2 = E\|u\|_{\mathcal{H}^{\otimes 2}}^2 + E\langle Du, (Du)\rangle_{\mathcal{H}^{\otimes 4}}.
\]
We recall that \(\mathcal{H}\) contains the space of real-valued functions \(\varphi\) on \(\mathbb{R}_+\) such that
\[
\int_0^\infty \int_0^\infty |\varphi(t)||\varphi(s)||t - s|^{2H-2} \,dt \,ds < \infty.
\]
The following result has been proved in [2].

**PROPOSITION 1.** Let \(u = (u_t)_{t \geq 0}\) be a two-dimensional stochastic process in the space \(D^{1,2}(\mathcal{H}^{\otimes 2})\) such that, for some \(T > 0\),
\[
E\left(\int_0^T \int_0^T |u_t||u_s||t - s|^{2H-2} \,dt \,ds\right) < \infty,
\]
\[
E\int_{[0,T]^4} |D_tu_\theta||D_su_\eta||t - s|^{2H-2}|\theta - \eta|^{2H-2} \,dt \,du \,d\theta \,d\eta < \infty,
\]
and
\[
\int_0^T \int_0^T |D_su_t||t - s|^{2H-2} \,ds \,dt < \infty,
\]
a.s. Then the symmetric integral defined as the limit in probability
\[
\int_0^T u_t \,dB_t = \lim_{\varepsilon \downarrow 0} (2\varepsilon)^{-1} \int_0^T u_s(B_{(s+\varepsilon)\wedge T} - B_{(s-\varepsilon)\vee 0}) \,ds
\]
exists and we have
\[
(2.4) \quad \int_0^T u_t \,dB_t = \delta(u) + \alpha_H \int_0^T \int_0^T (D_1^su_1^t + D_2^su_2^t)|t - s|^{2H-2} \,ds \,dt,
\]
where \(\alpha_H = H(2H - 1)\).

We denote by \(D^{1,2}_{\text{loc}}(\mathcal{H}^{\otimes 2})\) the set of \(\mathcal{H}^{\otimes 2}\)-valued random variables \(u\) such that there exists a sequence \(\{(\Omega^n, u^n), n \geq 1\} \subset \mathcal{F} \times D^{1,2}(\mathcal{H}^{\otimes 2})\) such that \(\Omega^n \uparrow \Omega\) a.s. and \(u = u^n\), a.e. on \([0, T] \times \Omega_n\). We then say that \(\{(\Omega^n, u^n)\}\) localizes \(u\) in \(D^{1,2}(\mathcal{H}^{\otimes 2})\). If \(u \in D^{1,2}_{\text{loc}}(\mathcal{H}^{\otimes 2})\), by the local property of the divergence operator, we can define without ambiguity \(\delta(u)\) by setting
\[
\delta(u)|_{\Omega^n} = \delta(u^n)|_{\Omega^n}
\]
for each \( n \geq 1 \), where \( \{ (\Omega^n, u^n) \} \) is a localizing sequence for \( u \) in \( \mathbb{D}^{1,2}(\mathcal{H}^{\otimes 2}) \).

If \( f \) is a real-valued function on \( \mathbb{R}^2 \) twice continuously differentiable, then for each \( t > 0 \), \( \nabla f(B_t) \mathbf{1}_{(0,t)} \) belongs to \( \mathbb{D}^{1,2}(\mathcal{H}^{\otimes 2}) \) and the following version of Itô’s formula holds (see [2]):

\[
\int_0^t \nabla f(B_s) \delta B_s \quad \text{for each } t > 0,
\]

\[f(\mathbf{1}_{(0,t)} B_t) = f(\mathbf{1}_{(0,t)} x) + \int_0^t \partial f/\partial x (B_s) \delta B_s^1 + \int_0^t \partial f/\partial y (B_s) \delta B_s^2 + H \int_0^t \left( \frac{\partial^2 f}{\partial x^2}(B_s) + \frac{\partial^2 f}{\partial y^2}(B_s) \right) s^{2H-1} ds.
\]

(2.5)

On the other hand, we will denote by \( \int_0^t u_s dB_s \) the Riemann–Stieltjes integral of a stochastic process \( u_t \) whose trajectories are \( \gamma \)-Hölder continuous, provided \( \gamma > 1 - H \) (see [21]).

If \( f : \mathbb{C} \to \mathbb{C} \) is a twice continuously differentiable function in the variables \( (x, y) \to f(x + iy) \), formula (2.5) leads to

\[
f(B_t) = f(z_0) + \int_0^t \frac{\partial f}{\partial z}(B_s) \delta B_s^1 + \int_0^t \frac{\partial f}{\partial \bar{z}}(B_s) \delta B_s^2 + H \int_0^t \Delta f(B_s) s^{2H-1} ds,
\]

where \( \frac{\partial f}{\partial z} = \frac{1}{2} \left( \frac{\partial f}{\partial x} - i \frac{\partial f}{\partial y} \right) \) and \( \frac{\partial f}{\partial \bar{z}} = \frac{1}{2} \left( \frac{\partial f}{\partial x} + i \frac{\partial f}{\partial y} \right) \).

PROPOSITION 2. Let \( f : \mathbb{C} \to \mathbb{C} \) be a holomorphic function, then

\[
f(B_t) = f(z_0) + \int_0^t f'(B_s) \delta B_s \quad \text{for each } t > 0,
\]

(2.7)

\[= f(z_0) + \int_0^t f'(B_s) dB_s,
\]

(2.8)

where \( f'(z) = \frac{\partial f}{\partial z} \).

PROOF. Equation (2.7) follows from (2.5) and the fact that \( \frac{\partial f}{\partial \bar{z}} = 0 \) and \( \Delta f = 0 \). Equation (2.8) follows from the change of variables formula for integrals with respect to Hölder-continuous functions. \( \square \)

REMARK 3. Unlike two-dimensional Brownian motion, two-dimensional fractional Brownian motion is not conformal invariant. It means that, in general, \( \int_0^t f'(B_s) \delta B_s \) is not a time-changed fractional Brownian motion. Nevertheless, let us recall that, in [3], it is shown that, for a deterministic function, \( g \) which satisfies some regularity assumptions and for a one-dimensional fractional Brownian motion \( B^H_t \) with Hurst parameter \( H > \frac{1}{2} \), we can write a decomposition

\[
\int_0^t g(s) dB^H_s = \beta^H_t \int_0^t g(s)^{1/H} ds + A_t, \quad t \geq 0,
\]
where $A_t$ is a bounded variation process and $\beta^H$ a fractional Brownian motion with Hurst parameter $H$. Hence, a natural question is to ask if such a decomposition exists (with the suitable time-change) for the two-dimensional process $f(B_t)$ or not, but so far there is no answer yet to this question.

As an immediate corollary of the previous proposition, we also deduce the following:

**Corollary 4.** Let $\alpha = f(z)\,dz$ be a holomorphic one-form on $\mathbb{C}$, then

$$\int_{B(0,t)} \alpha = \int_0^t f'(B_s) \, dB_s = \int_0^t f'(B_s) \, dB_s,$$

where $\int_{B(0,t)} \alpha$ denotes the integral of $\alpha$ along the trajectories of $B$.

**Remark 5.** We recall that we can define the integral of a holomorphic one-form on any continuous path.

**Remark 6.** The previous equality is interesting because it relates objects of different natures.

From now on, since the different integrals coincide for holomorphic functions, we shall use indifferently the notation $\delta$ or $d$.

As a consequence of Itô’s formula, we can deduce the following.

**Proposition 7.** Let $f: \mathbb{C} \to \mathbb{C}$ be a holomorphic function, then

$$\mathbb{E}\left(\left(\text{Im} \int_0^t f(B_s) \, dB_s\right)^2\right) = \mathbb{E}\left(\left(\text{Re} \int_0^t f(B_s) \, dB_s\right)^2\right)$$

and

$$\mathbb{E}\left(\left(\text{Im} \int_0^t f(B_s) \, dB_s\right)\left(\text{Re} \int_0^t f(B_s) \, dB_s\right)\right) = 0.$$

**Proof.** In fact, this is a consequence of Itô’s formula. Indeed, let us consider a holomorphic function $F$ such that $F = f'$. From Itô’s formula, we have to show that

$$\mathbb{E}(\left(\text{Im}(F(B_t) - F(z_0))\right)^2) = \mathbb{E}(\left(\text{Re}(F(B_t) - F(z_0))\right)^2)$$

and

$$\mathbb{E}(\left(\text{Im}(F(B_t) - F(z_0))\right)(\text{Re}(F(B_t) - F(z_0)))) = 0.$$

Now, notice that after a suitable scaling, these equalities only involve the centered reduced normal law, and are, hence, easily checked. □

The following proposition provides the skew-product decomposition for the fBm.
PROPOSITION 8 ("Skew-product decomposition for the fBm"). We have
\[ B_t = z_0 \exp \left( \int_0^t \frac{\delta B_s}{B_s} \right) = z_0 \exp \left( \int_0^t \frac{d B_s}{B_s} \right), \quad t \geq 0. \]

PROOF. If we apply Itô’s formula to
\[ B_t \exp \left(-\int_0^t \frac{d B_s}{B_s} \right), \]
we see that it is constant, and so equal to \( z_0 \). \( \square \)

Notice the important fact that the divergence integral \( \int_0^t \frac{\delta B_s}{B_s} \) is local. Indeed, if not, we would have
\[ \text{Re} \left( \mathbb{E} \left( \int_0^t \frac{\delta B_s}{B_s} \right) \right) = \mathbb{E} \left( \int_0^t \frac{B_s^1 \delta B_s^1 + B_s^2 \delta B_s^2}{|B_s|^2} \right) = 0, \]
and from Itô’s formula,
\[ \mathbb{E}(\ln |B_t|) = \mathbb{E}(\ln |z_0|), \]
which is clearly absurd.

3. Polar decomposition. First of all, we study the polarity of points for the complex fractional Brownian motion \( B \) issued from \( z_0 \neq 0 \). For this, it is enough to adapt the original proof by [6] of the polarity of points for the planar Brownian motion.

PROPOSITION 9. If \( H \geq \frac{1}{2} \), then the points are polar for \( B \), that is, \( \forall x \in \mathbb{C} \),
\[ \mathbb{P}(\exists t > 0, B_t = x) = 0. \]

PROOF. We proceed in several steps. We assume \( H > \frac{1}{2} \) because the case \( H = \frac{1}{2} \), which corresponds to the case of the Brownian motion, is well known.

In [19] it has proved that a.s. the Hausdorff measure \( \mu_\varphi \) of the fractional Brownian curve is finite, where \( \varphi(\varepsilon) = \varepsilon^{1/H} \log \log(1/\varepsilon) \). This clearly implies that the Lebesgue measure of the fractional Brownian curve is zero. For the sake of completeness, we provide a simple and direct proof of this result. Let us denote by \( \mu \) the Lebesgue measure on the plane and note that
\[ \mathbb{E}(\mu\{B_t(\omega), 0 \leq t \leq 1\}) \leq \pi \mathbb{E} \left( \sup_{0 \leq t \leq 1} |B_t|^2 \right). \]
Hence,
\[ \mathbb{E}(\mu\{B_t(\omega), 0 \leq t \leq 1\}) < +\infty. \]
Now, from the scaling property of the fBm, for $T \in \mathbb{N}^*$,
\[
\mathbb{E}(\mu\{B_t(\omega), 0 \leq t \leq T\}) = T^{2H} \mathbb{E}(\mu\{B_t(\omega), 0 \leq t \leq 1\}).
\]
But, since the increments are stationary,
\[
\mathbb{E}(\mu\{B_t(\omega), 0 \leq t \leq T\}) \leq \sum_{i=1}^{T} \mathbb{E}(\mu\{B_t(\omega), i - 1 \leq t \leq i\}) 
\leq T \mathbb{E}(\mu\{B_t(\omega), 0 \leq t \leq 1\}).
\]
We deduce that
\[
T^{2H} \mathbb{E}(\mu\{B_t(\omega), 0 \leq t \leq 1\}) \leq T \mathbb{E}(\mu\{B_t(\omega), 0 \leq t \leq 1\}),
\]
which implies
\[
\mathbb{E}(\mu\{B_t(\omega), t \geq 0\}) = 0.
\]
Now, if there exists at least one $x \in \mathbb{C} \setminus \{z_0\}$ such that
\[
\mathbb{P}(\exists t > 0, B_t = x) > 0,
\]
then we claim that, for all $z \in \mathbb{C} \setminus \{z_0\}$,
\[
\mathbb{P}(\exists t > 0, B_t = z) > 0.
\]
This follows from the rotational invariance and the scaling property of the fBm. Since
\[
\mathbb{E}(\mu\{B_t(\omega), t \geq 0\}) = 0,
\]
we have, for all $z \in \mathbb{C} \setminus \{z_0\}$,
\[
\mathbb{P}(\exists t > 0, B_t = z) = 0.
\]
To conclude the proof, we have now to show that
\[
\mathbb{P}(\exists t > 0, B_t = z_0) = 0.
\]
For this, notice that for, $h > 0$, the process $(B_t + h - B_h)_{t \geq 0}$ is still a fractional Brownian motion (this is a Gaussian process with the same covariance function as $B$). Hence, if we had
\[
\mathbb{P}(\exists t > 0, B_t = z_0) > 0,
\]
then, we would have, for $h > 0$,
\[
\mathbb{P}(\exists t > 0, B_t + h - B_h = z_0) > 0,
\]
which is absurd because $z_0 \neq 0$. □
REMARK 10. It is known (see, e.g., [20]) that, for $H \in (0, \frac{1}{2})$, the sample paths of $B$ have interior points, so that $E(\mu\{B_t(\omega), 0 \leq t \leq 1\}) > 0$. In particular, the points are not polar. Notice also that, for $H \in (0, \frac{1}{2}]$, $B$ is recurrent, whereas it is transient for $H > \frac{1}{2}$.

Assume now that $z_0 = 0$. Since 0 is polar for the complex fBm, we can consider for $t > 0$ the radial part

$$\rho_t = |B_t|$$

and the angular part

$$\Theta_t = \frac{B_t}{|B_t|}.$$

PROPOSITION 11. For each $t > 0$, $\Theta_t$ is independent of the process $(\rho_s)_{s \geq 0}$ and uniformly distributed on the unit circle.

PROOF. Let $X$ be an $\mathcal{F}_\infty$-measurable random variable, where $\mathcal{F}$ is the natural filtration of $(\rho_s)_{s \geq 0}$ and let $f$ be a Borel function on the circle. We know that the law of $B$ is rotational invariant, and this implies that, for all $\theta \in [0, 2\pi]$,

$$E(Xf(\Theta_t)) = E(Xf(e^{i\theta} \Theta_t)).$$

Integrating this relation yields

$$E(Xf(\Theta_t)) = E\left(X \frac{1}{2\pi} \int_0^{2\pi} f(e^{i\theta} \Theta_t) d\theta\right).$$

Since the Lebesgue measure on the circle is invariant by translation, we deduce that

$$\frac{1}{2\pi} \int_0^{2\pi} f(e^{i\theta} \Theta_t) d\theta$$

is constant and does not depend on $\Theta_t$. This implies that

$$E(Xf(\Theta_t)) = E(X) \frac{1}{2\pi} \int_0^{2\pi} f(e^{i\theta}) d\theta,$$

which gives the expected result. \qed

4. Asymptotics of the skew-product and limit theorems. We come back to the case $z_0 \neq 0$ and study the asymptotics of $\int_0^t \frac{dB_s}{|B_s|} = \int_0^t \frac{dB_s}{B_s}$ as $t$ tends to infinity. First we present some preliminary results.

LEMMA 12. For any real number $k > 1$, we have

$$E\left(\left|\int_1^k \frac{dB_s}{B_s - z_0}\right|\right) < +\infty.$$
PROOF. In order to show this property, we express the path-wise Riemann–Stieltjes integral in terms of fractional derivatives, using the fractional integration by parts formula (see [22]):

\[
\int_1^k \frac{dB_s}{B_s - z_0} = \int_1^k D_{1+}^\alpha \left( \frac{1}{B_s - z_0} \right) (s) D_{k-}^{1-\alpha} B_k(s) \, ds,
\]

where \( 1 - H < \alpha < \frac{1}{2} \), and the left and right fractional derivatives are given by

\[
D_{k-}^{1-\alpha} B_k(s) = -\frac{1}{\Gamma(1-\alpha)} \left( \frac{(B_k - B_s)^{1-\alpha} - 1/(B_s - z_0)}{(k-s)^{1-\alpha}} + \alpha \int_1^s \frac{B_y - B_s}{(s-y)^{2-\alpha}} \, dy \right)
\]

and

\[
D_{1+}^\alpha \left( \frac{1}{B_s - z_0} \right) (s) = \frac{1}{\Gamma(1-\alpha)} \left( \frac{(B_s - z_0)^{-1} - 1/(B_s - z_0)}{(s-1)^{1-\alpha}} + \alpha \int_1^s \frac{1/(B_s - z_0) - 1/(B_y - z_0)}{(s-y)^{\alpha+1}} \, dy \right).
\]

Clearly, for all \( p \geq 1 \),

\[
\mathbb{E} \left( \sup_{1 \leq s \leq k} |D_{k-}^{1-\alpha} B_k(s)|^p \right) < \infty.
\] (4.1)

On the other hand, for \( 1 < p < 2 \),

\[
\mathbb{E} \left( \int_1^k \frac{ds}{|B_s - z_0|^{p(1-\alpha)p}} \right) < \infty
\] (4.2)

and

\[
\mathbb{E} \left( \int_1^k \left( \int_1^s \frac{|1/(B_s - z_0) - 1/(B_y - z_0)|}{(s-y)^{\alpha+1}} \, dy \right)^p \, ds \right)
\]

\[
\leq \mathbb{E} \left( \int_1^k \left( \int_1^s \frac{|B_y - B_s|}{(s-y)^{\alpha+1}|B_s - z_0||B_y - z_0|} \, dy \right)^p \, ds \right)
\]

\[
\leq k^p \mathbb{E} \left[ G^p \int_1^k \int_1^s \frac{1}{(s-y)^{p(\alpha+1-H+\epsilon)}|B_s - z_0|^p|B_y - z_0|^p} \, dy \, ds \right]
\]

\[
\leq C k^p \left( \mathbb{E}(G^{pq'}) \right)^{1/q'} \sup_{1 \leq s \leq k} \left( \mathbb{E} \left( \frac{1}{|B_s - z_0|^{2pq}} \right) \right)^{2/q} < \infty,
\]

where

\[
G = \sup_{1 \leq y < s \leq k} \frac{|B_y - B_s|}{(s-y)^{H-\epsilon}}.
\]
provided \(\frac{1}{q} + \frac{1}{q'} = 1\), \(2pq < 2\), and \(p(\alpha + 1 - H + \varepsilon) < 1\). The estimates (4.1), (4.2) and (4.3) imply the desired result. □

**Remark 13.** The previous result is not true for \(H = \frac{1}{2}\), that is, in the case of the planar Brownian motion.

Now, we prove the ergodicity of the scaling for the fractional Brownian motion.

**Lemma 14.** For \(k \in \mathbb{R}_+^* \setminus \{1\}\), the transformation on the path space \(T_k : \omega \rightarrow \frac{\omega(k\cdot)}{kH}\) which preserves the law of a one-dimensional fBm issued from 0 is ergodic.

**Proof.** Let \(\beta\) be a one-dimensional fractional Brownian motion issued from 0. It suffices to show that \(T_k\) is mixing. For this, we note that, for \(s, t > 0\) and \(n \in \mathbb{N}^*\),

\[
E(\beta_s \beta_{k^nt} | k^nH) = \frac{1}{2k^nH} (s^{2H} + k^{2nH} t^{2H} - |s - k^n t|^{2H})
\]

so that

\[
\lim_{n \to +\infty} E\left(\beta_s \frac{\beta_{k^nt}}{k^nH}\right) = 0,
\]

which implies the mixing property of \(T_k\). □

Before we turn to the skew-product decomposition, we state a last preliminary result on the \(\frac{1}{H}\)-variation of the integral \(\int_0^t dB_s\). We refer to [5] for similar results on the \(\frac{1}{H}\)-variation of divergence integrals with application to fractional Bessel processes.

**Proposition 15.** Set \(t_i = \frac{i t}{n}\), for \(i = 0, \ldots, n\). Then

\[
\sum_{i=0}^{n-1} \left| \int_{t_i}^{t_{i+1}} \frac{dB_s}{B_s} \right|^{1/H} \rightarrow c \int_0^t \frac{ds}{|B_s|^{1/H}},
\]

almost surely, as \(n\) tends to infinity, where \(c = E(|B_1|^{1/H})\).

**Proof.** For any complex-valued process \(u\), whose paths are locally \(\gamma\)-Hölder continuous, with \(\gamma > 1 - H\), we set

\[
V_n(u) = \sum_{i=0}^{n-1} \left| \int_{t_i}^{t_{i+1}} u_s dB_s \right|^{1/H}.
\]
Then, by the Hölder inequality, we obtain
\[
|V_n(u) - V_n(v)| \leq \frac{1}{H} \sum_{i=0}^{n-1} \left( \int_{t_i}^{t_{i+1}} (u_s - v_s) dB_s \right)^{1/H}
\]
(4.4)
\[
\times \left( \int_{t_i}^{t_{i+1}} u_s dB_s \right)^{1/H} + \left( \int_{t_i}^{t_{i+1}} v_s dB_s \right)^{1/H}
\]
\[
\leq \frac{1}{H} |V_n(u - v)|^H (V_n(u)^{1-H} + V_n(v)^{1-H}).
\]

If \( u_t \) is a step process, then, from the properties of the fBm (see [15]), we know that \( V_n(u) \) converges almost surely to \( c \int_0^t |u_s|^{1/H} ds \). We can write
\[
|V_n\left(\frac{1}{B}\right) - c \int_0^t \frac{ds}{|B_s|^{1/H}}| \leq |V_n\left(\frac{1}{B}\right) - V_n(u_m)| + |V_n(u_m) - c \int_0^t |u_m(s)|^{1/H} ds|
\]
\[
+ c \left| \int_0^t |u_m(s)|^{1/H} ds - \int_0^t \frac{ds}{|B_s|^{1/H}} \right|
\]
\[
= a_{n,m} + b_{n,m} + c_m,
\]
where
\[
u_m(t) = \sum_{j=0}^{m-1} \frac{1}{B_{t_{j+1}}} 1_{(t_j, t_{j+1}]}(t).
\]
Using (4.4), we can estimate the first summand as follows:
\[
a_{n,m} \leq \frac{1}{H} |V_n\left(\frac{1}{B} - u_m\right)|^H \left( V_n\left(\frac{1}{B}\right)^{1-H} + V_n(u_m)^{1-H} \right)
\]
\[
\leq \frac{1}{H} \left| \text{Var}_{1/H} \left( \int_0^t \left( \frac{1}{B} - u_m \right) dB_s \right) \right|^H
\]
\[
\times \left( \text{Var}_{1/H} \left( \int_0^t \frac{1}{B} dB_s \right)^{1-H} + \text{Var}_{1/H} \left( \int_0^t u_m dB_s \right)^{1-H} \right),
\]
where \( \text{Var}_{1/H} \) denotes the total variation of order \( \frac{1}{H} \) on the interval \([0, t]\). Then Love–Young’s inequality (see [21]) implies that \( \lim_m \sup_n a_{n,m} = 0 \). From the previous results, we know that, for any fixed \( m \), \( \lim_n b_{n,m} = 0 \), and clearly, \( \lim_m c_m = 0 \). This completes the proof. \( \square \)

We can now turn to the asymptotics of the skew-product decomposition. The main ingredient of what follows is the ergodic theorem.

**Proposition 16.** We have
\[
\frac{1}{\log t} \int_0^t \frac{\delta B_s}{B_s} \overset{a.s.}{\to} H
\]
\( t \to +\infty \)
\[
\frac{1}{\log t} \int_0^t \frac{ds}{|B_s|^{1/H}} \xrightarrow{a.s. \ t \to +\infty} \frac{\Gamma(1 - 1/(2H))}{2^{1/(2H)}}.
\]

**Proof.** We first write

\[B_t = z_0 + \beta_t,\]

where \(\beta\) is an fBm started at 0.

The key point is that

\[\frac{d\beta_s}{\beta_s} \quad \text{and} \quad \frac{ds}{|\beta_s|^{1/H}}\]

are invariant by scaling and this suggests to use Birkhoff–Khintchine’s ergodic theorem.

Let \(k > 0\), since the law of the standard fBm is invariant under the transformation \(T_k : \omega \mapsto \frac{\omega(k \cdot)}{k^H}\), by Birkhoff–Khintchine’s theorem and Lemmas 12 and 14, we have

\[
\frac{1}{N} \sum_{n=0}^{N-1} \int_1^k \frac{d\beta_{k^n s}/k^n H}{\beta_{k^n s}/k^n H} \xrightarrow{a.s. \ N \to +\infty} Y,
\]

where \(Y\) is constant. Hence,

\[
\frac{1}{N} \sum_{n=0}^{N-1} \int_{k^n}^{k^{n+1}} \frac{d\beta_s}{\beta_s} \xrightarrow{a.s. \ N \to +\infty} Y.
\]

We conclude that

\[
\frac{1}{N} \int_1^k \frac{d\beta_s}{\beta_s} \quad \text{a.s. \ } N \to +\infty \ Y.
\]

Since \(k\) was arbitrary,

\[
\frac{1}{\log t} \int_1^t \frac{d\beta_s}{\beta_s} \quad \text{a.s.} \quad t \to +\infty \ Y.
\]

Now, because \(B\) is transient,

\[
\frac{1}{\log t} \int_1^t \frac{d\beta_s}{\beta_s} \sim \frac{1}{\log t} \int_0^t \frac{d B_s}{B_s}.
\]

This implies

\[
\frac{1}{\log t} \int_0^t \frac{d B_s}{B_s} \quad \text{a.s.} \quad t \to +\infty \ Y.
\]

Let us now show that

\[\text{Re}(Y) = H.\]
For this, we must check that
\[ \mathbb{E} \left( \frac{\log |B_t|}{\log t} \right) \xrightarrow{t \to +\infty} H, \]
which is a direct consequence of the scaling property for \( \beta \). We deduce that
\[ \Re Y = H. \]
Now, we note that
\[ \Im Y = 0 \]
because of the rotational invariance of the fBm.

Since the second limit is obtained exactly by the same way, we omit the details of its proof. Let us just mention that it is based on the following computation:
\[ \lim_{t \to +\infty} \mathbb{E} \left( \frac{1}{\log t} \int_0^t \frac{ds}{|B_s|^{1/H}} \right) = \mathbb{E} \left( \frac{1}{|N|^{1/H}} \right), \]
where \( N \) denotes a random variable with standard normal distribution on \( \mathbb{R}^2 \).

**Remark 17.** Unlike what happens in the case of the standard Brownian motion, the process \((\int_0^t \frac{\delta B_s}{B_s})_{t \geq 0}\) is not a complex fBm \( \beta \) time-changed with the clock
\[ \int_0^t \frac{ds}{|B_s|^{1/H}}. \]
Indeed, otherwise, we would have
\[ \frac{1}{\log t} \int_0^t \frac{\delta B_s}{B_s} = \frac{\beta_t}{\log t} \xrightarrow{t \to +\infty} 0, \]
because
\[ \frac{\beta_t}{t} \xrightarrow{t \to +\infty} 0. \]

**Remark 18.** It is also possible to apply the ergodic theorem to obtain, more generally, jointly with Proposition 11, the following limit theorem:
\[ \frac{1}{\log t} \int_0^t \frac{1}{|\beta_s|^{1/H}} f \left( \frac{\beta_s}{|\beta_s|^{1/H}} \right) ds \xrightarrow{t \to +\infty} \frac{\Gamma(1 - 1/(2H))}{2^{1/(2H)}} \int_{\mathbb{S}} f d\sigma, \]
where \( f \) is an integrable function on the unit circle \( \mathbb{S} \) endowed with its normalized Haar measure \( \sigma \) and \( \beta \) is a two-dimensional fBm issued from \( 0 \).

As a direct corollary of this, and by time inversion we, deduce the following corollary.
**Corollary 19.** Let \((B_t)_{t \geq 0}\) be a complex fBm with Hurst parameter \(H > \frac{1}{2}\) and started at 0. We have, for any \(z \in \mathbb{C}\),

\[
\frac{\log |B_t + z|}{\log t} \xrightarrow{t \to +\infty} H \quad \text{and} \quad \frac{\log |B_t + z^{2H}|}{\log t} \xrightarrow{t \to +\infty} H.
\]

**Proof.** The first part of the proposition stems immediately from the skew-product decomposition, indeed,

\[
\frac{\log |B_t|}{\log t} = \frac{1}{\log t} \Re \left( \int_0^t \delta B_s \right).
\]

For the second part, we use a time inversion argument. Indeed, we can write

\[
B_t = t^{2H} \beta_{1/t},
\]

where \(\beta\) is a planar fractional Brownian motion issued from 0, and then we apply the first part of the proposition to \(\beta\). \(\square\)

Observe that, from the law of iterated logarithm (see, e.g., [9] and [10]), it is known that, for any \(H \in (0, 1)\), the following inequality holds:

\[
|B_t| \leq A(1 + t^H) \sqrt{\ln \ln (3 + t)}.
\]

Before we conclude this section, we give a small extension of Proposition 16.

**Proposition 20.** Let \((B_t)_{t \geq 0}\) be a complex fBm with Hurst parameter \(H > \frac{1}{2}\) and started at \(z_0 \neq 0\). Let \(f : \mathbb{C} \to \mathbb{C}\) be a holomorphic function on the whole plane such that \(f(0) = 0\). Then

\[
\frac{1}{\log t} \int_0^t f \left( \frac{1}{B_s} \right) \delta B_s \xrightarrow{t \to +\infty} H f'(0).
\]

**Proof.** Indeed, we can write for \(z \in \mathbb{C}^*\) and some holomorphic function \(g : \mathbb{C} \to \mathbb{C}\),

\[
f \left( \frac{1}{z} \right) = \frac{f'(0)}{z} + \frac{1}{z^2} g' \left( \frac{1}{z} \right).
\]

It stems from this that

\[
\frac{1}{\log t} \int_0^t f \left( \frac{1}{B_s} \right) \delta B_s = \frac{f'(0)}{\log t} \int_0^t \frac{\delta B_s}{B_s} + \frac{1}{\log t} \int_0^t \frac{1}{B_s^2} g' \left( \frac{1}{B_s} \right) \delta B_s.
\]

Now, thanks to Itô’s formula,

\[
\frac{1}{\log t} \int_0^t \frac{1}{B_s^2} g' \left( \frac{1}{B_s} \right) \delta B_s = \frac{1}{\log t} \left[ g \left( \frac{1}{z_0} \right) - g \left( \frac{1}{B_t} \right) \right],
\]

which allows to conclude according to Proposition 16. \(\square\)
5. Study of the windings. In this section we shall again assume that \( z_0 \neq 0 \). We denote
\[
\theta_t = \int_0^t \frac{B_s^2 dB_s^1 - B_s^1 dB_s^2}{|B_s|^2}.
\]
From the skew-product decomposition of the two-dimensional fractional Brownian motion, the process \( \theta \) characterizes the windings of \( B \). Though the complete study of the asymptotics of \( \theta \) is not yet well understood, we present some results. First, it is easy to study the windings of \( B \) up to \( 2\pi \).

**Proposition 21.** We have
\[
\mathbb{E}(e^{in\theta_t}) \sim \frac{1}{t^{nH}}.
\]

**Proof.** From the skew-product decomposition, we get
\[
\frac{B_t}{|B_t|} = \exp(i\theta_t), \quad t \geq 0.
\]
Hence, for \( n \in \mathbb{N} \),
\[
\mathbb{E}(\exp(in\theta_t)) = \mathbb{E}\left( \frac{(t^HN + z_0)^n}{|t^HN + z_0|^n} \right),
\]
where \( N \) is a two-dimensional standard normal law. The result follows then from a straightforward computation on the two-dimensional standard normal law. \( \Box \)

We conclude now the paper with a limit theorem for the functional of the two-dimensional fractional Brownian motion
\[
Z_t = \int_0^t \frac{B_s^2 dB_s^1 - B_s^1 dB_s^2}{s^{2H}},
\]
which looks like the windings. Formula (2.3) allows us to compute the variance of this process:
\[
\mathbb{E}(Z_t^2) = 2\alpha_H \int_1^t \int_1^t (rs)^{-2H} R(s, r)|r - s|^{2H-2} dr ds
\]
\[
- 2\alpha_H^2 \int_{[1,t]^4} (sr)^{-2H} \mathbf{1}_{\{\theta \leq r, \alpha \leq s\}} |r - \alpha|^{2H-2} |\theta - s|^{2H-2} dr ds d\theta d\alpha
\]
\[
\leq C_H \log t.
\]

**Proposition 22.** Let \( Z_t \) be defined by (5.1). Then \( \frac{Z_t}{\sqrt{\log t}} \) converges in law, as \( t \) tends to infinity, to the normal distribution \( N(0, \sigma^2) \), where
\[
\sigma^2 = 4H(2H - 1) \int_0^1 \left( y^{-2H} R(y, 1) - H \log y^{-1} - H\beta \left( \frac{y}{1-y} \right) \right) (1 - y)^{2H-2} dy
\]
and
\[ \beta(y) = \int_0^1 (1 - x)^{2H-1}(x + y)^{-2H} dx. \]

**Proof.** Define, for \( \lambda \in \mathbb{R} \) and \( t > 1 \),
\[ X_t = \exp \left( i\lambda \frac{Z_t}{\log t} \right), \]
and set \( \varphi(\lambda, t) = \mathbb{E}(X_t) \). Using the change of variable formula for the Riemann–Stieltjes integral we can write, for \( 1 < t_0 \leq t \),
\[ X_t = X_{t_0} + \int_{t_0}^t \frac{i\lambda}{\sqrt{\log u}} X_u u^{-2H} (B_u^2 d B_u^1 - B_u^1 d B_u^2) \]
\[ - \int_{t_0}^t \frac{i\lambda}{2u(\log u)^{3/2}} X_u Z_u du. \]
(5.3)
Using (2.4), we can transform this pathwise integral into a divergence integral, plus a complementary term:
\[ \int_{t_0}^t \frac{i\lambda}{\sqrt{\log u}} X_u u^{-2H} (B_u^2 d B_u^1 - B_u^1 d B_u^2) \]
\[ = \int_{t_0}^t \frac{i\lambda}{\sqrt{\log u}} X_u u^{-2H} (B_u^2 \delta B_u^1 - B_u^1 \delta B_u^2) \]
\[ + \alpha \lambda i \int_{t_0}^t \frac{u^{-2H}}{\sqrt{\log u}} \int_0^u (B_u^2 D_r X_u - B_u^1 D_r^2 X_u)(u - r)^{2H-2} dr du. \]
(5.4)
Substituting (5.4) into (5.3) and taking expectations, we obtain
\[ \varphi(\lambda, t) = \varphi(\lambda, t_0) \]
\[ - \alpha \lambda \frac{1}{2} \int_{t_0}^t \frac{u^{-2H}}{\log u} \mathbb{E} \int_0^u X_u (B_u^2 D_r Z_u - B_u^1 D_r^2 Z_u)(u - r)^{2H-2} dr du \]
\[ - \int_{t_0}^t \frac{\lambda}{2u \log u} \frac{\partial \varphi}{\partial \lambda} (\lambda, u) du. \]
Now we apply the duality relationship (2.2) and we get
\[ \mathbb{E}(X_u B_u^2 D_r^1 Z_u) = \mathbb{E}(X_u | D_r^2 D_r^1 Z_u, 1_{(0,u)} \mathcal{F}) \]
\[ + \mathbb{E}(D_r^2 X_u, 1_{(0,u)} \mathcal{F} | D_r^1 Z_u) \]
\[ = \mathbb{E}(X_u | D_r^2 D_r^1 Z_u, 1_{(0,u)} \mathcal{F}) \]
\[ + \frac{i\lambda}{\sqrt{\log u}} \mathbb{E}(X_u | D_r^2 Z_u, 1_{(0,u)} \mathcal{F} | D_r^1 Z_u) \]
we obtain
\[ \varphi(\lambda, t) = \varphi(\lambda, t_0) \]
\[ - \alpha_H \lambda^2 \int_{t_0}^{t} \frac{u^{-2H}}{\log u} \mathbb{E}(X_u) \]
\[ \times \int_0^u \langle [D^2_r Z_u, 1(0,u)]_{\mathcal{H}} \rangle d\sigma \quad \text{and} \]
\[ - \left( D^1_r Z_u, 1(0,u) \right)_{\mathcal{H}} \frac{\varphi(\lambda, u)}{\varphi(\lambda, t)} \frac{\varphi(\lambda, u)}{\varphi(\lambda, t)} \]
\[ - \int_{t_0}^{t} \frac{\lambda}{2u \log u} \frac{\partial \varphi}{\partial \lambda} (\lambda, u) du + \psi(\lambda, t), \]
where
\[ \psi(\lambda, t) = -i \lambda^3 \alpha_H \int_{t_0}^{t} \frac{u^{-2H}}{(\log u)^{3/2}} \]
\[ \times \int_0^u \mathbb{E}[X_u([D^2_r Z_u, 1(0,u)]_{\mathcal{H}}) D^1_r Z_u] \]
\[ \langle D^1_r Z_u, 1(0,u) \rangle_{\mathcal{H}} = \left( \varphi - 2H \frac{u}{r} - r^{-2H} \right) \frac{\varphi(\lambda, u)}{\varphi(\lambda, t)} \frac{\varphi(\lambda, u)}{\varphi(\lambda, t)} \]
\[ \langle D^1_r Z_u, 1(0,u) \rangle_{\mathcal{H}} = \langle D^1_r Z_u, 1(0,u) \rangle_{\mathcal{H}} \]
\[ = \alpha_H \int_0^u \int_r^u \theta^{-2H} |\sigma - \theta|^{2H-2} d\sigma \]
Hence,

\[ \varphi(\lambda, t) = \varphi(\lambda, t_0) \]

\[ -2\alpha_H \lambda^2 \int_{t_0}^{t} \frac{u^{-2H}}{\log u} \mathbb{E}(X_u) \times \int_{0}^{u} \left( r^{-2H} R(r, u) - H \log \frac{u}{r} - H\beta \left( \frac{u}{u-r} \right) \right) \times (u-r)^{2H-2} \, dr \, du \]

(5.5)

\[ -\int_{t_0}^{t} \lambda \frac{\partial \varphi}{\partial \lambda}(\lambda, u) \, du + \psi(\lambda, t) \]

\[ = \varphi(\lambda, t_0) - 2\alpha_H \lambda^2 \int_{t_0}^{t} \frac{1}{u \log u} \varphi(\lambda, u) \rho(u) \, du \]

\[ -\int_{t_0}^{t} \lambda \frac{\partial \varphi}{\partial \lambda}(\lambda, u) \, du + \psi(\lambda, t), \]

where

\[ \rho(z) = \int_{1/z}^{1} \left( y^{-2H} R(y, 1) - H \log y^{-1} - H\beta \left( \frac{y}{1-y} \right) \right) (1-y)^{2H-2} \, dy. \]

We claim that \( \lim_{t \to \infty} \psi(\lambda, t) = 0. \) In order to show this property, let us write

\[ \mathbb{E}(X_u\langle D^2 Z_u, 1_{(0,u)} \rangle_{\mathcal{H}} D^1_r Z_u) \]

\[ = \mathbb{E}\left( X_u\langle D^2 Z_u, 1_{(0,u)} \rangle_{\mathcal{H}} \left( \frac{B^2_r}{r^{2H}} - \int_r^u \frac{\delta B^2_r}{\theta^{2H}} \right) \right) \]

\[ = \mathbb{E}(\langle D^2 Z_u, 1_{(0,u)} \rangle_{\mathcal{H}} (r^{-2H} \langle D^2 X_u, 1_{(0,r)} \rangle_{\mathcal{H}} - \langle D^2 X_u, \theta^{-2H} 1_{(r,u)} \rangle_{\mathcal{H}})) \]

\[ = \frac{i\lambda}{\sqrt{\log u}} \mathbb{E}(X_u\langle D^2 Z_u, 1_{(0,u)} \rangle_{\mathcal{H}} (r^{-2H} \langle D^2 Z_u, 1_{(0,r)} \rangle_{\mathcal{H}} - \langle D^2 Z_u, \theta^{-2H} 1_{(r,u)} \rangle_{\mathcal{H}})) \]

Therefore,

\[ \psi(\lambda, t) = -i\lambda^3 \alpha_H \]

\[ \times \mathbb{E}\left( \int_{t_0}^{t} \frac{u^{-2H}}{\log u^{3/2}} X_u \right) \times \int_{0}^{u} \left( \langle D^2 Z_u, 1_{(0,u)} \rangle_{\mathcal{H}} \times (r^{-2H} \langle D^2 Z_u, 1_{(0,r)} \rangle_{\mathcal{H}} - \langle D^2 Z_u, \theta^{-2H} 1_{(r,u)} \rangle_{\mathcal{H}}) \right. \]

\[ \left. + \langle D^1 Z_u, 1_{(0,u)} \rangle_{\mathcal{H}} \right) \]
\[
\times (r^{-2H}(D_1^1 Z_u, 1_{(0,r)})_{\mathcal{H}} - (D_1^1 Z_u, \theta^{-2H} 1_{(r,u)})_{\mathcal{H}})
\times (u - r)^{2H-2} dr du.
\]

We have
\[
(D_1^1 Z_u, 1_{(0,u)})_{\mathcal{H}} = \alpha_H \int_0^u \int_0^u \left( \frac{B^2_r}{r^{2H}} - \int_r^s \frac{\delta B^2_\theta}{\theta^{2H}} \right) |r - \theta|^{2H-2} dr d\theta.
\]

Hence,
\[
\| (D_1^1 Z_u, 1_{(0,u)})_{\mathcal{H}} \|_2 \leq \alpha_H \int_0^u \int_0^u \left\| B^2_r \right\|_2 - \int_r^s \frac{\delta B^2_\theta}{\theta^{2H}} \right\|_2 |r - \theta|^{2H-2} dr d\theta
\]
\[
\leq C \int_0^u \int_0^u r^{-H} |r - \theta|^{2H-2} dr d\theta
\]
\[
\leq C u^H,
\]
because, applying the inequality proved in [7], we obtain, for some constant \(c_H\),
\[
\left\| \int_r^u \frac{\delta B^2_\theta}{\theta^{2H}} \right\|_2 \leq c_H \left\| \theta^{-2H} 1_{(r,u)} \right\|_{L^1/H(\mathbb{R}^+)} \leq c_H r^{-H}.
\]

Similarly,
\[
(D_1^1 Z_u, \theta^{-2H} 1_{(r,u)})_{\mathcal{H}} = \alpha_H \int_0^u \int_r^u \left( \frac{B^2_\sigma}{\sigma^{2H}} - \int_\sigma^s \frac{\delta B^2_\theta}{\theta^{2H}} \right) |\sigma - \theta|^{2H-2} \theta^{-2H} d\theta d\sigma
\]
\[
\| (D_1^1 Z_u, \theta^{-2H} 1_{(r,u)})_{\mathcal{H}} \|_2 \leq C \int_0^u \int_r^u \sigma^{-H} |\sigma - \theta|^{2H-2} \theta^{-2H} d\theta d\sigma
\]
\[
= C d r^{-H},
\]
where
\[
d = \int_0^\infty \int_0^\infty y^{-H} |y - x|^{2H-2} x^{-2H} dx dy < \infty.
\]

Also,
\[
\| (D_1^1 Z_u, 1_{(0,r)})_{\mathcal{H}} \|_2 \leq \alpha_H \int_0^u \int_0^r \left\| \int_\sigma^s \frac{\delta B^2_\theta}{\theta^{2H}} - \frac{B^2_\sigma}{\sigma^{2H}} \right\|_2 |\sigma - \theta|^{2H-2} d\theta d\sigma
\]
\[
\leq C \int_0^u \int_0^r \sigma^{-H} |\sigma - \theta|^{2H-2} d\theta d\sigma
\]
\[
\leq C r^H.
\]

Finally,
\[
|\psi(\lambda, t)| \leq C \int_{t_0}^t \frac{u^{-H}}{\log u^{3/2}} \int_0^u r^{-H} (u - r)^{2H-2} dr ds
\]
\[
= \frac{C}{\sqrt{\log t}},
\]
(5.6)
where the constant $C$ depends on $t_0$, $H$ and $\lambda$. Similarly, we can derive the estimate
\begin{equation}
\left| \frac{\partial \psi}{\partial t}(\lambda, t) \right| \leq \frac{C}{t(\log t)^{3/2}}.
\end{equation}

Equation (5.5) yields
\begin{equation}
\frac{\partial \varphi}{\partial t} = -2\alpha H \lambda^2 \frac{\varphi \rho}{t \log t} - \frac{\lambda}{2t \log t} \frac{\partial \varphi}{\partial \lambda} + \frac{\partial \psi}{\partial t}.
\end{equation}
Hence,
\begin{equation}
\varphi(\lambda, t) = \varphi(\lambda, t_0) \exp \left\{ -\int_{t_0}^{t} \frac{2\alpha H \lambda^2 \rho(s)}{s \log s} \, ds \right\} + \int_{t_0}^{t} \exp \left\{ -\int_{t_0}^{s} \frac{2\alpha H \lambda^2 \rho(u)}{u \log u} \, du \right\} \left( -\frac{\lambda}{2s \log s} \frac{\partial \varphi}{\partial \lambda} + \frac{\partial \psi}{\partial s} \right) \, ds.
\end{equation}
The integral $\exp \left\{ -\int_{t_0}^{t} \frac{2\alpha H \lambda^2 \rho(s)}{s \log s} \, ds \right\}$ behaves as $\frac{1}{\log t}$ as $t$ tends to infinity. We have, from (5.2),
\begin{equation}
\left| \frac{\partial \varphi}{\partial \lambda} \right| \leq \frac{1}{\sqrt{\log t}} \left| \mathbb{E}(Z_t X_t) \right| \leq |\lambda| |\sqrt{C_H}|.
\end{equation}
Then, (5.9) and (5.7) imply that $\lim_{t \to \infty} \varphi(\lambda, t) = \varphi(\lambda, \infty)$ exists. By a similar argument, differentiating equation (5.8) with respect to $\lambda$, we can show that $\lim_{t \to \infty} \frac{\partial \varphi}{\partial \lambda} = \frac{\partial \varphi}{\partial \lambda}(\lambda, \infty)$ exists. We claim that
\begin{equation}
-2\alpha H \lambda \rho(\infty) \varphi(\lambda, \infty) - \frac{1}{2} \frac{\partial \varphi}{\partial \lambda}(\lambda, \infty) = 0.
\end{equation}
Otherwise, $\frac{\partial \varphi}{\partial t}$ behaves as $\frac{C}{\log t}$ when $t$ tends to infinity, where $C$ is a constant different from zero, which is contradictory because we would have $\varphi(\lambda, t) \sim C \log \log t$. Equality (5.10) implies that
\begin{equation}
\varphi(\lambda, \infty) = e^{-2\alpha H \lambda^2 \rho(\infty)},
\end{equation}
and $\frac{Z_t}{\sqrt{\log t}}$ converges in distribution as $t$ tends to infinity to the normal distribution $\mathcal{N}(0, 4\alpha H \rho(\infty))$. $\square$

Notice also that, as $H$ tends to $\frac{1}{2}$, the variance $\sigma^2$ in the preceding proposition converges to 2. This is reasonable, because if $B_t$ is a standard two-dimensional Brownian motion, $\frac{1}{\sqrt{\log t}} \int_{1}^{t} B_s^2 dB_s^1 - B_s^1 dB_s^2$ converges in distribution as $t$ tends to infinity to the normal law $\mathcal{N}(0, 2)$. Indeed, the Girsanov theorem implies that
\begin{equation}
\mathbb{E} \left( \exp \left( \frac{i \lambda}{\sqrt{\log t}} \int_{1}^{t} B_s^2 dB_s^1 - B_s^1 dB_s^2 - \frac{\lambda^2}{2 \log t} \int_{1}^{t} \frac{|B_s|^2}{s^2} \, ds \right) \right) = 1,
\end{equation}
and, applying the ergodic theorem, we have that \( \frac{1}{2 \log t} \int_1^t \left| \frac{B_s}{s^2} \right|^2 ds \) converges almost surely to one. Nevertheless, we could expect that, in the case of the fBm which is transient, the functional

\[
\int_1^t \frac{B_s^2 dB_s^1 - B_s^1 dB_s^2}{s^{2H}}
\]

is closer to the windings of \( B \) than it is the case for the planar Brownian motion for which it is well known, since \([18]\), that they behave like \( \frac{1}{2} C \log t \), where \( C \) is a Cauchy law with parameter 1.
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