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Abstract. Three distinct controlled ergodic Markov models are considered here. The models are
a discrete time controlled Markov process with complete observations, a controlled diffusion process
with complete observations, and a discrete time controlled Markov process with partial observations.
The partial observations for the third model have the special form of complete observations in a
fixed recurrent set and noisy observations in its complement. For each of the models an almost
self-optimizing adaptive control is given. These adaptive controls are constructed from a family of
estimates that use a finite discretization of the parameter set and a finite family of almost optimal
ergodic controls by a randomized certainty equivalence method. A continuity property of the infor-
mation of a model for one parameter value with respect to another is used to establish this almost
optimality property.
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1. Introduction. In many control problems the models are not completely de-
scribed and there are perturbations or unmodeled dynamics that are described by
noise so that the models are stochastic. If some distributions or parameters in the
models are unknown then these control problems can be considered as problems of
stochastic adaptive control. In this paper, three unknown ergodic Markov models are
considered. The models are a discrete time controlled Markov process with complete
observations, a controlled diffusion process with complete observations, and a discrete
time controlled Markov process with partial observations. The discrete time Markov
processes evolve in a compact state space, and the transition densities depend on an
unknown parameter. The partial observations of the discrete time Markov process in
the third model have the special form of complete observations in a fixed recurrent
set and noisy observations in its complement. The controlled diffusion is described by
a stochastic differential equation where the unknown parameter appears in the drift
vector. The solution of the stochastic differential equation is given in the weak sense.
Since there are some basic differences among these three models, it is convenient to
treat them separately. Typically, the results that are given here are stated for each of
the three models.

Since the true value of the parameter is unknown, it is estimated using the maxi-
mum likelihood procedure where the time differences between the successive updates
of the estimates are sufficiently large so that an ergodic property of the information
and the cost can be used. Since only almost self-optimality is desired, the maximum
likelihood procedure is restricted to choosing from a finite set of possible values for
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ALMOST OPTIMAL ADAPTIVE CONTROL 423

the parameter that is a discretization of the possible parameter values. The adaptive
strategy uses a randomized certainty equivalence control that chooses with probabil-
ity almost 1 the control that is almost optimal for the current value of the estimates,
and with small, positive probability each of the other almost optimal controls. This
procedure is shown to give an almost self-optimizing adaptive control.

The adaptive control of ergodic Markov models has been considered elsewhere
(e.g., [1, 2, 4, 6, 8, 9, 10, 13]). However, only here is the maximization of the likelihood
function restricted to a finite, discretized set of the possible parameter values. The
work of Agrawal [1] has motivated the use here of information and the randomized
certainty equivalence adaptive control. A cost-biased maximum likelihood method
introduced in [13] is used in [6, 8] for two of the models considered here. The methods
used here relax some of the assumptions in [4, 6, 8]. For example, the global Lipschitz
continuity of the drift vector with respect to the unknown parameter for the controlled
diffusion model is replaced by only continuity, and the requirement that the law of
large numbers for some martingales be uniform in the parameter, which necessitated
some assumptions in [6, 8], is not required.

The three models that are considered here can be generalized in various ways. The
discrete time Markov process can be modified to include the discrete time recursive
model in [17]. The controlled diffusion model can be generalized by analogy to [7] to
include processes that satisfy stochastic differential equations with delays. The partial
observations structure used here can be modified to noisy observations everywhere if
there is a sequence of random times such that the process at these times is a family
of independent, identically distributed random variables.

The three models are specifically described as follows.
Model I—Discrete time controlled Markov process. A Markov process

(Xn, n ∈ N) evolves in a compact metric space E with the transition operator
P (xn,dy; vn, α0) at time n ∈ N, where α0 ∈ A is an unknown fixed parameter and A
is a compact metric space, and the control vn takes values in a compact metric space
U and is adapted to σ(X0, . . . , Xn). A generic parameter value α ∈ A has a transition
operator that is described by replacing α0 by α above. The transition operators have
continuous densities with respect to a fixed measure ϕ( ·); that is, for each B ∈ B(E),
the Borel σ-algebra on E, and each α ∈ A,

(1) P (x, B; v, α) =
∫

B

p(x, y, v, α)ϕ(dy),

where ϕ is a probability measure on E and p : E ×E ×U ×A → R+ is continuous. It
is assumed that p(x, y, v, α) > 0 for all x, y ∈ E, v ∈ U , and α ∈ A, and suppϕ = E.
The control problem is to minimize the following ergodic cost functional:

(2) I1((vn, n ∈ N)) = lim sup
n→∞

1
n

n−1∑
i=0

c(Xi, vi),

where c : E × U → R+ is a bounded, Borel measurable function. The family of
controls (vn, n ∈ N) has the form vn = u(Xn), where u ∈ U and U is the family of
Borel measurable functions from E to U .

Model II—Controlled diffusion process. Let (X(t), t ∈ R+) be a controlled
diffusion process that satisfies the following stochastic differential equation:

(3)
dX(t) = f(X(t))dt + h(X(t), α0, v(t))dt + σ(X(t))dW (t),

X(0) = x,
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424 T. DUNCAN, B. PASIK-DUNCAN, AND L. STETTNER

where X(t) ∈ Rn, (W (t), t ≥ 0) is a standard Rn-valued Wiener process, α0 ∈
A is unknown and A is compact, (v(t), t ≥ 0) is adapted to σ(X(s), s ≤ t), and
v(t) ∈ U , a compact set. The functions f and σ satisfy a global Lipschitz condition,
σ(x)σ∗(x) ≥ cI > 0 for all x ∈ Rn, and h : Rn × A × U → Rn is a bounded Borel
measurable function and either h(x, · , v) is continuous uniformly in v ∈ U and x from
compact subsets of Rn or h(x, · , ·) is continuous for each x ∈ Rn. The solution of
the stochastic differential equation (3) is given in the weak sense by an absolutely
continuous transformation of the measure of the strong solution of

(4)
dY (t) = f(Y (t))dt + σ(Y (t))dW (t),

Y (0) = x.

The family of controls (v(t), t ≥ 0) has the form v(t) = u(X(t)), where u ∈ U and
U is the family of Borel measurable functions from Rn into U . Let TA be the first
hitting time of A ∈ B(Rn); that is,

TA =
{

inf{s > 0 : X(s) ∈ A},
+∞ if the above set is empty.

Let Γ1 and Γ2 be two spheres in Rn with centers at 0 and radii 0 < r1 < r2, respec-
tively. Let τ be given as

(5) τ = TΓ2 + TΓ1 ◦ θTΓ2
,

where (θt, t ≥ 0) is the family of shift operators acting on C(R+, Rn). The random
time τ is the first time that the process (X(t), t ≥ 0) hits Γ1 after hitting Γ2. It is
assumed that

(6) sup
α∈A

sup
u∈U

sup
x∈Γ1

Eα,u
x [τ2] < ∞

and

(7) Eα,u
x [TΓ1 ] < ∞

for each (x, α, u) ∈ Rn × A × U , where Eα,u
x is the expectation with respect to a

process (X(t), t ≥ 0) that satisfies (3) with α0 replaced by α and v(t) = u(X(t)). The
dependence of the solution of (3) on α ∈ A and the control (v(t), t ≥ 0) is suppressed
for notational convenience. However, it is shown explicitly when the expectations of
functions of the solution are taken. The control problem is to minimize the ergodic
cost functional

(8) I2((v(t), t ≥ 0)) = lim sup
t→∞

1
t

∫ t

0
c(X(s), v(s))ds,

where c : Rn × U → R+ is a bounded, Borel measurable function.
Model III—A partially observed discrete time controlled Markov pro-

cess. A controlled Markov process (Xn, n ∈ N) evolves in a compact subset E of
Rd with the transition operator P (xn,dy; vn, α0) at time n ∈ N, where α0 ∈ A is an
unknown parameter, A is a compact metric space, and the control vn takes values in a
compact metric space U . A generic parameter value α ∈ A has a transition operator
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ALMOST OPTIMAL ADAPTIVE CONTROL 425

that is described by replacing α0 by α above. The transition operators have densities
with respect to Lebesgue measure; that is,

(9) P (x, B; v, α) =
∫

B

p(x, y, v, α)dy,

where α ∈ A, B ∈ B(E), and p : E × E × U × A → R+ is continuous and p > 0
on E × E × U × A. The process (Xn, n ∈ N) is completely observed in a nonempty
compact subset Γ ⊂ E and is partially observed in E \ Γ . The observation process
(Yn, n ∈ N) is explicitly described as follows:

(10) P (Yi ∈ B|Xi,Yi−1) = 1B∩Γ (Xi) + 1Γ c(Xi)
∫

B∩Γ c
r(Xi, y)dy,

where B ∈ B(E), Yi = σ(Y1, . . . , Yi), Y0 = {Ø, Ω}, and r : Γ c × Γ c → R is Borel
measurable such that

∫
Γ c r(x, y)dy = 1 for each x ∈ Γ c. A control v is a U -valued,

Yn-adapted process. The control problem is to minimize the ergodic cost functional

(11) I3((vn, n ∈ N)) = lim sup
n→∞

1
n

n−1∑
i=0

c(Xi, vi),

where c ∈ C(E × U). It is assumed that there is a nonempty compact set Γ1 ⊂ Γ
such that for each probability law µ on X0, control u = (vn, n ∈ N), and α ∈ A,

(12) Eα,u
µ [TΓ1 ] < ∞

and

(13) sup
x∈Γ1

sup
u∈U

Eα,u
x [τ2] < ∞,

where TΓ1 is the first hitting time of Γ1, τ is the first hitting time of Γ1 after hitting
Γ c (τ = TΓ c + TΓ1 ◦ θTΓ c ), and Eα,u

µ is the expectation for the process (Xn, n ∈ N)
with initial law µ, control u, and parameter α ∈ A. For a probability law µ for X0
the measure-valued process (Πα0

n , n ∈ N) is defined as follows:

(14) Πα0

0 (B) = µ(B),

(15) Πα0

n (B) = Pn(Xn ∈ B|Yn)

for each B ∈ B(E). This conditional measure process can be represented more ex-
plicitly using (10) (e.g., Lemma 1 of [18]) as follows:

(16) Πα0

n+1(B) = 1B∩Γ (Yn+1) + 1Γ c(Yn+1)M(Yn+1, Π
α0

n , vn, α0)(B),

where

(17) M(y, ν, v, α0) =

∫
B∩Γ c

r(z, y)p(ν, z, v, α0)dz∫
Γ c

r(z, y)p(ν, z, v, α0)dz

and

(18) p(ν, z, v, α0) =
∫

E

p(x, z, v, α0)ν(dx).
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426 T. DUNCAN, B. PASIK-DUNCAN, AND L. STETTNER

2. A finite family of almost optimal controls. For the adaptive control of
Models I, II, and III a finite family of controls is constructed that includes at least
one that is almost optimal for each parameter value α ∈ A.

To determine the almost optimal controls the averaged versions of the ergodic
cost functionals (2), (8), (11) are used. These are denoted as follows:

(19) Jα0,1
µ ((vn, n ∈ N)) = lim sup

n→∞

1
n

Eα0,v
µ

[
n−1∑
i=0

c(Xi, vi)

]
,

(20) Jα0,2
µ ((v(t), t ≥ 0)) = lim sup

t→∞

1
t
Eα0,v

µ

[∫ t

0
c(X(s), v(s))ds

]
,

(21) Jα0,3
µ ((vn, n ∈ N)) = lim sup

n→∞

1
n

Eα0,v
µ

[
n−1∑
i=0

c(Xi, vi)

]
,

where µ is the probability law for X0 and α0 ∈ A is the true parameter value. The
finite families of almost optimal controls for Models I, II, and III are constructed for
the cost functionals Jα0,1

µ , Jα0,2
µ , and Jα0,3

µ , respectively.
Model I. It is assumed that it suffices to consider controls of the form vn =

un(Xn), where un ∈ U = B(E, U), the family of Borel measurable functions from
E to U . Clearly, this restriction is satisfied if c is a continuous, bounded function
because by (1) for B ∈ B(E), x ∈ E, v ∈ U , and α ∈ A,

(22) P v,α(x, B) ≥ inf
x,y∈E

inf
v∈U

inf
α∈A

p(x, y, v, α)ϕ(B)

and

inf
x,y∈E

inf
v∈U

inf
α∈A

p(x, y, v, α) > 0,

and (see Theorem 2.2 and Corollary 3.6 in Chap. 3 of [10]) for each α ∈ A, there is a
uα ∈ B(E, U) such that Jα,1

µ (uα) is optimal.
For Model I there is a uniform ergodicity property and a finite family of almost

optimal controls.
PROPOSITION 1. For Model I with α ∈ A and u ∈ U there is a probability measure

πα
u on B(E) such that

(23) sup
u∈U

sup
α∈A

sup
x∈E

‖(Pu,α)n(x, ·) − πα
u ( ·)‖var ≤ 2γn−1

0

where ‖ · ‖var is the variation norm and

γ0 = 1 − inf
x,y∈E

inf
v∈U

inf
α∈A

p(x, y, v, α).

There is a constant K1 such that for α, β ∈ A and u ∈ U

(24) ‖πα
u − πβ

u‖var ≤ K1 sup
x∈E

‖Pu,α(x, ·) − Pu,β(x, ·)‖var.

Furthermore, given ε > 0 there is a finite family of controls U1(ε) = {u1, . . . , ur(ε)}
such that for each α ∈ A there is a k ∈ {1, . . . , r(ε)} and

(25) Jα,1
µ (uk(X( ·))) ≤ λ1(α) + ε,
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ALMOST OPTIMAL ADAPTIVE CONTROL 427

where

(26) λ1(α) = inf
u∈U

Jα,1
µ (u(X( ·))).

Proof. From (22) and (5.6) of [5], (23) is verified. The inequality (24) follows from
the proof of Proposition 1 of [17]. The existence of a finite family U1(ε) satisfying
(25) follows from (24) and the proof of Lemma 2 of [17].

Model II. Let (τn, n ∈ N) be an increasing sequence of random times such that
τ1 = τ and τn+1 = τn ◦θτn

for n > 1. For a given control u ∈ U and parameter α0 ∈ A
there is a unique invariant measure ηα0

u for the embedded Markov chain (Xτn
, n ∈ N)

and X0 ∈ Γ1 (e.g., [6]). Furthermore, there is a unique invariant measure πα0

u for the
process (X(t), t ≥ 0) with v(t) = u(X(t)), and it has the form

(27) πα0

u (B) =

∫
Γ1

Eα0,u
x

[∫ τ

0
1B(X(s))ds

]
ηα0

u (dx)∫
Γ1

Eα0,u
x [τ ]ηα0

u (dx)
.

For Model II there is an analogue of Proposition 1.
PROPOSITION 2. For Model II there is γ0 ∈ (0, 1) such that

(28) sup
u∈U

sup
α∈A

sup
x∈Γ1

sup
B∈B(Γ1)

|Pα,u
x (X(τn) ∈ B) − ηα

u (B)| ≤ γn
0 ,

where ηα
u is the unique invariant measure for the embedded Markov chain. There is a

constant K1 such that for α, β ∈ A and u ∈ U ,

(29) ‖ηα
u − ηβ

u‖var ≤ K1 sup
x∈E

sup
B∈B(Γ1)

|Pα,u
x (X(τ) ∈ B) − P β,u

x (X(τ) ∈ B)|.

Furthermore, given ε > 0 there is a δ > 0 such that if α, β ∈ A and ρA(α, β) < δ then

(30) sup
u∈U

sup
x∈Γ1

sup
B∈B(Γ1)

|Pα,u
x (X(τ) ∈ B) − P β,u

x (X(τ) ∈ B)| < ε

and

(31) sup
u∈U

sup
x∈Γ1

sup
B∈B(Γ1)

∣∣∣∣Eα,u
x

[∫ τ

0
1B(X(s))ds

]
− Eβ,u

x

[∫ τ

0
1B(X(s))ds

]∣∣∣∣ < ε,

where ρA is a metric on A compatible with its topology. Furthermore, given ε > 0,
there is a finite family of controls U2(ε) = {u1, . . . , ur(ε)} such that for each α ∈ A
there is a k ∈ {1, . . . , r(ε)} and

(32) Jα,2
µ (uk(X( ·))) ≤ λ2(α) + ε,

where

(33) λ2(α) = inf
u∈U

Jα,2
µ (u(X( ·))).

Proof. By Proposition 2.2 of [6] and Theorem 4.1 of [3] the inequality (28) follows.
Using the proof of Proposition 1 of [6], as in our Proposition 1, the inequality (29)

D
ow

nl
oa

de
d 

09
/1

0/
14

 to
 1

29
.2

37
.4

6.
10

0.
 R

ed
is

tr
ib

ut
io

n 
su

bj
ec

t t
o 

SI
A

M
 li

ce
ns

e 
or

 c
op

yr
ig

ht
; s

ee
 h

ttp
://

w
w

w
.s

ia
m

.o
rg

/jo
ur

na
ls

/o
js

a.
ph

p



428 T. DUNCAN, B. PASIK-DUNCAN, AND L. STETTNER

follows. The uniform continuity properties (30), (31) can be verified as for (10) and
(19) of [6]. Since h is not assumed to be Lipschitz continuous with respect to α ∈ A,
it is necessary to verify that the map

(34) H : Γ1 × A → R

given by

(35) H(x, α) = Ex

[∫ t

0
|σ−1(Y (s))h(Y (s), α, u(Y (s)))|2ds

]
is continuous uniformly in u ∈ U , where Ex is the expectation for Px that is the
measure for the solution of (4), and

Ex

[∫ t

0
|σ−1(Y (s))(h(Y (s), α, u(Y (s))) − h(Y (s), β, u(Y (s))))|2ds

]
→ 0

as ρA(α, β) → 0 uniformly in u ∈ U . The proof of this last continuity is similar to
the verification of the continuity of H, so only the verification of H is given. Since h
is bounded, it is sufficient to verify the continuity of H̄ : Γ1 × A → R given by

(36) H̄(x, α) =
∫ t

t1

Ex|σ−1(Y (s))h(Y (s), α, u(Y (s)))|2ds

for each t1 < t uniformly in u ∈ U . To verify this continuity note that the map
(s, x) ∈ (0,∞) × Rd 7→ Px(Y (s) ∈ ·) is continuous in the variation norm topology.
In fact, by Lemma 9.22 of [19], for sn → s > 0 and xn → x the family of measures
(Pxn(Y (sn) ∈ ·), n ∈ N) is tight, so for any ε > 0 there is a compact set K ⊂ Rd such
that

Py(Y (sn) ∈ Kc) < ε

for all y ∈ {x, x1, x2, . . .}. By Theorem 3.2.1 of [19] the measures (P.(Y (s) ∈ ·), s > 0)
have continuous densities. As n → ∞ the following inequality is easily verified from
the previous inequality:

sup
B∈B(Rd)

|Pxn
(Y (sn) ∈ B) − Px(Y (s) ∈ B)| ≤ 2ε +

∫
K

|p(sn, xn, y) − p(s, x, y)|dy.

Thus the continuity in the variation norm of P.(Y (s) ∈ ·) is verified. By this conti-
nuity and the continuity of α 7→ h(y, α, v) that is uniform in v ∈ U , the continuity of
(36) and therefore (34) follows. Now only the verification of (32) remains. By (27),
(29), (30), (31), given ε > 0, there is a δ > 0 such that if α, β ∈ A and ρA(α, β) < δ,
then

sup
u∈U

‖πα
u − πβ

u‖var < ε.

So by Propositions 2.3 and 2.4 of [6] there is a finite family of controls U2(ε) such
that the inequality (32) is satisfied.

Model III. Let Ũ be a fixed compact subset of C(P(E), U) where P (E) is the
family of probability measures on E with the vague topology, and let u(α) be the
control sequence such that vn = u(Πα

n ). Define λ3 as follows:

(37) λ3(α) = inf
u∈Ũ

Jα,3
µ (u(Πα

n ))
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ALMOST OPTIMAL ADAPTIVE CONTROL 429

and an increasing sequence of random times (τn, n ∈ N) as τ1 = τ , τn+1 = τn +τ ◦θτn
,

where (θt, t ≥ 0) is the family of shift operators acting on C(R+, Rd).
Some additional assumptions are made on Model III.
(A1) The function r given in (10) is continuous on Γ c × Γ c and bounded on

Γ c
δ × Γ c

δ for some δ > 0 where Γ c
δ = {(y, z) ∈ Γ c × Γ c : ρE(y, Γ ) ≥ δ} ∪ {(y, z) ∈

Γ c × Γ c : ρE(y, z) ≥ δ} and ρE is a metric on E that is compatible with its topology.
If (yn, n ∈ N) is a sequence in Γ c such that yn → y ∈ Γ as n → ∞, and for δ > 0,
B(y, δ) = {z ∈ Γ c : ρE(z, y) ≤ δ}, then

(38) lim
n→∞

inf
α∈A

inf
v∈Ũ

inf
x∈K

∫
B(y,δ)

r(z, yn)Pα,v(x,dz) = ∞

for any compact subset K ⊂ E.
(A2) If (zn, n ∈ N) is a sequence in Γ c that converges to z, then

lim
n→∞

R(zn, ·) = R(z, ·),

where the topology is the vague convergence of measures and

(39) R(z, A) =


∫

A∩Γ c
r(z, y)dy for z ∈ Γ c,

1A(z) for z ∈ Γ

for A ∈ B(E).
Using (A1) and (A2) an analogue of Propositions 1 and 2 is given for Model III.
PROPOSITION 3. For Model III, if (A1) and (A2) are satisfied, then there is a

γ0 ∈ (0, 1) and a measure ηα
u(β) on Γ such that

(40) sup
u∈Ũ

sup
α,β∈A

sup
x∈Γ

sup
B∈B(Γ1)

|Pα,u(β)
x (Xτn

∈ B) − ηα
u(β)(B)| < γn

0 .

Given ε > 0 there is a finite family of controls Ũ(ε) = {u1, . . . , ur(ε)} ⊂ Ũ and δ0 > 0
such that if ρA(α, β) < δ0, then

(41) λ3(β) − ε ≤ Jβ,3
µ (uk(Πα

n )) ≤ λ3(β) + ε

for some k ∈ {1, . . . , r(ε)}.
Proof. The continuity and the positivity of the transition density p and (13) imply

(40). Using the proof of Lemma 3 of [17], it follows that

Jβ,3
µ (uk(Πα

n )) =

∫
Γ

Eβ,u(α)
x

[
τ−1∑
i=0

∫
E

c(z, u(Πα
i ))Πβ

i (dz)ηβ
u(α)(dx)

]
∫

Γ

Eβ,u(α)
x [τ ]ηβ

u(α)(dx)
.

By the proofs of Lemma 2 of [17] and Proposition 2.4 of [6], for the verification of (41)
it suffices to show that given ε > 0, there is a δ > 0 such that for α, β, α1, β1 ∈ A, if
ρA(α, α1) < δ and ρA(β, β1) < δ then

(42) sup
u∈Ũ

|Jβ,3
µ (u(Πα

n )) − Jβ1,3
µ (u(Πα1

n ))| < ε.
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430 T. DUNCAN, B. PASIK-DUNCAN, AND L. STETTNER

If the inequality (42) is not satisfied then there are sequences (αm, m ∈ N), (αm
1 , m ∈

N) such that αm → α, αm
1 → α1, and um(v) → u(v) uniformly in v ∈ P(E) as m → ∞

and

(43) |Jαm,3
µ (um(Παm

n )) − J
αm

1 ,3
µ (um(Παm

1
n ))| ≥ ε > 0

for all m ∈ N. Using some continuity arguments in the proofs of Theorems 1 and 6
of [18], where the pair (α, v) ∈ A × U is considered as the control, it follows that

lim
m→∞

Jαm,3
µ (um(Παm

n )) = Jα,3
µ (u(Πα

n ))

and

lim
m→∞

J
αm

1 ,3
µ (um(Παm

1
n )) = Jα,3

µ (u(Πα
n )),

which contradict the inequality (43). Thus (42) is satisfied and there is a finite family
Ũ(ε) of controls such that (41) is satisfied.

Let Ã(δ0) = {α(1), . . . , α(k(δ0))} be distinguished points, one from each of a finite
δ0 net in A. By Proposition 3, given ε > 0, there is an Ã(δ0) from a δ0 net of A
such that the controls (uk(Πα

n ), k ∈ {1, . . . , r(ε)} and α ∈ Ã(δ0)) form the family of
ε optimal controls.

Remark. A finite family of controls for U (1)(ε) can be obtained from a discretiza-
tion of the Bellman equation (cf. [6] and Section 3.5 of [10]). A finite family of controls
for U (2)(ε) can be obtained using [14], and a finite family of controls for Ũ(ε) can be
obtained using [15].

3. The information for different parameters. Kullback and Leibler [11]
have used a notion of information in statistics. For the adaptive control problems for
the three models considered here the information is computed from the probability
densities for different values of the unknown parameter. It is described in [16] as the
information of one parameter value with respect to another. It is shown in [12] that it
is naturally related to the notion of information in information theory. This quantity
has a different form for each of the Markov models. It is denoted Ki, i = 1, 2, 3, for
the three models.

(44) K1
u(α, β) =

∫
E

∫
E

ln
(

p(x, y, u(x), β)
p(x, y, u(x), α)

)
p(x, y, u(x), β)ϕ(dy)πβ

u(dx),

where ϕ is given in (1), π is the invariant measure given in (23), α, β ∈ A, and u ∈ U .

K2
u(α, β)

=
1
2

∫
Γ1

Eβ,u
x

[ ∫ τ

0
|σ−1(X(s))(h(X(s), α, u(X(s))) − h(X(s), β, u(X(s))))|2ds

]
·ηβ

u(dx)
(∫

Γ1

Eβ,u
x [τ ]ηβ

u(dx)
)−1

,

(45)

where η is the invariant measure for the embedded Markov chain given in (27), α, β ∈
A, and u ∈ U .

K3
u(α, β, γ) =

∫
Γ

Eβ,u(γ)
x

[
τ−1∑
i=0

ln

(
F (Πβ

i , u(Πγ
i ), β)(Yi+1)

F (Πα
i , u(Πγ

i ), α)(Yi+1)

)]

D
ow

nl
oa

de
d 

09
/1

0/
14

 to
 1

29
.2

37
.4

6.
10

0.
 R

ed
is

tr
ib

ut
io

n 
su

bj
ec

t t
o 

SI
A

M
 li

ce
ns

e 
or

 c
op

yr
ig

ht
; s

ee
 h

ttp
://

w
w

w
.s

ia
m

.o
rg

/jo
ur

na
ls

/o
js

a.
ph

p



ALMOST OPTIMAL ADAPTIVE CONTROL 431

(46) ·ηβ
u(γ)(dx)

(∫
Γ

Eβ,u(γ)
x [τ ]ηβ

u(γ)(dx)
)−1

,

where η is given in (40), α, β, γ ∈ A, u ∈ Ũ , u(γ) in (46) indicates that the control
u(Πγ

i ) is used, and

(47)

F (ν, v, α)(y) := 1Γ (y)p(ν, y, v, α)

+ 1E\Γ (y)
∫

E\Γ

r(z, y)p(ν, z, v, α)dz.

Now some important properties are verified for Ki, i = 1, 2, 3.
PROPOSITION 4. Consider Model I with the assumptions imposed on it. For each

u ∈ U the map K1
u : A × A → R is continuous. Furthermore, if K1

u(α, β) = 0, then
πα

u = πβ
u .

Proof. Let L : A × A × E → R be given by

L(α, β, x) =
∫

E

ln
(

p(x, y, u(x), β)
p(x, y, u(x), α)

)
p(x, y, u(x), β)ϕ(dy).

L( · , · , x) is continuous and bounded uniformly in x ∈ E, so the continuity of K1
u

follows by (24).
For x ∈ E, Jensen’s inequality implies that∫

E

ln
(

p(x, y, u(x), β)
p(x, y, u(x), α)

)
p(x, y, u(x), β)ϕ(dy) ≥ 0.

For each B ∈ B(E) it follows by the definition of invariant measures that

πβ
u(B) ≥ inf

x,y∈E
inf

v∈U, β∈A
p(x, y, v, β)ϕ(B).

If K1
u(α, β) = 0, then

(48)
∫

E

ln
(

p(x, y, u(x), β)
p(x, y, u(x), α)

)
p(x, y, u(x), β)ϕ(dy) = 0

for (ϕ) almost all x ∈ E. Since ln( ·) is a strongly convex function it follows by
Jensen’s inequality that

(49) p(x, y, u(x), α) = p(x, y, u(x), β)

for (ϕ) almost all x ∈ E and (ϕ) almost all y ∈ E. Thus for B ∈ B(E),

πβ
u(B) =

∫
E

∫
B

p(x, y, u(x), β)ϕ(dy)πβ
u(dx)

=
∫

E

∫
B

p(x, y, u(x), α)ϕ(dy)πβ
u(dx)

=
∫

E

Pu,α(x, B)πβ
u(dx).

The last equality implies that πβ
u is an invariant measure for the transition operator

Pα,u. The uniqueness of the invariant measure for Pα,u, which follows from (23),
implies that πβ

u = πα
u .

Now a result analogous to the above proposition is obtained for Model II.
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432 T. DUNCAN, B. PASIK-DUNCAN, AND L. STETTNER

PROPOSITION 5. Consider Model II with the assumptions imposed on it. For each
u ∈ U , the map K2

u : A × A → R is continuous. Furthermore, if K2
u(α, β) = 0, then

πα
u = πβ

u .
Proof. The continuity of K2

u follows from (29), (30), (31) and the continuity of
h(x, · , v). If K2

u(α, β) = 0, then by Lemma 3.4 of [6] it follows that

h(x, α, u(x)) = h(x, β, u(x))

for all x ∈ Rn \D where λ(D) = 0 and λ is an n-dimensional Lebesgue measure. Thus
for (λ) almost all x ∈ Rn, t > 0, and B ∈ B(Rn),

Pα,u
x (X(t) ∈ B) = P β,u

x (X(t) ∈ B).

The uniqueness of the invariant measures, as in the proof of Proposition 4, implies
that πα

u = πβ
u .

For Model III an additional assumption is introduced:

(A5)
∫

E\Γ

r(x, y)(p(ν1, x, v, α) − p(ν2, x, v, β))dx = 0

for almost all y ∈ E \ Γ if and only if

p(ν1, x, v, α) = p(ν2, x, v, β)

for almost all x ∈ E \ Γ .
Now an analogue of the previous two propositions is verified for Model III.
PROPOSITION 6. If (A1)–(A5) are satisfied for Model III, then for each u ∈ Ũ

the map K3
u : A × A × A → R is continuous. Furthermore, if K3

u(α, β, γ) = 0 then
the measures Ψα

u(γ) and Ψβ
u(γ) on the Borel σ-algebra of P(E) × P(E) coincide, where

(50) Ψ δ
u(γ)(B) =

∫
Γ

Eδ,u(γ)
x

[
τ−1∑
i=0

1B(Πα
i , Πβ

i )

]
ηδ

u(γ)(dx)∫
Γ

Eδ,u(γ)
x [τ ]ηδ

u(γ)(dx)

and δ = α, β and B ∈ σ(P(E) × P(E)).
Proof. The verification of the continuity of K3

u follows from the boundedness and
continuity of F ( · , · , ·)( ·) : P(E) × U × A × E \ ∂Γ → R (cf. Theorems 1 and 6 of
[18]).

If K3
u(α, β, γ) = 0, then by the strict positivity of p it follows that

Eβ,u(γ)
x

[
τ−1∑
i=0

ln

(
F (Πβ

i , u(Πγ
i ), β)(Yi+1)

F (Πα
i , u(Πγ

i ), α)(Yi+1)

)]
= 0

for almost all x ∈ Γ . The map L : Γ → R, where

L(x) = Eβ,u(γ)
x

[
τ−1∑
i=0

ln

(
F (Πβ

i , u(Πγ
i ), β)(Yi+1)

F (Πα
i , u(Πγ

i ), α)(Yi+1)

)]
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ALMOST OPTIMAL ADAPTIVE CONTROL 433

is continuous for each β ∈ A, and u ∈ U (cf. Lemma 8 of [18]), so for all x ∈ Γ ,
L(x) = 0. Using (A5) and Lemma 4 of [8] it follows that

P β,u(γ)
x (Πα

i = Πβ
i for i ∈ {0, . . . , τ − 1}) = 1

for each x ∈ Γ . It follows from Corollary 2 of [8] that

Eβ,u(γ)
x

[
τ−1∑
i=0

1B(Πβ
i , Πγ

i )

]
= Eα,u(γ)

x

[
τ−1∑
i=0

1B(Πβ
i , Πγ

i )

]

for each B in the Borel σ-algebra of P(E) × P(E), x ∈ Γ1, and ηα
u(γ) = ηβ

u(γ). Thus

Ψα
u(γ) = Ψβ

u(γ).

4. Almost self-optimal adaptive strategies. For ε > 0 fixed, the controls
are restricted to the finite families U1(ε), U2(ε), and Ũ(ε) of ε optimal controls for
Models I, II, and III, respectively. For ε > 0 there is a δ0 > 0 given in Proposition 3
and a δ0 net of A with a distinguished point from each element of the net Ã(δ0) =
{α(1), . . . , α(k(δ0))}.

For a randomization of an adaptive control the following subsets of R are used.
For ε > 0 let

(51)
S(ε) = {βi(j) : i ∈ N, j ∈ {1, 2, . . . , r(ε)} and for each i ∈ N

there is a ji ∈ {1, . . . , r(ε)} such that βi(ji) = 1 − ε/‖c‖
and for j 6= ji, βi(j) = ε/[(r(ε) − 1)‖c‖]}

and

(52)
S̃(ε, δ0) = {βi(j, k) : i ∈ N, j ∈ {1, . . . , r(ε)}, k ∈ {1, . . . , k(δ0)},

and for each i ∈ N there are ji and ki such that βi(ji, ki) = 1 − ε/‖c‖

and for j 6= ji or k 6= ki, βi(j, k) = ε/[(r(ε)k(δ0) − 1)‖c‖]},

where ‖ · ‖ is the supremum norm.
The following result is a continuity property of the invariant measures for the

three models and is naturally associated with Propositions 4, 5, and 6.
PROPOSITION 7. i) Consider Model I with the assumptions imposed on it. For

ε′ > 0 there is a δ > 0 such that if {β̃i(j)} ⊂ S(ε), α, β ∈ A, uj ∈ U1(ε), and

lim inf
n→∞

1
n

n−1∑
i=0

∣∣∣∣∣∣
r(ε)∑
j=1

β̃i(j)K1
uj (α, β)

∣∣∣∣∣∣ < δ,

then

sup
u∈U1(ε)

‖πα
u − πβ

u‖var < ε′.

ii) Consider Model II with the assumptions imposed on it. For ε′ > 0 there is a
δ > 0 such that if {β̃i(j)} ⊂ S(ε), α, β ∈ A, uj ∈ U2(ε), and

lim inf
n→∞

1
n

n−1∑
i=0

∣∣∣∣∣∣
r(ε)∑
j=1

β̃i(j)K2
uj (α, β)

∣∣∣∣∣∣ < δ,
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434 T. DUNCAN, B. PASIK-DUNCAN, AND L. STETTNER

then

sup
u∈U2(ε)

‖πα
u − πβ

u‖var < ε′.

iii) Consider Model III with the assumptions (A1)–(A5). For ε′ > 0 there is a
δ > 0 such that if {β̃i(j, k)} ⊂ S̃(ε, δ0), α, β ∈ A, uj ∈ Ũ(ε), and

lim inf
n→∞

1
n

n−1∑
i=0

∣∣∣∣∣∣
r(ε)∑
j=1

k(δ0)∑
k=1

β̃i(j, k)K3
uj (α, β, α(k))

∣∣∣∣∣∣ < δ,

then

sup
u∈Ũ(ε)

sup
γ∈Ã(δ0)

∣∣∣∣ ∫
P(E)×P(E)

∫
E

c(z, u(ν2))ν1(dz)Ψα
u(γ)(dν1,dν2)

−
∫

P(E)×P(E)

∫
E

c(z, u(ν2))ν1(dz)Ψβ
u(γ)(dν1,dν2)

∣∣∣∣ < ε′.

Proof. Only the verifications of i) and iii) are given because the verification of ii)
is similar to that of i).

Verifying by contradiction, assume that i) is not true. Then there are sequences
(αm, m ∈ N) and (βm, m ∈ N) and {β̃im(j)} ⊂ S(ε) such that αm → α, βm → β as
m → ∞,

(53) lim sup
m→∞

lim inf
n→∞

1
n

n−1∑
i=0

∣∣∣∣∣∣
r(ε)∑
j=1

β̃im(j)K1
uj (αm, βm)

∣∣∣∣∣∣ = 0,

and

(54) sup
u∈U1(ε)

‖παm
u − πβm

u ‖var > ε′.

By (53) and the definition of S(ε), it follows that

lim
m→∞

K1
uj (αm, βm) = 0

for each j ∈ {1, . . . , r(ε)}. Thus, by Proposition 4, K1
uj (α, β) = 0 for j ∈ {1, . . . , r(ε)}

and πα
uj = πβ

uj for j ∈ {1, . . . , r(ε)}. By (24) it follows that

lim
m→∞

sup
u∈U1(ε)

‖παm
u − πα

u‖var = 0

and

lim
m→∞

sup
u∈U1(ε)

‖πβm
u − πβ

u‖var = 0.

These last two equalities contradict (54). This contradiction verifies i).
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ALMOST OPTIMAL ADAPTIVE CONTROL 435

Now assume that iii) is not satisfied. Then there are sequences (αm, m ∈ N) and
(βm, m ∈ N) and {β̃im(j, k)} ⊂ S̃(ε, δ0) such that αm → α, βm → β as m → ∞,

(55) lim sup
m→∞

lim inf
n→∞

1
n

n−1∑
i=0

∣∣∣∣∣∣
r(ε)∑
j=1

k(δ0)∑
k=1

β̃im(j, k)K3
uj (αm, βm, α(k))

∣∣∣∣∣∣ = 0

and

sup
u∈Ũ(ε)

∣∣∣∣ ∫
P(E)×P(E)

∫
E

c(z, u(ν2))ν1(dz)Ψαm

u(γ)(dν1,dν2)

(56) −
∫

P(E)×P(E)

∫
E

c(z, u(ν2))ν1(dz)Ψα
u(γ)(dν1,dν2)

∣∣∣∣ ≥ ε′.

By (55) and the definition of S̃(ε, δ0), it follows that

lim
m→∞

K3
uj (αm, βm, α(k)) = 0

for j ∈ {1, . . . , r(ε)} and k ∈ {1, . . . , k(δ0)}. Thus, by Proposition 6, K3
uj (α, β, α(k)) =

0 for j ∈ {1, . . . , r(ε)}, k ∈ {1, . . . , k(δ0)}, and

Ψα
u(γ) = Ψβ

u(γ)

for u ∈ Ũ(ε) and γ ∈ Ã(δ0). In the proof of Theorem 6 of [18] it is shown that

lim
m→∞

Ψαm

u(γ) = Ψα
u(γ)

and

lim
m→∞

Ψβm

u(γ) = Ψβ
u(γ)

in the weak* topology of P(E) × P(E). By the continuity of c in the cost functional
(11) there is a contradiction to (56). This contradiction verifies iii).

Fix ε > 0. For Models I and II let ε′ = ε/‖c‖, and for Model III let ε′ = ε.
Using this ε′ by Proposition 7, there is a δ > 0 such that i), ii), and iii) are satisfied
for Models I, II, and III, respectively. There is a δ̄ > 0 such that the following are
satisfied.

i) For Model I and α, β ∈ A, if ρA(α, β) < δ̄, then for each u ∈ U1(ε)

(57) |K1
u(α, β)| < δ/3

and

(58) ‖πα
u − πβ

u‖var ≤ ε

‖c‖ .

ii) For Model II and α, β ∈ A, if ρA(α, β) < δ̄, then for each u ∈ U2(ε)

(59) |K2
u(α, β)| < δ/3
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436 T. DUNCAN, B. PASIK-DUNCAN, AND L. STETTNER

and

(60) ‖πα
u − πβ

u‖var ≤ ε

‖c‖ .

iii) For Model III and α, β ∈ A, if ρA(α, β) < δ̄, then for each u ∈ Ũ(ε) and
γ ∈ Ã(δ0)

(61) |K3
u(α, β, γ)| < δ/3

and ∣∣∣∣ ∫
P(E)×P(E)

∫
E

c(z, u(ν2))ν1(dz)Ψαm

u(γ)(dν1,dν2)

(62) −
∫

P(E)×P(E)

∫
E

c(z, u(ν2))ν1(dz)Ψα
u(γ)(dν1,dν2)

∣∣∣∣ ≤ ε.

The existence of δ̄ > 0 follows in i) from Proposition 4 and (24), in ii) from Propo-
sition 5 and (27), (29), (30), (31), and in iii) from Proposition 6 and the continuity
of the map Ψ : A × A → P(E) × P(E), which follows from the proof of Theorem 6 of
[18].

For δ̄ > 0 there is a finite covering of A by balls of radius δ̄ with centers at
distinguished points that is denoted A(δ̄). For ε > 0 and δ > 0 given above, there is
a positive integer N whose existence is justified subsequently such that

i) for Model I

(63)

sup
x∈E

sup
u∈U1(ε)

sup
α∈A(δ̄)

sup
β∈A

∣∣∣∣∣ 1
N

N−1∑
i=1

Eβ,u
x

[
ln

(
p(Xi, Xi+1, u(Xi), β)
p(Xi, xi+1, u(Xi), α)

)]
− K1

u(α, β)

∣∣∣∣∣ < δ/3

and

(64) sup
x∈E

sup
u∈U1(ε)

sup
β∈A

∣∣∣∣∣ 1
N

N−1∑
i=1

Eβ,u
x [c(Xi, u(Xi))] −

∫
E

c(z, u(z))πβ
u(dz)

∣∣∣∣∣ < ε;

ii) for Model II

sup
x∈Γ

sup
u∈U2(ε)

sup
α∈A(δ̄)

sup
β∈A

∣∣∣∣Eβ,u
x

[
1
2

∫ τN

0
|σ−1(X(s))(h(X(s), α, u(X(s)))

(65) −h(X(s), β, u(X(s))))|2ds

]
(Eβ,u

x [τN ])−1 − K2
u(α, β)

∣∣∣∣ < δ/3

and

sup
x∈Γ1

sup
u∈U2(ε)

sup
β∈A

∣∣∣∣Eβ,u
x

[ ∫ τN

0
c(X(s), u(X(s)))]ds

(66) ·(Eβ,u
x [τN ])−1 −

∫
E

c(z, u(z))πβ
u(dz)

∣∣∣∣ < ε;
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ALMOST OPTIMAL ADAPTIVE CONTROL 437

iii) for Model III

sup
x∈Γ

sup
u∈Ũ(ε)

sup
α∈A(δ̄)

sup
γ∈Ã(δ0)

sup
β∈A

∣∣∣∣Eβ,u(γ)
x

[ τN −1∑
i=0

ln
(

F (Πβ
i , u(Πγ

i ), β)(Yi+1)
F (Πα

i , u(Πγ
i ), α)(Yi+1)

)]

(67) ·(Eβ,u
x [τN ])−1 − K3

u(α, β, γ)
∣∣∣∣ < δ/3

and

sup
x∈Γ

sup
u∈Ũ(ε)

sup
γ∈Ã(δ0)

sup
β∈A

∣∣∣∣Eβ,u(γ)
x

[ τN −1∑
i=0

∫
E

c(z, u(Πα
i ))Πβ

i (dz)
]
(Eβ,U(γ)

x [τN ])−1

(68) −
∫

P(E)×P(E)

∫
E

c(z, u(ν2))ν1(dz)Ψβ
u(γ)(dν1,dν2)

∣∣∣∣ < ε,

where Ψ is given in (50).
The following three lemmas justify the existence of N in (63)–(68).
LEMMA 1. For Model I let

L = sup
x,y∈E

sup
v∈U

sup
α,β∈A

∣∣∣∣ln p(x, y, v, β)
p(x, y, v, α)

∣∣∣∣ .

Then for N ≥ 3L/(δ(1 − γ0)) the inequality (63) is satisfied, and for N ≥ ‖c‖/(ε(1 −
γ0)) the inequality (64) is satisfied where γ0 is as given in Proposition 1.

Proof. By (23) it follows that∣∣∣∣Eβ,u
x

[
ln

p(Xi, Xi+1, u(Xi), β)
p(Xi, Xi+1, u(Xi), α)

]
− K1

u(α, β)
∣∣∣∣

=
∣∣∣∣Eβ,u

x

[∫
E

ln
(

p(Xi, y, u(Xi), β)
p(Xi, y, u(Xi), α)

)
p(Xi, y, u(Xi), β)ϕ(dy)

]
− K1

u(α, β)
∣∣∣∣ ≤ Lγi−1

0

for x ∈ E, α, β ∈ A, u ∈ U1(ε), and i ∈ N. Thus for N ≥ 3L/δ(1− γ0), the inequality
(63) is satisfied. In a similar way by (23) it follows that the inequality (64) is satisfied
for N ≥ ‖c‖/ε(1 − γ0).

LEMMA 2. For Model II let

L = sup
x∈Rn

sup
α∈A

sup
v∈U

‖h(x, α, v)∗σ−1(x)‖,

M1 = sup
x∈Γ1

sup
α∈A

sup
u∈U

Eα,u
x [τ ],

and

M2 = inf
x∈Γ1

inf
α∈A

inf
u∈U

Eα,u
x [τ ].

For

N ≥ 12
δ

L2M1
1

M2(1 − γ0)

(
1 +

M1

M2

)
,
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438 T. DUNCAN, B. PASIK-DUNCAN, AND L. STETTNER

the inequality (65) is satisfied, and for

N ≥ 1
ε
‖c‖M1

1
M2(1 − γ0)

(
1 +

M1

M2

)
,

where γ0 is given in Proposition 2, the inequality (66) is satisfied.
Proof. By (28) it follows that∣∣∣∣1i Eβ,u

x

[ ∫ τi+1

0
|σ−1(X(s))(h(X(s), α, u(X(s))) − h(X(s), β, u(X(s))))|2ds

]

−
∫

Γ1

Eβ,u
x

[ ∫ τ

0
|σ−1(X(s))(h(X(s), α, u(X(s)) − h(X(s), β, u(X(s)))|2ds

]
ηβ

u(dz)
∣∣∣∣

≤ 1
i

i∑
j=0

γi
04L2M1 =

1
i

1 − γi+1
0

1 − γ0
4L2M1

and ∣∣∣∣1i Eβ,u
x [τi+1] −

∫
Γ1

Eβ,u
z [τ ]ηβ

u(dz)
∣∣∣∣ ≤ 1

i

1 − γi+1
0

1 − γ0
M1

for x ∈ Γ1, β ∈ A, and u ∈ U .
Combining the above two inequalities, (65) is satisfied for N stated in the lemma.
In a similar way, (66) is verified.
LEMMA 3. For Model III let

L1 = sup
x,y∈E

sup
v∈U

sup
α∈A

p(x, y, v, α),

L2 = inf
x,y∈E

inf
v∈U

inf
α∈A

p(x, y, v, α),

M1 = sup
x∈Γ

sup
u∈Ũ(ε)

sup
γ∈Ã(δ0)

sup
β∈A

Eβ,u(γ)
x [τ ],

and

M2 = inf
x∈Γ

inf
u∈Ũ(ε)

inf
γ∈Ã(δ0)

inf
β∈A

Eβ,u(γ)
x [τ ].

For

N ≥ 3
δ

ln
(

L1

L2

)
M1

1
M2(1 − γ0)

(
1 +

M1

M2

)
,

the inequality (67) is satisfied, and for

N ≥ ‖c‖
ε

M1
1

(1 − γ0)M2

(
1 +

M1

M2

)
,

the inequality (68) is satisfied where γ0 is given in Proposition 3.
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ALMOST OPTIMAL ADAPTIVE CONTROL 439

Proof. As in the verification of Lemma 2 it follows by (40) that∣∣∣∣1i Eβ,u(γ)
x

[ τi+1−1∑
j=0

ln
F (Πβ

j , u(Πγ
j ), β)(Yj+1)

F (Πα
j , u(Πγ

j ), α)(Yj+1)

]

−
∫

Γ

Eβ,u(γ)
x

[ τ−1∑
j=0

ln
F (Πβ

j , u(Πγ
j ), β)(Yj+1)

F (Πα
j , u(Πγ

j ), α)(Yj+1)

]
· ηβ

u(γ)(dx)
∣∣∣∣ ≤ 1

i

1 − γi+1
0

1 − γ0
ln

(
L1

L2

)
M1

and ∣∣∣∣1i Eβ,u(γ)
x [τi+1] −

∫
Γ

Eβ,u(γ)
z [τ ]ηβ

u(γ)(dz)
∣∣∣∣ ≤ 1

i

1 − γi+1
0

1 − γ0
M1

for x ∈ Γ , β ∈ A, γ ∈ Ã(δ0), u ∈ Ũ(ε). These inequalities imply the inequalities for
N for which (67) and (68) are satisfied.

Now the construction of the almost self-optimal controls can be completed. Again,
it is subdivided into the three models.

i) For Model I let α̂jN be a maximizer of

(69) L1
jN (α) =

jN−1∑
i=0

ln p(Xi, Xi+1, vi, α)

over α ∈ A(δ̄), where vi is the control at time i. The control vi is a randomized
certainty equivalence control. For i ∈ {jN : j ∈ N}, choose the control ujN ∈ U1(ε)
randomly among (uk, k = 1, . . . , r(ε)) as

(70) P (ujN = uk0 |X(0), . . . , X(jN)) = 1 − ε

‖c‖ ,

where uk0 is the almost optimal control for α = α̂jN in U1(ε) and

(71) P (ujN = uk|X(0), . . . , X(jN)) =
ε

(r(ε) − 1)‖c‖

for k = {1, . . . , r(ε)}\{k0}. The control ujN is also used at the times jN +1, . . . , (j +
1)N − 1; that is,

(72) vi = ujN (Xi)

for i = {jN, . . . , (j + 1)N − 1}.
ii) For Model II, let α̂(τjN ) be a minimizer of

(73) L2(τjN ) =
∫ τjN

0
|σ−1(X(s))(h(X(s), α, v(s)) − h(X(s), α0, v(s)))|2ds

over α ∈ A(δ). The control in [τjN , τ(j+1)N ) is u(τjN ) ∈ U2(ε), that is, a randomized
certainty equivalence control such that

(74) P (u(τjN ) = uk0 |X(s), 0 ≤ s ≤ τjN ) = 1 − ε

‖c‖
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440 T. DUNCAN, B. PASIK-DUNCAN, AND L. STETTNER

and

(75) P (u(τjN ) = uk|X(s), 0 ≤ s ≤ τjN ) =
ε

(r(ε) − 1)‖c‖

for k = {1, . . . , r(ε)} \ {k0} and uk0 is almost optimal for α̂(τjN ).
iii) For Model III let α̂(τjN ) be a maximizer of

(76) L3
τjN

(α) =
τjN −1∑

i=0

lnF (Πα
i , vi, α)(Yi+1)

over α ∈ A(δ̄). The controls v̂(τjN ), v̂(τjN+1), . . . , v̂(τ(j+1)N−1) are selected by a
randomized certainty equivalence rule such that

(77) P (v̂(τjN ) = uk0(Πα(l0)
τjN

), . . . , v̂(τ(j+1)N−1) = uk0(Πα(l0)
τ(j+1)N−1

)|Y(τjN )) = 1− ε

‖c‖

and

P (v̂(τjN ) = uk(Πα(l)
τjN

), . . . , v̂(τ(j+1)N−1) = uk(Πα(l)
τ(j+1)N−1

)|Y(τjN ))

=
ε

(r(ε)k(ε) − 1)‖c‖ ,(78)

where k ∈ {1, . . . , r(ε)} \ {k0}, j ∈ {1, . . . , card(Ã(δk0))}, and uk0(Πα(l0)
τjN ) is almost

optimal for α̂(τjN ).
Let (v̂i, i ∈ N) or (v̂(s), s ≥ 0) be the discrete or the continuous time randomized

certainty equivalence control defined in i), ii), or iii) above. Let (β̄i, i ∈ N), (β̄(s), s ≥
0), and (β̃i, i ∈ N) be processes with values in {1, . . . , r(ε)} for the first two processes
and in {(j, k) : j = 1, . . . , r(ε) and k = 1, . . . , k(δ0)} for the third process such that
the first two processes correspond to the index of the control in U i(ε), i = 1, 2, at
each time and the third process (for Model III) is the index of the control function
and the index of the element of Ã(δ0).

The following result is the almost self-optimality of the randomized certainty
equivalence control for the three Models I, II, and III.

THEOREM 1. Let ε > 0 be fixed. Let Ii be the pathwise cost functional for i =
1, 2, 3 given by (2), (8), and (11), respectively, for Models I, II, and III, respectively,
and let λi(α0) be the optimal cost for i = 1, 2, 3 for parameter α0. Let (v̂i, i ∈ N) and
(v̂(s), s ≥ 0) be the randomized certainty equivalence controls given above. For the
Models I, II, and III the following inequalities are satisfied:

(79) (i) I1((v̂n, n ∈ N)) ≤ λ1(α0) + 6ε a.s.,

(80) (ii) I2((v̂(s), s ≥ 0)) ≤ λ2(α0) + 6ε a.s.,

(81) (iii) I3((v̂n, n ∈ N)) ≤ λ3(α0) + 6ε a.s.

Proof. Initially consider Model I. By the definition of α̂jN , it follows that

(82)
jN−1∑
i=0

ln
p(Xi, Xi+1, v̂i, α̂jN )
p(Xi, Xi+1, v̂i, α0)

≥
jN−1∑
i=0

ln
p(Xi, Xi+1, v̂i, ᾱ

0)
p(Xi, Xi+1, v̂i, α0)

,

where ᾱ0 is an element in A(δ̄) of minimum distance to α0.
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ALMOST OPTIMAL ADAPTIVE CONTROL 441

By the law of large numbers for martingales for α ∈ A(δ̄),

lim
n→∞

1
n

( nN−1∑
i=0

ln
p(Xi, Xi+1, v̂i, α)
p(Xi, Xi+1, v̂i, α0)

(83)

−
n−1∑
i=0

Eα0
[ (i+1)N−1∑

j=iN

ln
p(Xi, Xi+1, v̂i, α)
p(Xi, Xi+1, v̂i, α0)

∣∣∣∣X0, . . . , XiN , β̄0, . . . , β̄iN

])
= 0 a.s.,

lim
n→∞

1
n

( nN−1∑
i=0

c(Xi, v̂i)

(84) −
n−1∑
i=0

Eα0
[ (i+1)N−1∑

j=iN

c(Xj , v̂j)
∣∣∣∣X0, . . . , XiN , β̄0, . . . , β̄iN

])
= 0 a.s.,

(85) lim sup
n→∞

1
n

n−1∑
i=0

K1
uiN

(α, α0) −
r(ε)∑
j=1

βi(j)K1
uj (α, α0)

 = 0 a.s.,

and

lim sup
n→∞

1
n

n−1∑
i=0

J α̂iN ,1((uiN (Xl), l ∈ N))

(86) −
r(ε)∑
j=1

βi(j)J α̂iN ,1((uj(Xl), l ∈ N)) = 0 a.s.,

where βi(j) = P (β̄i = j|X0, . . . , XiN ), and in the last equality the control functions
uiN and uj are used and their costs are evaluated. Let N be a null set such that the
above four equalities are satisfied on N c. Let F (δ̄) = {α ∈ A(δ̄) : there is an ω ∈ Ω\N
such that α is a frequent point of (α̂jN (ω))}. In many subsequent expressions, the
random variables are evaluated at some ω ∈ Ω \ N but this evaluation is suppressed
for notational convenience. If α ∈ F (δ̄) then for a corresponding ω ∈ Ω \ N it follows
from (82), (83) that

(87) lim sup
n→∞

1
n

n−1∑
i=0

Eα0,uiN

XiN

(i+1)N−1∑
j=iN

ln
p(Xj , Xj+1, uiN (Xj), α0)
p(Xj , Xj+1, uiN (Xj), α)



≥ lim sup
n→∞

1
n

n−1∑
i=0

Eα0,uiN

XiN

(i+1)N−1∑
j=iN

ln
p(Xj , Xj+1, uiN (Xj), α0)
p(Xj , Xj+1, uiN (Xj), ᾱ)

D
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442 T. DUNCAN, B. PASIK-DUNCAN, AND L. STETTNER

for each ᾱ ∈ A(δ̄). By (63) it follows that

(88) lim sup
n→∞

1
n

n−1∑
i=0

K1
uiN

(α, α0) +
δ

3
≥ lim sup

n→∞

1
n

n−1∑
i=0

K1
uiN

(ᾱ, α0) − δ

3
.

Thus, by (57),

(89) lim sup
n→∞

1
n

n−1∑
i=0

K1
uiN

(α, α0) ≥ −δ,

and by (85),

(90) lim sup
n→∞

1
n

n−1∑
i=0

r(ε)∑
j=1

βi(j)K1
uj (α, α0) ≥ −δ.

Therefore, by Proposition 7 with ε1 = ε/‖c‖,

(91) sup
u∈U1(ε)

‖πα
u − πα0

u ‖var <
ε

‖c‖ .

By (84)

(92) I1((v̂n, n ∈ N)) = lim sup
n→∞

1
n

n−1∑
i=0

Eα0,uiN

XiN

(i+1)N−1∑
j=iN

c(Xj , uiN (Xj))

 a.s.,

so by (64),

(93) I1((v̂n, n ∈ N)) ≤ lim sup
n→∞

1
n

n−1∑
i=0

∫
E

c(z, uiN (z))πα0

uiN
(dz) + ε a.s.

For ω ∈ Ω \ N it follows from (93) that

(94) I1((v̂n, n ∈ N)) ≤ lim sup
n→∞

1
n

n−1∑
i=0

1F (δ̄)(α̂iN )
∫

E

c(z, uiN (z))πα0

uiN
(dz) + ε.

For α ∈ F (δ̄), (91) is satisfied, so for ω ∈ Ω \ N

I1((v̂n, n ∈ N)) ≤ lim sup
n→∞

1
n

n−1∑
i=0

1F (δ̄)(α̂iN )
∫

E

c(z, uiN (z))πα̂iN
uiN

(dz) + 2ε

(95) = lim sup
n→∞

1
n

n−1∑
i=0

J α̂iN ,1((uiN (Xl), l ∈ N)) + 2ε.

For ω ∈ Ω \ N it follows by (86) that

(96) I1((v̂n, n ∈ N)) ≤ lim sup
n→∞

1
n

n−1∑
i=0

r(ε)∑
j=1

βi(j)J α̂iN ,1(uj(Xl), l ∈ N)) + 2ε.
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Using the definition of βi(j) and (25) it follows that for ω ∈ Ω \ N

I1((v̂n, n ∈ N)) ≤ lim sup
n→∞

1
n

n−1∑
i=0

(
1 − ε

‖c‖

)
λ1(α̂iN ) + 3ε

(97) ≤ lim sup
n→∞

1
n

n−1∑
i=0

λ1(α̂iN ) + 3ε ≤ lim sup
n→∞

1
n

n−1∑
i=0

1F (δ̄)(α̂iN )λ1(α̂iN ) + 3ε.

By (25) and (91) it follows that for α ∈ F (δ̄)

(98) |λ1(α) − λ1(α0)| ≤ 2ε + sup
u∈U1(ε)

∣∣∣∣∫
E

c(x, u(x))(πα
u (dx) − πα0

u (dx))
∣∣∣∣ ≤ 3ε.

Thus for ω ∈ Ω \ N

I1((v̂n, n ∈ N)) ≤ lim sup
n→∞

1
n

n−1∑
i=0

1F (δ̄)(α̂iN )λ1(α0) + 6ε = λ1(α0) + 6ε.

The inequality (79) is verified.
Now consider Model III. By the construction of α̂(τjN ) it follows that

(99)
τjN −1∑

i=0

ln
F (Π

α̂τjN

i , v̂i, α̂τjN
)(Yi+1)

F (Πα0

i , v̂i, α0)(Yi+1)
≥

τjN −1∑
i=0

ln
F (Π ᾱi

i , v̂i, ᾱ
0)(Yi+1)

F (Πα0

i , v̂i, α0)(Yi+1)
.

In analogy to (83)–(86), by the law of large numbers for martingales it follows that
for α ∈ A(δ̄),

lim
n→∞

1
n

( τnN −1∑
i=0

ln
F (Π ᾱi

i , v̂i, α
0)(Yi+1)

F (Πα0

i , v̂i, α)(Yi+1)

(100)

−
τnN −1∑

i=0

Eα0
[ τ(i+1)N −1∑

j=τiN

ln
F (Π ᾱi

i , v̂i, α
0)(Yi+1)

F (Πα0

i , v̂i, α)(Yi+1)

∣∣∣∣Y(τiN ), β̄0, . . . , β̄τiN

])
= 0 a.s.,

(101) lim
n→∞

1
n

(
τnN −

n−1∑
i=0

Eα0 [
τ(i+1)N − τiN |Y(τiN ), β̄0, . . . , β̄τiN

])
= 0 a.s.,

lim
n→∞

1
n

( τnN∑
i=0

c(Xi, v̂i)

(102) −
n−1∑
i=0

Eα0
[ τ(i+1)N−1∑

j=τiN

∫
E

c(z, v̂i)Πα0

i (dz)|Y(τiN ), β̄0, . . . , β̄τiN

])
= 0 a.s.,
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(103)

lim sup
n→∞

1
n

n−1∑
i=0

K3
uτiN

(α, α0, α̃τiN
) −

r(ε)∑
j=1

k(δ0)∑
k=1

βi(j, k)K3
uj (α, α0, α(k))

 = 0 a.s.,

lim sup
n→∞

1
n

n−1∑
i=0

(J α̂τiN
,3(uτiN

(Π
α̃τiN

l ), l ∈ N))

(104) −
r(ε)∑
j=1

k(δ0)∑
k=1

βi(j, k)(J α̂τiN
,3(uj(Π

α̃τiN

l ), l ∈ N)) = 0 a.s.,

where α̃τiN
is the element of Ã(δ0) chosen at time τiN in the construction of the

control v̂τiN
,

βi(j, k) = P (β̃τiN
= (j, k)|Y(τiN )),

and Jα,3 is the evaluation of the average cost for α ∈ A. If α ∈ A(δ̄) for some
ω ∈ Ω \ N is a frequent point of the estimation, then similar to (87)–(90), by (62),
(67), (99) it follows that

lim inf
n→∞

1
n

n−1∑
i=0

r(ε)∑
j=1

k(δ0)∑
k=1

βi(j, k)K3
uj (α, α0, α(k)) ≥ −δ,

so by Proposition 7

sup
u∈Ũ(ε)

sup
β∈Ã(δ0)

∣∣∣∣ ∫
P(E)×P(E)

∫
E

c(z, u(ν2))ν1(dz)Ψα
u(β)(dν1,dν2)

(105) −
∫

P(E)×P(E)

∫
E

c(z, u(ν2))ν1(dz)Ψα0

u(β)(dν1,dν2)
∣∣∣∣ < ε.

By (68), (101), (102) it follows that

Jα0,3((v̂n, n ∈ N))

≤ lim sup
n→∞

1
n

n−1∑
i=0

∫
P(E)×P(E)

∫
E

c(z, u(ν2))ν1(dz)Ψα0

uτiN
(α̃τiN

)(dν1,dν2) + ε.

Let F (δ̄) be the set given by F (δ̄) = {α ∈ A(δ̄) : there is an ω ∈ Ω \ N such that α is
a frequent point of α̂τiN

(ω)}. By (104), (105) it follows that

I3((v̂n, n ∈ N)) ≤ lim sup
n→∞

1
n

n−1∑
i=0

1F (δ)(α̂τiN
)

·
∫

P(E)×P(E)

∫
E

c(z, u(ν2))ν1(dz)Ψ
α̂τiN

uτiN
(α̃τiN

)(dν1,dν2) + 2ε,
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so by (104)

I3((v̂n, n ∈ N)) ≤ lim sup
n→∞

1
n

n−1∑
i=0

r(ε)∑
j=1

k(δ0)∑
k=1

βi(j, k)

·J α̂τiN
,3(uj(πα(k)

l ), l ∈ N) + 2ε.

Similar to (97), it follows by (104) that

I3((v̂n, n ∈ N)) ≤ lim sup
n→∞

1
n

n−1∑
i=0

1F (δ̄)(α̂τiN
)λ3(α̂τiN

) + 3ε.

For α ∈ F (δ̄) it follows from (41), (104) that

|λ3(α) − λ3(α0)| ≤ 3ε

and

I3((v̂n, n ∈ N)) ≤ λ3(α0) + 6ε a.s.

This verifies the inequality (81).
The verification of the inequality (80) for Model II is similar to the verification of

(79) and (81), and is thereby omitted.

5. Some other adaptive algorithms. The existence of a finite family of almost
optimal controls that is shown in section 2 can be used in the construction of some
other algorithms. Three such algorithms are i) maximum likelihood estimation with
forcing, ii) cost watching with forcing, and iii) cost watching with randomization.
The forcing algorithms (cf., e.g., [2]) are based on the forced use of all of the almost
optimal controls successively at times (Tn, n ∈ N) such that

lim sup
n→∞

1
n

n−1∑
i=0

1{Tj , j∈N}(i) = 0,

so that the forcing does not affect the value of the cost functional. The notion of
cost watching is to compare the average costs incurred for each of the almost optimal
controls. For cost watching during the nonforcing times, a control that has minimal
average cost is used. For cost watching with randomization the control for which
the current average cost is minimal is chosen with probability almost 1, and the
other controls are chosen with small probability. It seems that the algorithms with
forcing should converge slowly, but they have a simple construction. The algorithm
given in section 4 is more complicated and requires some continuity properties of the
invariant measures with respect to the information. A comparative analysis of the
above algorithms requires further study.
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