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High-p+ jets in pp collisions at \'s=630 and 1800 GeV
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Results are presented from analyses of jet data producqzpicollisions at+/s=630 and 1800 GeV
collected with the D@ detector during the 1994-1995 Fermilab Tevatron Collider run. We discuss the details
of detector calibration, and jet selection criteria in measurements of various jet production cross sections at
Js=630 and 1800 GeV. The inclusive jet cross sections, the dijet mass spectrum, the dijet angular distribu-
tions, and the ratio of inclusive jet cross sections/st 630 and 1800 GeV are compared to next-to-leading-
order QCD predictions. The ordeﬁ' calculations are in good agreement with the data. We also use the data at
\/s=1800 GeV to rule out models of quark compositeness with a contact interaction scale less than 2.2 TeV at
the 95% confidence level.

DOI: 10.1103/PhysRevD.64.032003 PACS nunider12.38.Qk, 12.60.Rc

[. INTRODUCTION Previous measurements by the Collider Detector at Fer-
milab (CDF) Collaboration of the inclusive jet cross section
The quark model which suggested that hadrons are coni6,7] and the inclusive dijet mass spectri8] have re-
posite particles was first proposed in the early 198Qsand ~ ported an excess of jet production relative to a specific QCD
was confirmed as the quark-parton model in a series of exprediction. More recent analysis of the dijet angular distribu-
periments at the Stanford Linear Accelerator Center in thdion by the CDF Collaboratiof19] has excluded models of
late 1960s and early 197¢2]. The model developed during duark compositeness in which the contact interaction scale is
the 1970s into the theory of strong interactions, quantunieSS than 1.6 TeV at the 95% confidence level.
chromodynamics(QCD) [3], which describes the interac- This paper presents a detailed description of five measure-
tions of quarks and gluorsalled partons Together with the MeNts previously published by the DG Collaboration: the
theory of electroweak interactions, QCD forms the foundal"ClUSiVe jet cross sections dg:_ 1800 GeV[8,20] and 630
tion of the standard model of particle physi@M), which, eV [21,22, the ratio of inclusive jet cross sections ¢
=630 and 1800 GeV21,22, the dijet angular distribution

thus far, describes accurately the interactions of all known -
elementary particles. [23,24), and the dijet mass spectrui®5] at 's=1800 GeV.

Perturbative QCD(PQCD) [3] predicts the production In addition to the analy;es prese_nted in this paper, DY has

cross sections at large transverse momentp or parton- r_ecently measured the mc_lu_swe jet cross section as a func-
o . — L tion of E; and pseudorapidity,;|, at ys=1800 GeV[26]

parton scgtterlng in proton-antiprotop f) coII|S|ons[4—.8]. where 7= —In[tan(¢/2)] and @ is the polar angle.
Thg outgoing p_artons from the pgrton-_parton scattering had- o jet measurements, the most critical component of the
ronize to form jets of particles. Higpr jets were observed pgj getector is the calorimet§28]. A thorough understand-
clearly during experimentation at the CERN Intersectinging of the jet energy scale, jet resolutions, and knowledge of
Storage Ring9qISR) [9] and the CERNpp collider [10]. biases caused by jet triggering and reconstruction are neces-
Significant deviations from predictions of PQCD can only besary. After detector calibration, small experimental uncertain-
observed if the uncertainties in both experimental measurdies can be achieved and precise statements can be made
ments and theoretical predictions are small. Calculations ofibout the validity of QCD predictions. These results can then
highpt jet production involve the folding of parton scatter- be used as the basis for searches for physics beyond the
ing cross sections with experimentally determined partorstandard model.
distribution functions(PDF9. These predictions have re- In this paper we discuss the theoretical predictions for the
cently improved with next-to-leading-ord&dLO) QCD cal-  inclusive jet cross section, the inclusive dijet mass cross sec-
culations [11-13 and improved PDFs[14,15. These tion, and the dijet angular distribution. We describe the vari-
O(ag’) predictions reduce theoretical uncertainties toous measurements undertaken to understand and calibrate the
~30% [16] (whereag is the strong coupling parameter D@ detector for jet measurements. Finally, four different

In this paper we describe the production of hadronic jetgphysics measurements performed at D@ are presented: the
as observed with the D@ detector at the Fermilab Tevatroinclusive jet cross section, the ratio of inclusive jet cross
pp collider at center-of-masg¢c.m) energies of 630 and Sections, the dijet angular distribution, and the dijet mass
1800 GeV. Highps jet production at/s=1800 GeV probes spectrum. The measurements presented here constitute a

the structure of the proton where the interacting partons carryingent test of QCD, with a total uncertainty substantially
a fraction of the proton momentum, Gk=<0.66, for mo- educed relative to previous measurements. Further, the re-

mentum transfers(Q) of 2.5x 10°=Q?<2.3x 10° Ge\? sults represent improved limits on the existence of phenom-

whereQ?=E?2 and is equivalent to a distance scale of 40 €@ not predicted by the standard model.
fm (see Fig. 1L Measurements of the inclusive jet cross sec-

tion, the dijet angular distribution, and the dijet mass spec- Il. CALORIMETER
trum, can be used to test the predictions of PQCD. Addition- '
ally, new phenomena such as quark compositerjé3% The D@ detector is described in detail elsewHe&,29.

would reveal themselves as an excess of jet production athe D@ uranium-liquid argon sampling calorimeters are uni-
large transverse energ¥{) and dijet masgM) relative to  form in structure and provide coverage for a pseudorapidity
the predictions of QCD. range| | <4.5. They are nearly compensating with afnr
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ratio of less than 1.05 above 30 GeV. The central and endompare the measurements to various theoretical predictions.
calorimeters are approximately 7 and 9 interaction lengths In addition to the jets produced by the high-parton-
deep respectively, ensuring containment of most particles exparton scattering, there are many particles produced by the
cept highpr muons and neutrinos. The calorimeters are seghadronization of the partons in the proton and antiproton that
mented into cells of sizA X A$=0.1X0.1, whereg is the  were not involved in the hard scattering process. Because of
azimuthal angle. These characteristics along withthis there is no unequivocal method for experimentally se-
excellent energy resolution for electrons~15%/ lecting the particles that belong to a jet produced in high-
JVE[GeV]) and pions (50%/JE[GeV]) make the D@ scattering. It is preferable to use a standard definition of a jet
calorimeters especially well suited for jet measurements. to facilitate comparisons of measurements from different ex-
The calorimeter is divided into three sectidsse Fig. 2 periments, and with theoretical predictions. In 1990 the so-
a central calorimetefCC) covering low values of pseudora- called Snowmass Jet Algorithfi80] was adopted as a stan-
pidity, two end calorimeter§EC) covering forward and dard definition.
backward pseudorapidities, and the Intercryostat Detector A jet algorithm can be run on several different input vari-
(ICD) covering the gaps between the CC and EC (0.8bles: calorimeter cells, and particles or partons produced by
<|#|<1.6). The CC and EC calorimeters each consist of ara Monte Carlo simulation. To differentiate the results of the
inner electromagneti¢EM) section, a fine hadroni¢FH) same algorithm being run on these different input we de-
section, and a coarse hadroii©H) section. Each EM sec- scribe the resulting jets as follows: A jar calorimeter jet
tion is 21 radiation lengths deep and is divided into fouris the result of the jet algorithm being run on calorimeter
longitudinal samples. The hadronic sections are divided intgells; a particle jet is created from particles produced by a
four (CC) and five(EC) layers. The ICD consists of scintil- Monte Carlo simulation after the hadronization step; finally,
lator tiles inserted in the space between the CC and EC crnya parton jet is formed from partons before hadronization
ostats. The Tevatron accelerator’s Main Ring, which is usedakes place.
for preaccelerating protons, passes through the CH calorim-
eters.
A. The Snowmass accord
lIl. JET DEFINITIONS The Snowmass Jet Algorithm defines a jet as a collection
of partons, particles, or calorimeter cells contained within a
A jet is a collection of collimated particles produced by cone of opening angl®. All objects in an event have a
the hadronization of a higky quark or gluon. In the mea- distance from the jet centeR;=\/(7,— 77jet)2+(¢i_ ¢jet)2,
surements presented in this paper, we measure the ener@iere 7 ., and ¢, define the direction of the jet andy(,
and direction of the jets produced ipp interactions and ¢;), are the coordinates of the parton, particle, or center of
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(1) Calorimeter towersa set of four calorimeter cells of
size ApXA¢$p=0.2X0.2) with E;>1 GeV are ordered in
E;. Starting with the highedE; tower, preclusters are
formed from contiguous towers around these seed towers.

(2) The jet direction (e, #je) is calculated using Eq.
(3.2 from the energy deposit pattern in a fixed cone of size
‘R around the precluster center.

(3) The energy deposited in a cone of siRearound the
jet axis is summed and the jet direction;f;, ¢je) is recal-
culated using the Snowmass algorithEy. (3.2)].

(4) Step(3) is iterated until the jet direction is stable. This
is typically achieved in two or three iterations.

(5) Only jets withE+>8 GeV are retained.

(6) Jets are merged or split according to the following

FIG. 2. A schematic view of one quarter of the D@ calorimeters. fiteria: two iets are meraed into one iet if more than 50% of
The shading pattern indicates the distinct readout cells. The ray lteria. two ged! Jet °

indicate the pseudorapidity intervals defined from the center of thd1€ Et Of the jet with the smalleiEy is contained in the
detector. overlap region. If less than 50% of tlkg is contained in the
overlap region, the jets are split into two distinct jets and the
energy of each calorimeter cell in the overlap region is as-
signed to the nearest jet. The jet directions are recalculated
using an alternative definition as given in E§.3).

the calorimeter cell. IfR;=<7R then the object is part of the
jet. The Snowmass suggested value/of 0.7 was used in
these measurements. The of the jet is given by

The D@ jet algorithm and the Snowmass algorithm calculate

E.= 2 = (3.1) the final direction of the jet differently. In the D@ jet algo-
Tk T rithm the final and ¢ of the jet are defined as
wherei is an index for theth parton or cell. The direction of \/ 2 Ei 2+ E Ei 2
the jet is then given by ™ X ~ Y
fjer=tan *
1 o El
Te g, RE_<R Er7', (3.2 Z §
1 o > E,
b=z > Ergl 2|
EticR=r Pjer=tan (3.3

> E
The Snowmass algorithm gives a procedure for finding T

the jets:
Njer=—IN[tan Oied2) ]

wherei corresponds to all towers whose centers are within
. ) Sy A .
Form a jet cone with directiome;, dye:. the jet radiusR, E,=E;siné cos¢;, Ey=E;singsindg,

Recalculate th& and direction of the jet. andE;=E; cosg. . .
Repeat steps 2 and 3 until the jet direction is stable. Applying the 8 GeVEr threshold to jets before merging
and splitting has two important consequences. The first is
The definition of the jet seed is not given by the algorithm.that two jets ofE;<8 GeV cannot be merged into a single
At the parton level these seeds could be the partons, poinjst to create a jet wittEt>8 GeV. The second is that jets
lying between pairs of partons, or even a set of points ranmay haveE;<8 GeV if they were involved in splitting.
domly located inp-¢ space. Experimentally, the seed could
be defined as any cell above a givepthreshold, all cells in C. Corrected jets
the calorimeter, or clusters of calorimeter cells. It is up to
each experimentalist or theorist to define a seed.

Determine a list of jet “seeds,” each with a locatiof,

¢jet .

In this paper a “true” or corrected jet is the jet that would
be found by the D@ jet algorithm if it was applied to the
particles produced by the highr parton-parton scattering

B. The D@ experiment's jet algorithm before they hit the calorimeter. The jet does not include the

At the calorimeter level in the D@ experiment, jets areparticles produced by hadronization of the partons not in-
defined in two sequential procedures. In the first, or clustervolved in the hard scatteringhe underlying event The dif-
ing, procedure all the energy depositions that belong to ajé‘ﬁrences between jets observed in the calorimeter and the
are accumulated, and in the second the, andE of the jet ~ “true” jets are determined using Monte Car{®IC) simula-
are defined. The clustering consists of the following steps: tions of pp interactions. The direction art; of the “true”
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jets are calculated using the Snowmass definifsee Egs.
(3.1) and (3.2] and are denoted bg!, »” and ¢P

(where ptcl denotes partigle 0.035 ¢

Jet E; > 40 GeV
0.03

D. Differences between the D@ and Snowmass [ + ++

algorithms in data 0.025 a +

Because the D@ and Snowmass algorithms calculate the i +
location, and hence angle, of the jet differently, a study to 0.02 + + +
measure the differences was performed. The same data <1: [ ++ + +
events were reconstructed using the two different algorithms 0.015 |
and the differences in location were compared. There were r ++
no differences in thee; or ¢ of the jets. However, there 0.01 | +
were small differences in the jety|, which increase as a [ e
function of the| 5| of the jets and decrease as the transverse 0.005 | o
energy of the jets increases. Figure 3 shows the average dif- .
ference between thgep| of jets with E1>40 GeV recon- o -t
structed using the two different algorithms. As can be seen, l
the difference is small, even at a largd .

FIG. 3. The average difference between thg of jets recon-
E. Jet algorithms at NLO structed using the D@ algorithm and the Snowmass algorithm for

. . D@ data.
In PQCD calculations of parton-parton scattering at lead-

ing order[LO, O(aé)] there can only be two partons in the ing scheme. After several studies &, value of 1.3 was

f8und to best simulate the D@ merging and splitting criteria
two jets when the Snowmass algorithm is applied. At next 32]. ging piting

to-leading orde{NLO, O(aif;)], three partons can be pro-
duced in the final state. The Snowmass algorithm at the NLO
parton level is illustrated in Fig.(d). For any two partons in
the final state, the seeds direction is given by applying Eq. The jet algorithm does not reconstruct all jets with the
(3.2) to the two partons. If the partons lie within a distarice  same efficiency. Primarily this is due to calorimeter energy
from the seed’s direction the two partons are combined t&lusters not containing a seed tower Bf greater than 1
form a jet. GeV. Since the jet algorithm explicitly depends on teof

In the Snowmass algorithm the partons contributing to & seed tower used to begin searching for a jet, the seed tower
single jet can have a maximum separation &.Zonsider a distributions are studied to determine if jets are likely to have
two parton final state with the partons separated By Zhe  seed towers below threshold. Figure 5 shows the seed-tower-
experimentally observed energy pattern will be determinedEr distribution of jets for arE range of 18 to 20 GeVother
by the parton showering, hadronization, and calorimeter reEr ranges have similar distributionsThe distribution is fit-
sponse. Application of the D@ jet algorithm to the calorim- ted with
eter energy deposition that results from the hadronization of w
the two partons will produce one or two jets depending on Aexp{ —0.5(—W+e")
the splitting and merging criteria. The Snowmass algorithm \/5)\
is only capable of finding one jet, and hence cannot match

the experimental measurement. . whereW= (E;— x)/\, andA, x, and\ are free parameters

This example illustrates the different treatment of jets at the fit. Assuming that the seed towers are smoothly dis-
the parton and calorimeter level. To accommodate the differgiputed in E;, the fraction of jets not containing a seed
ences between the jet definitions at the parton and calorimpyer exceeding 1 GeV is determined from the fit and used
eter levels, an additional, purely phenomenological paramey cajculate the jet reconstruction efficiency. Figure 6 shows
eter has been suggested in R&1]. The variable is called  he reconstruction efficiency for jets as a function ofgst

Rsepand is the maximum allowed distanca’®) between o jets with anE; of 20 GeV andR=0.7, the reconstruc-
two partons in a parton jet, divided by the cone size usedgjg, efficiency is 99%.

Rseg= ARIR. This algorithm is illustrated in Fig.(#) and is
referred to as the modified Snowmass algorithm.

The value ofR.,depends on details of the jet algorithm
used in each experiment. At the parton leWl, is the dis- The » dependence of the calorimeter energy response to-
tance between two partons when the clustering algorithngether with algorithm related effects may result in a differ-
switches from a one-jet to a two-jet final state, even thouglence(biag between they position of the jet at particle level
both partons are contained within the jet defining cone. Thend the jet reconstructed in the calorimeter. Thef the jet,
value of Rsepdepends on the experimental splitting or merg-assuming perfect position resolution, is

F. Jet reconstruction efficiency

(3.9

G. Biases in the jet algorithm
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‘."J 3000
R : i
e —— 2500 -
," : .’\ 2000 -
s . » 5 [
. H o 51500
- : * L
*, : '.” 1000 |
*s ' o L
a) *, H ~ 500 -
. : L ,
H S R S R
107" 1 10
Seed Uncorrected Ep (GeV)
f] FIG. 5. Seed tower distributions f&=0.7 cone jets with ai;
R H range of 18—20 GeV. The data is represented by the solid histogram
___....,'....__.R and the fit is given by the dashed curve.
,"' 1 "~\ IV. THEORETICAL PREDICTIONS
‘\‘ pe P ’." A. NLO QCD predictions
- < *
ooN . '." Within the framework of PQCD, higlt jet production
A . . . . .
*s, & o can be described as an elastic collision between a single par-
b) \‘ 4 ¢ ton from the proton and a single parton from the antiproton
X [3]. After the collision, the outgoing partons form localized

streams of particles called “jets.” Predictions for the inclu-
sive jet cross section, the dijet angular distribution, and the

FIG. 4. lllustration and description of the jet definitions at NLO dijet mass spectrum are in general given[BY
parton level as used by the D@ experiméa}.The jet definition in
NLO ac_cordlng to Snowmass. Parton -1- a_m(_j -2- are combined into o= E dx, dx, fi(xg 1:“!2:)](]'()(2 ,M|2:)
jet -J-, if the parton distance to the jet axis is less than R. The jet i
axis is defined by partons 1 and 2, according to the Snowmass

definition. (b) The jet definition in NLO according to the modified ~ 2 QZ Q2
: . H Xo X1P1,X2P2,a5(,u, ),_,_ (41)

Snowmass WwithRse,. Use the standard Snowmass clustering, but in R #2 MZ

F MR

addition require the distance between the two partons to be less than
RX Rsep wheref;j)(X1(2),#f) represent the PDFs of the protéan-

tiproton) defined at factorization scaler, ¢ is the parton

ptcl— +
7°"=n+p(E,7) (3.5 105

wherep(E, ) is the possible bias. To measure the bias, the

HERWIG [33] Monte Carlo event generator and the D@ detec- %0 [ o " "R R
tor simulation, DGGEANT [34], are used. Jets are recon- I ]

structed at both the particle and calorimeter level. Statisti- M

cally, (p(E,7)) can be obtained ag7"®—7) where a %

matching criterion is used to associate the particle jet to the I
reconstructed calorimeter jet. Figure 7 shows thbias for +
all jet energies as a function af. The bias inz is less than
0.02 for all ». The magnitude of the bias is greatest when
part of the jet falls into the intercryostat region (&.&
<1.6), which is the least instrumented region of the calorim-
eter.

A similar study was performed to measure a possible bias
in ¢ (azimuth. Since the calorimeter has a symmetric tower
structure ing, no bias is expected. The bias ¢n(azimuth
was measured to be small — much less than 0.01 radians.

Any bias introduced by this effect will be small for most 073 i e e
physics analyses since theR between jets is typically used Uncorrected Ep (GeV)

rather than the absolui¢ or » position. The analyses pre-
sented in this publication are not corrected for these effects. FIG. 6. Reconstruction efficiency as a function of gt.

0.90 -

Efficienc

0.85

0.80
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within R so= 1.3 (see Sec. I)l. The authors ofJETRAD have

provided several choices for the renormalization scale. We

have chosen a scale proportional to Exeof the leading jet:

i + u=DET®, where D is constant in the range 0.2D

-0.002 |- + ] =<2.00. An alternative scheme sets the scale to be propor-
i + + ] tional to the center-of-mass energy of the two outgoing par-

0.004 |- u

I ] tons:,u=C\/§=C\/x1xzs whereC is constant in the range

[ + ] 0.25<C=<1.00, x,=SEqe"/\s, x,=SEqne /s, and i
0006 = ] =1,...n wheren is the number of jets in the event. The
authors ofeks prefer a different definition of the renormal-
ization scale: theE; of each jet in the eventu=DEX (a

[ ] version of Exks that uses the renormalization scale
oot + ] =DET™is also available

i ] Several choices of PDF are considered. The CTEQ3M
00121 + ] [35] and Martin-Roberts-Stirling set 'A[MRS(A")] [36]

[ ] PDFs are fits to collider and fixed target data sets published
0.014 ] before 1994. CTEQ4M14] updates these fits using data

i ] published before 1996, and CTEQA4A repeats the fits with
0,016 ettt b values of ag(M,) fixed in the range 0.110 to 0.122

Calorimeter Jet 1 [CTEQ_4M corresponds_to _ams_(Mz) of_0.116:|. CTEQ4HJ
[14] adjusts the gluon distributions to fit a CDF inclusive jet
cross section measuremdnt] by increasing the effective
weighting of the CDF data. Martin, Roberts, Stirling, and
Thorne (MRST) [15] incorporate all data published before
scattering cross sectioR; () is the momentum of the proton 1998. In addition to the standard MRST PDF, two alternative
(antiproton, X,y is the fraction of the protortantiproton PDFs are provided that vary the gluon distributions within
momentum carried by the scattered part@hjs the hard the range allowed by experimental observations. The result-
scale that characterizes the parton scattefivitich could be  ing distributions are called MRS§() and MRST@]).
the E; of a jet, the dijet mass of the event, ¢t@nd uy is Since the publication of the MRST and CTEQ4 PDFs,
the renormalization scale. problems were found in the implementations of the QCD
The parton scattering cross sections have been calculat@yolution of the parton distributions i®? [37]. This was

to next-to-leading ordgiNLO, O(a?2)]. The perturbation se- caused by approximations to NLO QCD to reduce the time
ries requires renormalization to remove ultraviolet diver-required for computation. The removal of these approxima-
gences. This introduces a second scale to the prollem, tions could lead to changes of approximately 5% in the the-
In addition, an arbitrary factorization scalg,, is intro-  oretical predictions presented in this paper. Currently, PDFs
duced to remove the infrared divergences. Qualitatively, icalculated without the approximations are not available for
represents the scale that separates the short- and long-rarit€ WithJETRAD and EKs.
processes. A parton emitted with transverse momentum rela-
tive to the proton less than the scale will be included in 1. Inclusive jet cross section

the PDF, while a partop emitted at large transverse momen- The inclusive jet cross section may be expressed in sev-
tum will be included ino. The scalesug and wg should be  eral ways. Theoretical calculations are normally expressed in
chosen to be of the same order as the hard s€lef the terms of the invariant cross section
interaction. The larger the number of terms included in the
perturbative expansion, the smaller the dependence on the d3o
values ofug andur . If all orders of the expansion could be F
included, the calculation should have no dependence on the P
choice of scales. In this article the renormalization scale i
written as the product of a constabt, and the hard scale of
the interaction,u=DQ. Typically, the renormalization and
factorization scales are set to the same value,ugr= we .
Several PQCD NLO calculations have been performed d2o

-0.008 |

1’]caljet _npartjet

-

FIG. 7. HERWIG Monte Carlo simulation of they bias for all jet
energies as a function of the reconstructedrjet

4.2

¥n the D@ experiment the measured variables are the trans-
verse energyH;) and pseudorapiditys). In terms of these
variables, the cross section is expressed as

[11-13. In this paper we use the event generalBerRAD dE-dr’ 4.3
[13] and a version of the analytic calculatiers [12] that 747

integrates the cross section over bins. Both programs requ"{ﬁhere the two are related by

the selection of a renormalization and factorization scale, a

set of parton distribution functions, and a jet clustering algo- 4 4 1 42

rithm. Two partons are combined if they are contained within el "9 7 (4.4)
a cone of opening anglR = VA 72+ A $?=0.7, and are also dp® d?prdy 27EydErdy’
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wherey is the rapidity of the jet. The final expression follows P P H=03EF

if the jets are assumed to be massless. For most measureg o: | a) H=075Efm b) e pu=1.0V3
ments, the cross section is averaged over some range off) _____ u=1‘0Er+’:* “ p=0.5V8
pseudorapidity: in this papéty| <0.5 and 0.¥X|7|<0.7. 3 L uzzjogr“ax .—-__:‘::'::--L-l-:.()-.-%S:/_S“

The inclusive jet cross section measures the probability of % 0 e

observing a hadronic jet with a givele; and » in a pp é,g

collision. The term “inclusive” indicates that the presence or &

absence of additional objects in an event does not affect theZ

n)/

selection of the data sample. An event which contains three
jets that pass the selection criteria, for instance, will be en- -
tered into the cross section three times. The inclusive mea-’

surement is sometimes denotedp p— jet+ X).

Theoretical predictions for the inclusive jet cross section
are generated using theTRAD and EkS programs. Our ref-
erence prediction is theJETRAD calculation with u

ct1o;

(Prediction — Standard Predi

=0.5E7%, Rse=1.3, and the CTEQ3M PDF. The predic- ot - o (M) =0.110
tions are smoothed by fitting to the function 02 UMRSA' - cTEQuHI | T o (M) =0.113
b e MRST - CTEQ4M e g (M) =0.119
B 2ET> B s L . . . | o (M) =0.122
AET 1——| Ps(E7), (4.5 200 400 200 400

Vs E; (GeV)

wherePg(E+) is a sixth order polynomial. The resulting un-  FIG. 8. The difference between alternative predictions and the
certainty due to smoothing is less than 2% for a gitgn reference predictiony=0.5ET%, CTEQ3M for the inclusive jet
The uncertainty in the calculations resulting from the choicegross section fof7*|<0.5 at/s=1.8 TeV. Shown are the alterna-
of different renormalization scales and PDFs is approxitive predictions for the choice® w=(0.25, 0.75, 1.0, 2)ET™,
mately 30% and varies as a function Bf [16]. Figure 8 () x=(0.25, 0.5, 1.0VS and 0.E%, (c) CTEQ4M, CTEQ4HJ,
shows the variations in the predictions for the inclusive jetMRS(A’), and MRST, and(d) for as=0.110-0.122 using the
cross section af’s= 1800 GeV fordETRAD. The uncertainties CTEQ4A PDFs compared with the calculation using CTEQ4M, for
in the inclusive jet cross section as=630 GeV are of a Wwhich as=0.116.
similar size.
EKS programs. Figure 10 shows the variations in the ratio
2. Ratio of inclusive jet cross sections between inclusive jet cross sections v&=630 and 1800
at Js= 1800 and 630 GeV GeV for JETRAD.

While it is possible to compare the inclusive jet cross
sections as a function & for both center-of-mass energies,
the data will differ greatly in both magnitude afig range At leading order two jets are produced. The invariant
[see Fig. @a)]. If we express the cross section as a dimenmass of the jets is given by
sionless quantity

3. Dijet angular distributions

M?=s=4pZ cosH(Ay/2) 4.7

Er dp3: 27 dErdy’

(4.6)  wheres=x;x,s, is the c.m. energy squared of the interacting
partons, and\y is the separation in rapidity of the two jets.
If we assume that the jets are massless we can write the dijet

and calculate it as a function &f-=2E;/\/s, the “scaling” invariant mass as

hypothesis, which is motivated by the quark-parton model,

predicts that it will be independent of the center-of-mass en- M?=2ER"ERY cosiiA ) — cog A ¢)], (4.9
ergy. However, QCD leads to scaling violation through the

running of g and the evolution of the PDFs. where ¢ is the azimuthal angle with respect to the beam.

By taking the ratio of the cross sections\&=1800 and  Since the dijet mass represents the center-of-mass energy of
630 GeV, many of the theoretical and experimental uncerthe parton-parton interaction, it directly probes the parton
tainties are reduced. Variations in the prediction resultingscattering cross section. The presence of higher-order pro-
from the choice of renormalization scale, factorization scalecesses can result in the production of additional jets. In this
and PDF are approximately 10% and vary as a function otase the mass is calculated using the two higkesets in
Xt . This is a significant reduction in the theoretical uncer-the event.
tainty compared to the uncertainties in the inclusive jet cross If only two partons are produced in a parton-parton inter-
sections. The theoretical predictions for the ratio of the in-action, and we neglect the intrinsic transverse momentum of
clusive jet cross sections are calculated usingft@Apand  the scattering partons, the two jets will be back-to-back in
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102 N [ p=0.25Ema
=2 3 ‘ .5 02 a .. weozsens | D e u=10\/§
2 P\ Vs = 1800 GeV - R =1 00E ey
Sy — Vs = 630 GeV 2 e 20BN e '
el E Ao -
= L =
=P g
<10 F el
o} E =
SO FY Nl T go2p
10 74;‘ 1 . L L %
10 200 300 e
- Jet E; (GeV) B 04
Fg 6 -ﬂa) 02
; 10 3 £ c) d)
[ el
N S Vs = 1800 GeV E
<IN — s = 630 GeV § 0
LF - S S 0 (M) =0.110
= - g
B0’k S o2k T o (M) =0.113
Q o | MRS(A") ----- CTEQ4HJ | . oy (M) =0.119
o2l b) 'q'é R MRST e CTEQ4M | o (M) =0.122
2 o1 ' 02 ' 03 ' 04 (S ) T T Y N S SR
Jet X, 01 02 03 04 05 01 02 03 04 05
3 Xr
Vs = 630 GeV/s = 1800 GeV FIG. 10. The difference between alternative predictions and the
reference predictiony=0.567%, CTEQ3M) of the ratio of inclu-
g r sive jet cross sections afs=630 and 1800 GeV fof7*|<0.5.
52 Shown are the alternative predictions for the choi@su=(0.25,
0.75, 1.0, 2.IE™, (b) x=(0.25, 0.5, 1.0VS and 0.&E, (c)
L CTEQ4M, CTEQ4HJ, MR&\'), and MRST, and(d) for ag
. . . . =0.110-0.122 using the CTEQ4A PDFs compared with the calcu-
0.1 ' 02 ' 0.3 ' 04 lation using CTEQ4M, for whichvg=0.116.
Jet X

The dijet angular distribution as measured in the dijet

FIG. 9. The expected NLO inclusive jet cross sections/at ~center-of-mass frame is sensitive to the QCD matrix ele-
=1800 (dashed lingand at 630 GeVsolid line) are displayed in  ments. Angular distributions for thgg—qg, qg—qgqg, and
panel(a). Without scaling violations, the scaled dimensionless crosgyg—gg processes are similar. The properties of parton-
sections given irb) would be independent of center-of-mass ener-parton scattering are almost independent of the partons in-
gies. This is clearly not the case, as can be seen in ganethich volved (see Fig. 11 The dominant process in QCD parton-
shows the ratio of the NLO dimensionless inclusive jet cross S€Cparton scattering ig-channel exchange, which results in
tions at/s=630 and 1800 GeV fof7*|<0.5. angular distributions peaked at small center-of-mass scatter-

] ] _ing angles. Many theoretical predictions for phenomenology
azimuth and balance in transverse momentum. The resulthgeyond the SM have an isotropic angular distribution and
two-jet inclusive cross section at LO can be written as goyld be detected using the measurement of the dijet angular

function of thep; and rapidity /5, y4) of the jets[3] distribution.
5 At small center-of mass-scattering angles, the dijet
d°o 4.9 angular distribution predicted by leading order QCD is pro-
dy;dy, dp?’ ' portional to the Rutherford cross section:
This can be rewritten in terms of the dijet invariant mass and do 1
the center of mass scattering ang#é, using the transforma- dcos®*  sinf(6*/2)° (4.12
tion [3]
5 B " It is conventional to measure the angular distribution in the
dprdysdy,=4dx; dx; d cosf (410 variabley, rather than cos*, where
resulting in 1+ |cos*|
, . XZWZEXHMWD- (4.13
d g 1 2 d(Tij
—=2 dxy dX; 6(X1X5—M9) . . . o .
dMdcose* T Jo d coso* Plotting the dijet angular distribution in the variabjeflat-

(4.1)  tens out the distribution and facilitates comparison to theory
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FIG. 11. Quark-antiquark and quark-gluon angular distributions, 3':’_ s CTEQ _— az <Mz>=0-122
normalized to the angular distribution for gluon-gluon scattering. ~— -04 . 5(')0 . o0 5(')0 SEE—T
The horizontal lines at 4/9 and (4/M)epresent the color factors.
(473)ep M (GeV/c?)

[3] (da/dy is uniform for Rutherford scatteringThe differ-

. . . ; L FIG. 12. The differences between the alternative predictions and
ential angular cross section measured in this analysis is

the reference predictionu(=0.5E7%*, CTEQ3M of the inclusive
dijet mass cross sectiofEq. (4.15] at \/s=1800 GeV for| 7|
<1.0. Shown are the alternative predictions for the choiegsu
=(0.25, 0.75, 1.0, 2)E™™, (b) = (0.25, 0.5, 1.0Vs and 0.&,

(c) CTEQ4M, CTEQ4HJ, MR®&\'), and MRST, and(d) for ag
=0.110-0.122 using the CTEQ4A PDFs compared with the calcu-
lation using CTEQ4M, for whicheg=0.116.

dic

_ 4.1
dM dx d7pgost (419

where 705 0.5(n1+ 7). The predictions are calculated
USINg JETRAD.

4. Inclusive differential dijet mass cross section . L
tion called metacolor. Below a characteristic energy sdale

The inclusive triple differential dijet mass cross section isthe preons form metacolor singlets that are the quarks. The
obtained by integrating over c@s and is given by scaleA characterizes both the strength of the preon coupling
and the physical size of the composite statei¢ defined so
thatg?/4w=1). Limits are set assuming that all quarks are

composite and\>\/§ (where\/g is the center of mass en-
o ) ) ergy of the colliding partons so that quarks appear to be
where»**“are the pseudorapidities of the jets. We integrateygint-like. Hence, the substructure coupling can be approxi-

the cross section over a range of pseudorapidity such thghated by a four-fermion contact interaction described by an
both jets satisfy| 7*|<1.0. The NLO predictions for this effective Lagrangiafi17];

cross section are calculated usgyRAD. The JETRAD pre-
dictions were smoothed by fitting them to an ansatz function
of the form L=

dic
dMm dﬁ'etl d7}8t2 (415)

jet1,2

W[ 20 (AL Y*a0) (AL y,.a0) + 70R(ALY*A0) (ArY40R)

AM ™ “exf — BM—yM?2=5M3]P (M) (4.1

whereP,(M) is a polynomial of degree<6 ande, 8, v,

+ 7% (ArY*gR) (AL Yudo) + 7R ARY*0R) (aR'Y,uqR)

: . — A — A — A

and é are fit parameters. The uncertainty due to the form of 1 pn_2 )( _a ) 1 ( pn_2 )

. . A : 7Ll ALY 5 A0 | AuYe 5 Ao T 7ir| ALY 54
the ansatz function not being quite right is estimated to be LR 2 TR e T LR TS 2
<2%. The uncertainties in the theoretical predictions are o N o
due to the choice ofu and PDF, and are approximately X qRyM?aqR + 75, qRyM?aqR>(quﬂ?aqL)
40-50% with some dependence ln(see Fig. 12

. 1 |4 #)\a . )\a
B. Quark compositeness + 7rRl ARY 2 AR|| ARV 5 AR [ (4.17

The existence of three generations of quarks and leptons

suggests that they may not be fundamental particles. For exvhere ni=0,=1, andH=L,R for left- or right-handed

ample, it has been propos¢ti7] that they could be com- quarks. .}

o) terms correspond to color-singléictey con-

posed of “preons” which interact via a new strong interac-tact interactions. These contact interactions modify the cross
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sections for quark-quark scattering. Limits are presented isignals in the two hodoscopes indicate an inelastic collision

Secs. XIll and XIV for the casedl7,38: and provide timing information for calculation of the posi-
. 0 tion of thez-vertex of the interaction. The L1 trigger required
AI;L’ WhereﬂoLL:J—;l- o o a specified number of calorimeter trigger tiled X A ¢
A\Z , Wheren = ngg= 7r.= 7g= 1. =0.8X1.6) or towers A pXA$=0.2x0.2) above certain
Aé , Where nELZ 77(F)QR: - 77(F)<L= - 77(L’R= +1. E thresholds. Different trigger versions with slightly differ-
Av-n) where7?| = 7%z=0;7%, = 7'g=*+1. ent L1 requirements were instrumented during the run. If a
Ais' where i, = nhr= &= 7ig=* 1. {_1 rate was ttot?l Ialrge,la_ﬁ:escale waslusedI to reduce tg_e r?ti
AL wherept =plo=—pl ——pl — 41 0 an acceptable level. These prescale values were adjuste
Ag L 177RR . TRL ) 77LR1 during the course of a beam store. A prescaléPddllows
A(v-ny,» Whereni, = 7gg=0;7r = 7=+ 1.

only 1 out of everyP events to be sent to the next level.
] ~ Finally, level 2(L2) was a software trigger which selected
Currently, there are no NLO compositeness calculationgne data to be written to tape. A fast jet algorithm used at L2
available; therefore LO calculations are used. The ratio Ofjefines jetE; as the sum of the transverse energy within a

each LO prediction including compositeness to the LO pre¢gne of opening angl®=0.7 centered on thE-weighted
diction with no compositeness\(=) is used to scale the center of a L1 trigger tile or tower.

JETRAD NLO prediction: The L2 triggers used in the QCD analysesyat= 1800
A=X GeV are called JET_30, JET_50, JET_85, and JET_115. The
o(composite= uﬂ(/\zm)mo- (419  names follow the nomenclature that a JET_X trigger at L2
o(A=2) 0 requires at least one jet with; greater than X GeV. During
the running at/s=630 GeV the L2 triggers were JET 12,
C. Coloron limits JET 2 12, and JET_30. A complete description of the L1
and L2 trigger requirements is given in Table I.
) ; : A study was performed to determine the trigger efficiency
color has been proposed to explain the nominal excess in tr}% a function of jetE; for all triggers used in D@ QCD
mcl(;;sll\(e Jet .croi's.s §tect|ton tas me?ﬁutrﬁq byl C[EEhTh% di analyses. There is an efficiency for an event to pass the L1
tr_no ef IS minima Itn ' Sf ructure in tha |I|nvo V|?S| te ad - trigger, and an efficiency for an event to pass the L2 trigger
lon of one hew Interaction, one new scaiar Muitiplet, an nogiven that it passed L1. The combined efficiency to pass both
new fermions. The QCD gauge group is extended 191 and L2 is
SU(3); X SU(3),. At low energies, due to symmetry break-
ing, this results in the existence of ordinary massless gluons €0l — Ll L2l (5.1)
and an octet of heavy coloron bosons. Below the mass of the

colorons M), coloron-exchange can be approximated bywheree-2! is the efficiency for an event to pass L2 when it

A flavor-universal coloron mod¢B8] inspired by techni-

the effective four-fermion interaction: has passed L1. The L1 and L2 event efficiencieg, and
2 o0 \ \ €211y depend on the event topologl{ and 7 of the jets in
__ G0t Ra V(o Ra the event The event trigger efficiency as a function of
eff 7|9 >al|dyv.5al (419 T EVETR TS S shidiandh
2IM¢ 2 2 single jet efficiencies for an event witlis is given by
where cot represents the mixing between colorons and glu- Niets
ons, andy3=4mas. If Ay_yas=M_/cotd, this corresponds €even=1— iﬂl [1-€(Evi,m)], (5.2

to Eq. (4.17) with % = 7 = 7%, = 78x=—1 and would

represent new color-octet vector current-current interactiongvheree; is the single jet efficiency for thth jet. The prod-

Such interactions could arise from quark compositeness o#Ct represents the probability that none of the jets in the

from non-standard gluon interactiofis.g. gluon composite- €vent pass the trigger requirements.

ness [39]. The efficiency of the L1 trigger with the least restrictive
The phenomenology of the coloron has been stufd€i  requirements was measured using a data set that was re-

and limits have been placed & and cotd. Constraints on  quired to pass only the L& trigger. The single jet efficiency is

the size of the radiative corrections of the weak-interacgion given by the fraction of jets that satisfy the L1 requirements

parameter requireM./cotg>450 GeV [38], and a direct ata givenE;. The L1 efficiencies for more restrictive L1

search for colorons in the dijet mass spectrum by the CDRriggers(MRT) were calculated using data samples that were

Collaboration excludes colorons with mass below 1 TeV forréquired to pass a less restrictive L1 triggeRT). This al-
coth#<1.5[41]. lows the L1 efficiency of the more restrictive trigger to be

calculated relative to the less restrictive trigggiven by

evrrLRT)- Hence the efficiency for a given L1 trigger is

given by the product of the efficiencies of all less restrictive
The D@ trigger was based on a multi-level system. Theriggers at a givefer. For example, the L1 efficiency for the

level 0 (L@) and level 1(L1) triggers were hardware trig- Jet_85 trigger is given by

gers. The L@ trigger consisted of two scintillating hodo- L1 L1 L1 L1

scopes, one on each side of the interaction region. Coincident €Jet_85" EJet_85,Jet 58 €Jet_50Jet 3 €let 3oL (53

V. TRIGGERING
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TABLE |. Typical trigger configurations used in inclusive analy-

ses. The L1 and L2 requirements are shown for each trigger. Also
shown are the leading uncorrectedigtat which the average event T S
trigger efficiency exceeds 98%. Redundant lo&erthresholds at
L1 were used to provide extended lists of seeds for jet clustering at
L2. |
Trigger Level 1(GeV) Level 2(GeV) 98% efficient 09 r mjetl <06
Js=1800 GeV — ' . ' .
JET_30 1 tile>15 1 jet with 45 GeV r
& 1 tile >6 E;+>30 > 1
JET 50 1 tile>15 1 jet with 75 GeV %
& 1 tile >6 Er>50 5
JET_85 1 tile>35 1 jet with 105 GeV E
& 2 tiles >6 E;>85 0.9
JET_115 1 tile>45 1 jet with 170 GeV
& 1 tile >6 E>115
\/s=630 GeV b
JET_12 1 tower>2 1 jet with 20 GeV
E;>12 |
JET_2_12 2 towers>2 1 jet with 30 GeV 09 L 16< |njet| <40
E;>12
JET_30 1 tile>15 1 jet with 45 GeV X L . ! . L
E;>30 80 100 120 140

E, (GeV)

.The L2 trigger efﬁCieOCieS for single.jets are measured FIG. 13. Average event efficiency for JET_85 as a function of
with respect to the L1 trigger. The fraction of these eventSeading jetE; and for three different pseudorapidity regions.
which have a L2 jet above threshold determines the L2

single jet efficiency. Figure 13 shows the event efficiency forplo cross section was obtained by interpolating between the
Jet_85 as a function d&- . —

Table | shows the typical trigger requirements andEhe WA pp cross sections measured #=546 and 1800 GeV

value for the leading jet at which each trigger averages an [43]- The WApp cross section ay/s=546 GeV is based on
efficiency exceeding 98%. The leading jefs must be sig- Measurements by the UA#7] and CDF[45] Collabora-
nificantly higher than the L2 threshold in order for the triggertions: The CDF Collaboration only uses its measurement of
to be efficient. the pp cross section to determine its luminosity. Due to the
different methods used to measure the luminosity, there is a
systematic shift between CDF and D@ measured cross sec-
VI. LUMINOSITY tions, such that given identical data sets any CDF cross sec-
tion measurement would be 6.1% higher than the corre-

The beam luminosity was calculated from the counting ndina D@ cr tiga2)]
rate of the L@ counters and the cross section subtended B}° h 9 ¢ %Ssi SecHaral afs=
these counters. The cross section was determined using the ' '€ Integrated luminosities ats=1800 GeV as mea-

geometric acceptance of the L@ hodoscopes, the L@ hargured using LQ for the Jet_30, Jet 50, Jet 85, and Jet_115

ware efficiency, and the world averag&/A) of the pHin— triggers are 0.368, 4.89, 56.7, and 95.7 plrespectively,

elastic cross section measurements. The cross section of o ith an uncertainty of 5.1%. The luminosities =630
. : eV for the JET 12, JET 2 12, and, JET 30 were 5.12,
served events in the L@ was found to hggz=43.1 - i -

1 ; ; ; 0
1.9 mb atys— 1800 GeV[42] and o z=32.9+ 1.1 mb at 31.9 and 538 nb" respectively with an uncertainty of 4.4%.

o= o The luminosity required corrections due to small discrep-
$=630 GeV (see[43] for a description of the method pcijes in the luminosity calculation during different running
used. The effective luminosity was determined indepen

X . S “periods at\s=1800 GeV. The initial luminosities for trig-
dently for each trlgger on a run-by-run basg Fakmg INt0 8C~ 015 Jet 85 and Jet 115 were taken from the luminosity cal-
count each t”ggefs prescaIE, the LG |n_eff|C|ency, and th ulation exclusively determined with the L@ counters. The
detector deadtime. The WAp cross section at/s=1800 inclusive jet cross sections calculated with the first 7.3%pb
GeV used in this paper is based on measurements by thg the data sample showed a 10% difference for Jet_115. The
E710 Collaboratior{44], the CDF Collaboratiori45], and  |yminosity has been adjusted so that the dijet mass spectrum
the E811 Collaboratiofi46]. At s=630 GeV there is N0  for the first 7.3 pb* matches that of the remaining data. This
complete measurement of thpg cross section. Hence, the adjustment was also applied to Jet_85. Thus the luminosities
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for Jet_85 and Jet_115 are 56.5 and 94.9'ptespectively, a TABLE Il. Corrected luminosity and errors for the inclusive jet
change of 0.7% from the value obtained using the Lgtriggers. The trigger matching for Jet_30 and Jet_5Q@/sat 1800

counters. This difference was added linearly to the 5.1% ef$€Y Was carried out using the dijet mass cross section.
ror on the initial luminosity value for a total error of 5.8%.

In addition, for a part of the run the Jet 30 and Jet_50Trlgger Luminosity Error
triggers each required a single interaction at L@. The lumi- Js=1800 GeV
nosities of Jet_30 and Jet_50 from the L& calculation arggt 30 0.364 pbt 7.8%
estimated to be accurate only to 10% due to uncertainties igeT 50 4.84 pbt 7.8%
the efficiency of the single interaction requirement. The lu-;e1 g5 56.5 pb' 5.8%
minosity for the Jet_50 trigger was determined by matchingjet 115 94.9 pbt 5.8%
the Jet_50 cross section to the Jet_85 cross section, and the —
Jet_30 cross section was matched to the Jet 50 cross section /5=630 GeV
in regions of overlap. The trigger matching is analysis de- 1

) ' R JET 12 5.12 nb 4.4%

pendent; each analysis presented in this paper used the crqg 5 12 31.9 ribt 4.4%
section of interest to match the triggers. The results obtained"_—"— 53é b 4'4%

for the different measurements are consistent. The trigg<=5]rET—3
matching errors are added in quadrature to the 5.8% error on
Jet_85._ The final luminosity and error for each trigger is VII. THE EVENT VERTEX

shown in Table II.

Since the analysel8,25] were first presented, the E811  The location of the event vertex was determined using the
Collaboration measurement of the total inelastic cross seaentral tracking systei28], which provides charged particle
tion was published46]. Including this measurement in the tracking over the regiohyn|<3.2. It measures the trajectory
WA changed the observed L@ cross section fremy  of charged particles with a resolution of 2.5 mradéinand
=44.5+2.4 mb to 0 z=43.1+1.9 mb at\s=1800 GeV. 28 mrad ind. From these measurements the position of the
This changed the integrated luminosity of Jet 115 frominteraction vertex along the beam directi@ can be deter-
91.9+5.6 pb ! to 94.9-4.7 pb!, an increase of 3.2%. mined with a resolution of 8 mm.

Hence all cross sections as= 1800 GeV reported in this As the instantaneous luminosity increases, the average
paper are reduced by 3.1% from the previously publishechumber of pp inelastic collisions per beam crossing in-
results. It is worth noting that the inclusion of the E811 resultcreases. Hence there is the possibility of selecting the incor-
had no perceptible impact on the cross section interpolatiorect interaction vertex. If the incorrect vertex is chosen as the
to 630 GeV. primary vertex, jetE; and event missing transverse energy

The luminosity calculation consists of three distinct ingre-(#;) will be miscalculated. This may result in a significant
dients: the geometric acceptance of the L@ hodoscopes, tlmntribution to the jet spectra at very hiitsince the high
L@ hardware efficiency, and thep inelastic cross section. rate of jet production at lowe can cause contamination in
The luminosity uncertainties are listed in Table Ill. The larg-the lower rate regions. Visual scanning of the highjets
est contribution to the luminosity uncertainty d6=1800 shows that approximately 10% have misidentified interaction

GeV derives from the world averag&VA) pp total cross ~ Vertices.

. — . In order to study the effects of multiple interactions, a
section. Thepp cross section at/s=630 GeV was deter- y b

. i v software tool calleduitooL [50] was developed to provide
gg]:?:iféor&a fit to the values afs=546 and 1800 Ge¥43] i tormation about the number of interactions. This tool uses

- . the L@ hodoscopes, the calorimeter, and the central tracker
Two Monte Carlo minimum-bias event generatgveRr b

d dtod i h . in order to evaluate the number of interactions. A sum-of-
[48] andDTUJET[49]) were used to determine the geometric a5 inconsistent with a single interaction from the L@ ho-

acceptt?nce of thhe L@ hodoscoples. The dll(fference IN aCCeRyseopes indicates the possibility of the presence of more
tance between the two MC results was taken as a source gl gne interaction. The total energy in the calorimeter pro-

systematic uncertainty for eacfs. The consistent behavior
of each generator relative to the other between center-of- TagLE iI. Uncertainties in the luminosity calculation exclud-
mass energies indicates that the systematic uncertainty mayg trigger matching.

be considered completely correlated. Although the geometrie

acceptance of the L@ hodoscopes for diffractive processes Uncertainty(%)
must be considered in luminosity calculations, the uncerSource of
tainty in the non-diffractive acceptance dominates. uncertainty 1800 Gev 630 GeV

A study of zero-bias event&@ random sampling of the
detector during a beam-beam crossidgtermined the hard-
ware efficiency of L@. Because the same estimation of th
uncertainty appears in the calculation of the luminosities at :
both /s values, the uncertainties are completely correlated]'™® dependencies 0.70 0.00
Table Il lists the systematic uncertainty in the hardware ef-aj sources 5.81 4.43
ficiency for both center-of-mass energies.

World averagepp cross sections 3.70 2.75
é—|ardware efficiency 2.32 3.12
fseometric acceptance 2.73 1.51
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energy and more than 20 times the average energy of its

80 ' + immediate longitudinal neighbors, the cell energy was set to
75 E e zero. This algorithm is successful in removing isolated high
70 P energy cells due to noise; however, the algorithm can also
o £ (@) Total Cross Section degrade the response to jets.

ok x Approximately 10% of the events have one or more sup-

L 1 L 1 L
500 1000 1500 2000

pressed cells. The rapidity distribution of the suppressed
20 F * cells is very “jet-like” with a central plateau. A cell was
=TT restored to a jet if it was withid’R=0.7 of the original jet
- e direction and if the cumulative total of hot celly was no
b . (b) Elastic Cross Section more that 50% of the original jeE;. The jet rapidity and
EoxT , . , . azimuth were then recalculated using the Snowmass defini-
500 1000 1500 2000 tions[Eq. (3.2)]. The event; was also adjusted if a cell was
o b restored to a jet.
S + The restoration algorithm has been shown to be 99% ef-
3 ++ ________________________ ficient by fitting theAR and restored cell fractiofthe hot

Cross Section (mb)

() Single Diffractive Cross Section cell E; divided by the jet's originalEt) distributions and
estimating the inefficiency in the cut regions. An event scan
2000 with restored jetqusing relaxed restoration critefiabove
260 GeV showed no inefficiency. Less than 5% of these new
jets are contaminated. For those events with a single sup-
FIG. 14. The three fits to the world average cross sections. pressed cell, th&s is significantly reduced by the cell res-
The stars depict the WA cross sectionsyat=546 and 1800 GeV, toration. The kinematic variablesE¢, 7, and ¢) of the
and the closed square shows the interpolation'de- 630 GeV. A high-E+ jets which included a restored cell were compared to
fluctuation of the 1800 GeV point directly influences the interpo-the kinematic variables calculated with a full reconstruction
lated value at 630 GeV, particularly in the case of the total crossn which the suppression algorithm was disabled. The differ-
section(a). ences were small and well within the characteristic resolu-

tions of the variables.
vides evidence of multiple interactions. If the total measured

energy of an event .ig greater than. 1.8 TeV, a multiple inter- B. Quality cuts
action is likely. Additional information from the number of )
vertices found with the central tracker is also used. Using EVen after the removal of isolated anomalously large cell

. . —. ) energies, there still remain spurious jets. Quality cuts were
.th|s |nformat|_on the most probable numberpgs interactions developed to remove these fake jets. The quality cuts were
in the event is calculated.

- d imation. the i&- and b | applied on either the jet or to the event.
0 a good approximation, the & andz can be calcu- The jet quality cuts are based on the distribution of energy

lated for the secongp vertex using the measured vertex within the jet. Three standard variables are used:

z-position and a simple geometric conversion. Thus for all (1) Electromagnetic fractiotEMF) — the fraction of the
the jets in an event, the absolute magnitude of the vector sufat energy contained in the electromagnetic section of the
of the jet Er, denotedS;=|SEX|, can be calculated for calorimeter. Jets are retained if

each vertex. Except for soft radiation falling below the jet

7:I L 1 1

1000 . 1500 .
Center of Mass Energy (GeV)

reconstruction thresholdS; will be equal in magnitude to EMF<0.95 (1.2<|7ge{<1.6),

the ;. Since QCD events should contain lit#s, the cor- _

rect vertex was selected by choosing the vertex with the 0.05<EMF=<0.95 (otherwisg, (8.2)
minimum S;.

where 4. IS the pseudorapidity of the jet calculated using a

vertex position ofz=0. The cut EME>0.05 is not applied

for 1.2<| 74| <1.6 because of the gap between the CC and
The existence of random spurious energy deposits in thEC calorimetergSec. 1.

calorimeter may either fake or modify a real jet. Some (2) Coarse hadronic fractiofCHF) — the fraction of the

sources of noise are electronic failures, cosmic ray showeréet energy contained in the coarse hadronic section of the

or accelerator losses due to Main Ring activity. A series ofcalorimeter. This cut is designed to remove fake jets intro-

quality cuts was developed to remove this contamination. duced by main ring particles depositing energy in the calo-
rimeter. Jets are retained if

VIIl. JET AND EVENT SELECTION

A. Removal of “hot” cells CHE<0.4. 8.2)

Before jet reconstruction, a cell suppression algorithm
was implemented to suppress any cell with an unusually high (3) Hot cell fraction(HCF) — the ratio of the most ener-
deposition of energy relative to its longitudinal neighb@s getic cell of a jet to the second most energetic cell. Jets are
“hot” cell ). Specifically, if a cell had more than 10 GeV of retained if
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HCF<10.0. (8.3 ;‘Zgg 50 < Er < 100 GeV 100 < Et < 150 GeV
A cut on Er is also used to remove bad events. Since 0
QCD events are expected to have no intrirsic, a cut on 2500 |
events with larget typically used 2000 |-
1500
ET 1000 :
<0.7 (8.9 500 |-y

jetl o
=

Events

etl - . L 400 160 o 160 ¢
where EF" is the transverse energy of _the hlghEgrtJet in 550 | 140 b W a0 L
the event. In the case of the inclusive jet analysis, the mea- ;& 120 B J 100 E
surement is more susceptible to contamination from events ., & 100 £ I 0o
in which the primary vertex is located outside of the tracking 200 s B 80 [
detector and a vertex due to an additional minimum bias 150 B 60 0.0 60 L
event is identified as the primary vertex, leading to an over- 100 1 40 B 40 L
estimate of the jeE+. In this case it is found that&; cut of 50 “ 20 L 20 L
OL 07”’”‘“““ 0
0 0.1 0.2
Er £ Cjetl
Ejetl<0.3 if EX>100 GeV, EMF Distribution

e
FIG. 15. The measured EMF distributions for differet

E;<30 GeV f EJTEHS 100 GeV (8.5 ranges. The lower plots show the cut values and the fit used to
calculate the efficiency of the cut. The dashed histogram shows the
removes the contamination. full data sample and the solid histogram shows a data sample with
Since the data collected a,ig: 630 GeV were taken at minimal noise contamination. The arrows indicate the cut values.
low instantaneous luminosity, there were fewer events with'he peaks at EM=0 or 1 are due to contamination.
multiple interactions and incorrectly identified vertices. As a
result, the quallty cuts on the data were adjusted to maximize The standard Jet cuts remove most of the noise from the
efficiency without increasing contamination. The resultingsamme; however, there is still some contamination at high
cuts are E+ due to cosmic rays and “Main Ring Events.” Tl cut
EME<0.90 8.6 removes this remaining noise. By fitting_ this distribution in_
' regions of the calorimeter where the noise effects are negli-
8.7 gible, an extrapolation can be used to determine the effi-
ciency. Figure 1@) shows thef distribution used to cal-
HCF<20.0, (8.9 culate the efficiency. The inclusive jet efficiencies as a
function of jetE+ in the central region afs=1800 GeV are
shown in Fig. 17. Figure 18 shows the efficiency of #he

CHF<0.4,

Er

—5<0.7. (8.9 cut for dijet events. The efficiencies of the quality cuts used
EF at \'s=630 GeV are given in Fig. 19. The efficiency of the
E; cut at\/s=630 GeV is>99%.
C. Efficiency
The efficiencies of the quality cuts were measured. The D. Contamination

data sample used to calculate the efficiencies was selected by
making cuts inny and ¢. We verified that the changes in In order to measure the remaining contamination after all
shape of the EMF, HCF, and CHF distributions due tothe quality cuts have been implemented, two separate studies
were negligible. were performed. Residual contamination was estimated by
To calculate the total efficiency, each individual efficiency overlapping the observed hot cell distribution on a simulated
is measured. First thE; cut is applied to the data and the inclusive jet sample. The simulated cross section changed by
efficiency of the EMF cut is calculated. Figure 15 illustratesless that 1% after imposition of the jet quality cuts. The
the EMF distribution after th&+ cut is applied. Contamina- simulation also indicated that the jet quality cuts reject
tion is visible as small peaks near EMPB or 1. A Gaussian- >99% of the “fake” jets withE+=500 GeV.
like curve is projected under the noise signal and used to To measure the contamination due to misvertexing, events
estimate the data signal lost due to the cut. Afterheand  at high£; were visually inspected. Misvertexing tends to
EMF cuts are applied, the HCF efficiency is measUfeig.  cause loweE+ jets to migrate to higheE;. Since the cross
16(a) shows the HCF distributignThen after both the EMF  section is steeply falling, this can corrupt the high-cross
and HCF cuts were made, the efficiency of the CHF cut issection. This study shows that after the vertex selection pro-
measured. The total jet efficiency is calculated by multiply-cedure has been applied, less than 1% of the events are
ing the individual cut efficiencies together. contaminated at higk.
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FIG. 16. (@ The 1/HCF distribution. The arrow shows the loca- — —
tion of the cut for\'s=1800 GeV.(b) The distribution ofEF"/Ey . 1k, Missing Et Cut Efficiency
The arrow atE'ﬁtll_ET= 1.43 corresp_ond_s to tHe, /EE™ cut of 0.7. - - ’:*v.;_;_:*__*_ o
The peak at 1.0 is due to contamination from cosmic rays and the & 0.98 - =" 7~ e l """""""""""
main ring. The dashed histograms show the distributions for the full '8 - |
data samples. g= 0.96 -

[aal
IX. JET ENERGY SCALE 0.94 -

The in situ jet energy calibration uses reconstructed col- 0 00 a0 400
lider data, and is described in more detai[#1]. The mea- Leading Jet Et (GeV)
sured energy of a jejg " depends strongly on the jet defi-
nition. The particle-leveltrue) jet energyE}";f' is defined as FIG. 17. Top: The efficiency of the standard jet quality cuts for

the energy of a jet consisting of final-state particles producetl;|<0.5 [Egs. (8.1), (8.2, and (8.3)] at ys=1800 GeV. Bottom:
by the highp parton-parton scattering, and found using theThe efficiency of theéE+ cut used in the inclusive jet analygigq.
Snowmass algorithm. The jet should not include the particle$8.5)] at \/s=1800 GeV. The dotted curves show fits to the mea-
produced by the underlying eve8ec. lll C. The jet energy sured efficiencies.

scale corrects the measured jet energy, on average, back to

the energy of the final-state particle-level jEfy" is deter- Dg is determined from a zero-bias samplke random
mined as sampling of the detector during a beam-beam cro$sg,
is measured using the difference in average transverse energy
EMeas density between minimum-bias everftghere app interac-
ng'=’;— (9.1)  tion has occurred, usually inelastic scattejiagd zero-bias
jetSh events. They dependencies of both quantities and the lumi-
nosity dependence @ g are shown in Figs. 20 and 21. The
where: statistical and systematic errors of the offset correction are

Eo is an offset, which includes the underlying event, 8% and 0.25 GeV respectively.
noise from radioactive decays in the uranium absorber, the
effects of previous interactiongile-up), and the contribu-

tion from additionalp?interactions in the event; . .
. . R . DY@ makes a direct measurement of the jet energy re-
Riet i the calorimeter energy response to &g, is typi- sponse using conservation pf in photon-jet (y-jet) events
cally less than unity due to energy deposited in uninstru- P 9 P J J

mented regions of the detector, and differences in the re-
sponse to electromagnetic and hadronic partic#h%1);

S, is the fraction of the jet energy that showered inside
the algorithm cone at the calorimeter level;

The calibration is performed using data takerpip col- s
lisions at+/s=1800 GeV and 630 GeV. =
:

w

B. Response correctionRje

100 AR s B S >

A. Offset correction, Eg

The total offset correction is measured as a transverse 97 [ Vs = 1800 GeV

energy density inpy-¢ space and subdivided d35=D
+Dg . Dye represents the contribution due to the underlying % s ; ! ; ! ; !

. . : , 100 200 300 400
event, i.e. energy associated with the spectator partons in a E, (GeV)

pp event.Dg accounts for uranium noise, pile-up, and en-

ergy from additionaIpB interactions. The offset correction FIG. 18. The efficiency of th&+ cut used in the dijet analyses
Eo is given byD o multiplied by ther-¢ area of the jet. at \/s=1800 GeV[Eq. (8.4)].
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FIG. 19. The efficiency of the standard jet quality cuts [fgf L
<0.8 at+/s=630 GeV[Egs. (8.6), (8.7), and (8.8]. The three 0.2 |- e Underlying Event at Vs 1800 GeV
curves show the fit to the efficiencies and the uncertainty in the fit. — Underlying Event at Vs 630 GeV

[51]. The electromagnetic energy scale is determined from o ;b b

the D@ Z(—e"e™), J/y, and w° data samples, using the |n2|

masses of these known resonances. In the case/géatwo

body process, the jet response can be measured through  FIG. 20. Physics underlying eveBt; densityD,,, versusz for
events withys=1.8 TeV andy/s=630 GeV.

Erny,
Er, '

Rig= 1+

: 9.2

from both the CC and the EC to measiRg;. The rapidly

R falling photon cross sections limit the use of CC data to
whereEr, andny,, are the transverse energy and direction ofenergies<120 GeV. EC data are used to extend the energy
the photon. To avoid response and trigger bias®g, is  reach to~300 GeV. We exploit the fact that jet energy in the
binned in terms ofE’ =E+, X cosh(,) and then mapped EC is larger than in the CC for the sarkig. Monte Carlo
onto E{Qfas. E’ depends only on photon variables and jetdata are also included at the highest energy to constrain the
pseudorapidity, which are both measured with very goodextrapolation. A set ofy-jet events is generated using
resolution. HERWIG [33], processed through thms GEANT [34] detector
simulation, and reconstructed with the standard photon and

1. p-dependent corrections

Most measurements need a high degree of accuracy in the A A
jet energy scale at all rapidities. Am-dependent correction ' Zero Bias Data (R = 0.7)
becomes necessary. The cryostat faélgy is defined as the
ratio Ri/RS. The measured factor 0.9%0.005 is con-
stant as a function dt’. This was expected because the CC
and the EC calorimeters use the same technology.

The intercryostat regiofiC), which covers the pseudora- 1o
pidity range 0.8<| 77| < 1.6, is the least well-instrumented re-
gion of the calorimeter system. A substantial amount of en-=~ |
ergy is lost in the cryostat walls, module end plates, and<
support structures. An IC correction is performed after the0>) 08
Fey correction and before the energy-dependent responsed
correction. Because the energy dependenceRgf is in-
cluded inRj as a function ofy, this function is not a con-
stant, but should be smooth. The IC correction is set so that .
the response as a function gf agrees with the fit to the
functional form,Rje;=a+b-In[cosh(y)], of the CC and EC 0.2
response, as shown in Fig. 22.

1.4

n/Ag)

0.6

Deg (

o

£ e e e e B e B L

2. Energy-dependent correction

Following the above procedure, the energy dependence of
Riet Is then determined as a function Bf as illustrated in FIG. 21. Dg versusn for different luminosities in units of
Fig. 23. Uniformity of the calorimeters allows the use of data10% cm2sec! at \/s=1.8 TeV.
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FIG. 22. Response versug for y-jet data before the FIG. 23. Ry versusE’ measured in the CC, IC and EC calo-

n-dependent correction. The dashed line is the fit to the expected I@meter regions after; dependent corrections.
response.

[33] Monte Carlo program. The data contains the contribu-
jet algorithms. The Monte Carlo simulation is improved by tions of both gluon radiation and showering effects outside
incorporating the single particle response of the calorimetefh® cone. The former contribution is subtracted using the
as measured in test beam. particle-level Monte Carlo profiless,, is defined as the in-

The response versus energy for tRe=0.7 cone algo- Verse of the measured correction factor; that megynis the
rithm is shown in Fig. 23. The CC and EC data, and thefraction of the jet energy showered inside the algorithm cone
expected response from MC =500 GeV are fit with the in the calorimeterEq. (9.1)]. The showering correction is
functional formRie(E) =a+b- In(E) +c-In(E)? (see Fig. 24 negligible for R=0.7 cone jets abovev_loo GeV in the
This function is motivated by the hadronic shower becomingeentral region (7| <1.0) with an uncertainty of-1%. Both
gradually more “electromagnetitEM) with increasing en-  the correction and uncertainty are larger for lower energies,
ergy[52]. If e andh are the responses of the calorimeter tohigher 7, and smaller cone sizes.
the EM and non-EM components of a hadronic shower, and

0.95

7 is the response to charged pions, thehr=1/[h/e 0025 E

—(fem)(h/e—1)]. The functional form for the mean elec- 09 E

tromagnetic fraction of the jetf¢) is ~ «-In(E), giving the 0875 £

expected logarithmic dependence for energy carried by the’s oss £

charged pions and, therefore, jets. 0825 F

In addition to the uncertainty from the fit (1.5%, 0.5%, 08 E EC Jets

1.6% for 20, 100, 450 GeV jets respectivelthere is also a 0775 £ MC Jets
~0.5% uncertainty from th&V boson background in the > e L
photon sample. Some of the events in thget sample are 10 10*

not two-body processes. In the IC region, thelependent ET (GeV)

0.95

corrections contribute an additional1% uncertainty. 0025

0.9 ;
C. Showering correction, Sy, 0875
0.85

o
As a jet of particles strikes the detector, it interacts with &2 g5 CC Jets

the calorimeter material producing a wide shower of par- 08 [ EC Jets
ticles. Some particles directed inside the cone deposit a frac- 0775 ¢ x MC Jets
tion of their energy outside the coriend vice verspas the o
shower develops inside the calorimeter. We do not correct for 0 100 200 300 400 500

any QCD radiation or particles that are radiated from the ET (GeV)
cone; we only correct for the effects of the detector.

The correction for this showering is determined using jet FIG. 24. Ry, versus energy for th&=0.7 cone jet algorithm.
energy density profiles from data and particle-lewE@RwWIG ~ The solid lines are the fit and the associated uncertainty band.

032003-19



B. ABBOTT et al. PHYSICAL REVIEW D 64 032003

D. Correlations of the uncertainties 1.2

=

The uncertainties in the jet energy scale can be separate@
into five sources: offsety-dependent corrections, response | &
corrections, method, and showering corrections. The correla- '~

tions of these uncertainties as a functionksf and » have 2
been studied: § L ,:' —— Nominal
= L B .
(1) Offset.This is the dominant uncertainty at I but S o/ ---- High/Low
is unimportant at higher. The uncertainty due to the offset ! e
10

correction is divided into two parts: a systematic error related
to uncertainties in the method which is correlated as a func- Uncorrected Jet Et (GeV)
tion of E1, and a statistical error that is uncorrelated as a r

function of pseudorapidity due to the finite size of the data g o1 * ml=0
sample used to determine the offset. m
(2) »-dependent correctionThe uncertainty due to this = oore — High
correction was separated into two parts. The first is due to the§ 005 ---- Low
cryostat factor and is correlated as a functiorEgfand 7. k31 g
The second is the IC correction, which is uncorrelated as aE R =
function of E; and 7. : i T
(3) Response correctiohe uncertainty associated with 0 TP
the hadronic response is unimportant at Bwbut dominant Uncorrected Jet Et (GeV)
at high Ey. As a result of using a fit, the uncertainty is
partially correlated as a function &7;. The correlation ma- FIG. 25. Corrections and errors fag,=0.0, R=0.7. The high
trices for various jet cone sizes can be found in R&1]. (low) curve depicts ther- (—) 1o uncertainties.

(4) Method.The uncertainty in the method used to deter-
mine the energy scale correction arises from the data selegiing term,S Detector imperfections and deviations from an
tion requirements, and punch-through at very high energieslectron-hadron single particle response of unity, limit the
The method uncertainty is correlated as a functiorpf resolution at high energies and are described by the constant
(5) Showering correctionThe uncertainty due to this cor- term, C. Noise fluctuationsgincluding the effects of multiple
rection is small except at very lof& and is considered to be interaction$ affect the low energy range and are given by the

fully correlated as a function d&y. noise term)N.
In the analyses reported here, we measureBhef the
E. Summary and verification studies jets; hence we need to measure the resolutioB.qf which

Figure 25 shows the magnitude of the correction and un\-’vIII have the same form:

certainty forR=0.7 cone jets withy=0. The overall cor-

rection factor to jet energy in the central calorimeter is Og, N2 &2 )

1.160+0.018 and 1.1260.025 at 70 GeV and 400 GeV, = ?+E_+C . (10.2
respectively. Point-to-point correlations in the energy uncer- T T

tainty are very high for jets with 260E;<450 GeV.

The accuracy of the jet energy scale correction is verified he relationship betweemg /E andoe_/Er depends on the
using aHERWIG y-jet sample and the@@GEANT detector 7 resolution,o,,. Using Er=E/coshy and assuming that
simulation. A Monte Carlo jet energy scale is derived and theerT ando,, are uncorrelated then
corrected jet energy is compared directly to the energy of the
associated patrticle jet. Figure 26 shows the ratio of calorim- B
eter to particle jet energy befofepen circlegand after(full ey
circles the jet scale correction in the CC. The ratio is con-
sistent with unity to within~0.5%.

2
+|tanhy|?0? . (10.3

O
| E

In addition to the detector resolution, other contributions
must be folded into the resolutions used for physics analyses.

The observed energy distributions are smeared due thhese are, for example, fluctuations of the out-of-cone
resolution effects. The fractional energy resolutiop/E  losses, and the fluctuations of the verteposition about its

X. JET RESOLUTIONS

may be parametrized as measured value. . _
Using D@ dijet data we derive the energy resolutions us-
oE N S 5 ing energy conservation in the transverse plane. The follow-
- E_+E+C . (10.1) ing criteria are applied to dijet events in order to eliminate

sources of contamination due to additional |&#-jets:
The nature of the incident particles, sampling fluctuations, The z-coordinate of the interaction vertex must be within
and showering fluctuations, contribute mostly to the sam50 cm of the center of the detector.
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1.1
N E
|n| <0.5, R =07 10 E_x/dot 1.52 i xfdof = 3.64
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FIG. 26. Monte Carlo verification test. CorrectefJF*/ER ra- S _ _ _
tio is consistent with 1.0 within errors. The inner error bars depict FIG. 27. Asymmetry distribution in severl bins for jets with
the statistical error due to the size of the Monte Carlo sample, ant?|<0.5 andEF®<8 GeV.
the outer error bars represent the systematic uncertainty on the en-

ergy scale. A. Soft radiation correction
Although theA ¢ and third-jetE; cuts (A¢>175° and

The two leading=r jets must be back-to-backAp  Eieti-g Gev) are designed to remove events with more than

>175%). _ o _ iet3 two reconstructed jets, events may still contain soft radiation
If there is a third jet in the event, it must ha#™ less 4t prevents the two leadirf jets from balancing in the
than a specified value. _ _ _ transverse plane; therefore the measured resolutions are
All jets in the event must satisfy the jet quality cuts.  gyerestimates of the hypothetical “true resolutions.” To
Both leading jets are required to be in the sameegion  eyajuate this bias, the resolutions were determined from
so that their resolutions are similar, ijej*|~| 7. samples with differenE® cuts: 8, 10, 12, 15, and 20 GeV.

The dijet balance method is based on the asymmetry varirq regolutions are then extrapolated to a “true” dijet system

ableA, which is defined as with E'}*B:O. Figure 28 shows the fractional jet resolutions
as a function oE2® cut for severaEr bins.

(10.4) This procedure is repeated for evefy bin. We expect
the correction for additional radiation in the event to be con-

_ ‘ tinuous as a function of jéE+ and to be given by a function

where EX" and E* are the randomly ordered transverseK (E;). Because the soft radiation bias should primarily af-

energies of the two leading+ jets in an event. The variance fect small values ofE; but be negligible at higle, we

jetl  jet2

A= ———ZET il

T jetl jet2»
Elft4 Ele

of the asymmetry distribution can be written as parametrize the soft radiation correctid(E;) with the
function:
, | A7, oA %,
op= —aEJT‘?tl o-Ej_I?tl—i- —-—ﬁElth (J'EJ;?Q. (105) K(ET)=1—eX|i—a0—a1ET). (107)

For the pseudorapidity bir7|<0.5, a;=2.20 and a;
=0.0055(Fig. 29. This parametrization corrects the resolu-
tions of eachE bin for the effects of soft radiation.

Note that the point-to-point correlations in Fig. 29 are
very large because each data point represents a subsample of
(E) ~2 (10.6 the data point to its immediate right. In addition, it is not
Er IA: ' clear that the linear trend continues downE$®=0; hence

we do not use the errors obtained from the fits to calculate
Figure 27 shows the asymmetry distributiokdor different  the error on the corrected resolutions. The uncertainty in the
Er bins. The asymmetry distributions show minimal tails extrapolation is the sum in quadrature of the following: the
(<1%) and are well-described by a Gaussian distribution. uncertainty in the resolution &*>8 GeV, the difference

AssumingEr=Ef"=Ef*? and o = ogieu= ogier, the frac-

tional transverse energy can be expressed as a functiep of
in the following way:
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1.1

[ 5/ ndf 3.628 /| 3 [ 5/ ndf 149 / 3
ot6 b @ Ep= 47GeVion b b) E = 86GeV
K(E;) = 1.0-exp(-2.20-(0.0055XE))
0.1 |
0.14 | o
*«‘”'0 1 I~
= 0.09 [ |
/\\ 0 12 1 1 1 1 " 1 ~~
o 0 20 0 20 oy
B’ 0.075 X’ /ndf 03143 / 3 [/ ndf 1344 / 3 SZ
©) E;=182GeV | 006 F d) E = 295GeV
0.07 F 09 ]
0.055 [
0.065 [ +’5§,,,...- 0.05 - ,
1 " 1 1 1
0.06 5 S 0.045 5 5 0.8 , . , . ,
E . ; Threshold (GeV) 100 200 300

Average (ET,1+ET72)/2 (GeV)

FIG. 28. Resolutions as a function of the cut®§® for differ-
ent E; bins ((7|<0.5). The solid line shows the fit to the data
points, the dashed line shows the extrapolatioEf5=0, and the
dotted line shows the fit excluding trE,ire‘3<8 GeV point.

FIG. 29. The soft radiation correctioi,(Et), as a function of
Er (]#/<0.5). The error bars show the total uncertainty in the
point-to-point correlations. The inner error bars show the uncer-
tainty in the resolutions measured wif'>>8 GeV.

in the extrapolation t(Ej$t3=O including and excluding the C. Studies of systematic uncertainties
. i t3 . .
sample with theEr™ cut of 8 GeV, and the uncertainty inthe | principle, the soft radiation correction should remove

fit to the point-to-point correlations. the effects of additional gluon radiation in the data sample;
however, this may not be the case because not all the par-
ticles present in the detector appear in reconstructed jets. It is
. . . also possible that the requirement that jets be back-to-back
Since we are correcting our measurements to the particley > 175°) preferentially selects events with better-than-
level, we must not include the effects of hadronization of theyerage resolution. The possible size of these effects is stud-
quarks and gluons in the resolutions. The energy carried by by changing the back-to-back requirement Aap
particles emitted outside the particle-level cone do%s not bes 1g5° and repeating the determination of the resolutions.
long to the particle jet. In other words, at LO the topglof  The result of this study is shown in Fig. 31. The resulting
a dijet event at the particle level is zero, but the two reconresolutions are slightly higher than the resolutions calculated
structed particle jets do not necessarily balance, since thegith a cut ofA ¢>175° and this difference is included in the
could be particles emitted outside the cones. The asymmetiyyerall systematic error.
distribution measures the detector resolution convoluted with  Some analyses require a tighter cut on Bethan the
the contribution of the dijet imbalance at the particle level.standard cut. In particular, the measurement of the inclusive
The latter must be removed. jet cross section requires & cut of E/E®"<0.3 when
The particle-level resolution is obtained by applying theEjTet1> 100 GeV, orE;<30 GeV whenE€"< 100 GeV. Any
same techniques as used on the dataHerwIG [33] Monte  gyengihening of thé, requirement will implicitly reduce

Carlo sample, e.g. no energy fluctuations. The calorimetef,q gifference between tHey's of the two jets selected and
resolution is obtained by removing the particle-level resolu-;55 reduce the amount of soft gluon radiation; hence the

B. Particle jet imbalance

tion using resolutions should improve. The resolution parametrization
oe \2 [oe \2 oe |2 using thisér cut is depicted in Fig. 31.
(ﬁ) :(ﬁ) _(ﬁ) _ (10.9 The fractionalE+ resolutions are parametrized using Eq.
Er Bt/ gan \ BT/ e (10.2 for all rapidities (5|<1) and are given in Table V

and are plotted in Figs. 31 and 32.

The fractionalE+ resolutions before the particle jet imbal-
ance correction are shown in Fig. 30 along with the MC data
used to calculate the particle jet imbalance correction. The The jet resolutions at/s=630 GeV are measured using
fully-corrected resolutions are given in Table IV. the same techniques as the resolutions,/s& 1800 GeV.

D. Jet resolutions at+/s=630 GeV
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0.2 0.175
K | —  AO>175%E/E <03
% s e Ad > 165°,E/E[*" < 0.7
0.15 f\: ((S/ET)2 = 0.0322 + 0.692%/E + 3.341%/E 2 1 A > 175°, B /B < 0.3
2\: — AG>165°E/E ™ <03
0.125 ¢ B/
= =
o i
0.1 | =
) Mook
© ©
. 0.075
0.05 F ~
0.05
0 1 " 1 N 1 L 1 L 1 L |
100 200 300 100 200 300
Average (E | +E|,)/2 (GeV) Average (E+E,)/2 (GeV)
FIG. 30. og, /e, as a function of averagegr for | 7|<0.5. The FIG. 31. Fully correctedrg_/E7 as a function of averager for

data pointgsquaresindicate the resolutions after the soft radiation | 7/<0.5(i.e. the soft radiation correction and the particle-level dijet

correction and the solid curve shows the fit to the resolutions. Thémbalance corrections have been appliethe data pointgsolid

dash-dot lines show the systematic uncertainty due to the metho@urve show the resolution as calculated with clig/Ef"<0.7

The dashed line is a fit to the particle-level resolutions obtainecand A ¢>175°. The dashed line shows the effect of using a cut of

from MC points(circles. A¢>165°. In addition, the effects of using &y cut of B /EEY
<0.3 whenE¥">100 GeV, orE;<30 GeV whenEE"<100 GeV

These resolutions are supplemented at low values dijet are shown(dash-dot and solid-dots lings

by resolutions measured using photon-jet events. _

The energy resolution for photons is approximately 10~EF'=E; as before, and takeSE?~0, the standard devia-
times better than that for a jet, allowing a convenient redefition of the photon-jet asymmetry identically becomes the
nition of Eq.(10.4). The photon-jet asymmetry is defined as fractional jet resolution:

y_ jet
EY—EF ( Og,

Ay jet= EY (10.9 E_T (10.10

:(TA

v.jet

where E} and ET' are the fully corrected photon and jet Figure 33 displays a typical distribution of photon-jet asym-
transverse energies, respectively. If one approxim&gs metry.

As described in previous sections, the measured resolu-
tion is adjusted to reflect third-jet biases and the particle-jet
asymmetry. The results bolster the low-statistics dijet results
at \/s=630 GeV. The resulting resolutions are given in Table

TABLE IV. The measured jet resolutions d@s= 1800 GeV and
their uncertainties.

(Er) (GeV) o(En/Er Alo(En/Er] VI and are compared with the resolutions\&= 1800 GeV
35.75 0.154 0.009 in Fig. 34. It is clear that the resolutions at the different
47.32 0.120 0.004 center-of-mass energies are significantly differémtprob-
54.25 0.106 0.003 ability of agreement of 0.0007
67.70 0.096 0.003
86.43 0.088 0.001 Parametrization of the jet resolutions

105.08 0.078 0.002 There are several parametrization choices that can be used
130.42 0.070 0.001 to fit the data at both center-of-mass energies. We considered
155.54 0.068 0.001 five alternative parametrizations of the resolutions:

182.40 0.062 0.001 (1) Fit the data simultaneously with E¢L0.2): the CSN
213.44 0.056 0.002 model.

241.69 0.059 0.003 (2) Fit the data with commoR andSterms and different
295.10 0.050 0.003 noise terms Nigoo, Nezg at the two c.m. energies: the

CSNN model.
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TABLE V. The resolution fit parameters afs= 1800 GeV.
300
Fit variables for a cut of E+/ES?<0.7 |
Ui C S N 250}
|7|<0.5 0.033:0.006  0.686:0.065 2.621*0.810
0.5<|7|<1.0 0.0472-0.008 0.7830.137 0.596-9.334 00k
0.1<|7|<0.7 0.040-:0.013 0.641+0.160 2.89%1.413 ) Eqp: 15-20 GeV
: =
Fit variables for & cut of E1/EL"<0.3 o 150}
m
n C S N
|7|<0.5 0.037:0.002 0.514:0.027  4.00%0.202 100
0.5<|7|<1.0 0.036-0.006 0.736:0.059 1.972-0.904
0.1<|7|<0.7 0.0380.005 0.556:0.074 3.654 0.487 sol
(3) Fit the data with commog andN terms and different 0 1 1
sampling terms $;500, Sg30) at the two c.m. energies: the -1.5 -1.0 0.5 0. 0.5 1.0 1.5
CSSN modelFig. 35. Asymmetry Variable

(4) Fit the data with a commo@ term and different sam- S _ _
pling and noise terms at the two c.m. energies: the CSSNN FIG. 33. Distribution of photon-jet asymmetry for j& be-

model. tween 15 and 20 GeV in the central region.
(5 Fit the data with no common terms: the CCSSNN _ _ _ _
model. change in sampling term as a function of c.m. energy is not

A model where only theC term was allowed to vary be- known. We have some evidence that the cause of the change
tween the two c.m. energies was not considered because in the sampling term as a function of c.m. energy may be
depends on the physical structure of the calorimeter, andttributable to the change in the mix of quarks and gluons at
hence should not change. TR and numbers of degrees of fixed Ey [53], but this has not been proven for lack of suffi-
freedom for these five models are calculated and comparegient computing resources, and the ultimate reason for this
in Table VII. The fit parameters are given in Table VIIl.  effect is therefore not yet fully understood.

It is clear from they? of the parametrizations that the data
cannot be represented by a single fit with comn@rs, and
N (CSN mode). Of the other models, the CSSN model gives
the best fit to the data. If we allow additional parameters to 10 verify the resolution extraction methods, a Monte
be included in the fit, the’ does not improve significantly. Carlo study compared events with and without the detector
The CSNN model does not fit the data as well. The noiséimulation. The jet resolutions of the MC sample are mea-
distribution in the calorimeter is similar at the two different Sured in two ways; the first is the asymmetry method, and the
c.m. energies(Fig. 36; hence the CSSN parametrization second is a direct measurement of the resolutions. IEhe
model was chosen to fit the resolutions. The cause of thef @ jet as measured by the calorimeter is simply denoted by
E;, and theE; as measured at the particle-level is denoted
by E$t°', then the jet resolution can be derived from the ratio

E. Monte Carlo consistency tests

0.15 TABLE VI. The measured jet resolutiorfand uncertaintiesat
a)0.1<|n|<0.7 b)0.5<In|<1.0 J5=630 GeV.
F
o J-jet 13,51 0.205 0.023
© y-jet 17.81 0.217 0.048
v-jet 21.52 0.175 0.016
y-jet 24.27 0.169 0.019
jet-jet 26.28 0.148 0.012
I . ! . | . | . | . | jet-jet 34.35 0.117 0.015
100 200 300 100 200 300 jet-jet 40.87 0.114 0.010
Average (E 1 +E1,)/2 (GeV) jet-jet 52.27 0.097 0.009
jet-jet 59.12 0.079 0.007
FIG. 32. Fully correctedrg_as a function ofE+ for different jet-jet 70.53 0.075 0.006

rapidity regions.
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03 TABLE VII. x? for the different models that can be used to
parametrize the single jet resolutions.

025 | Model X2 Degrees of freedom Probability
+ 1800 GeV, ml <05 CSN 449 19 0.0007
\ CSNN 25.5 18 0.11
02 F | + 630 GeV, n| < 0.5 CSSN 187 18 0.41
= * CSSNN 17.9 17 0.35
= CCSSNN 17.9 16 0.33
& o015 | + +
=)
o}

are scattered about zero, indicating lack of bias in the

method. The differences between the two methods, less than
1%, indicates the magnitude of the systematic uncertainty,

which can be parametrized as

0.1

A( UET) _29 o1 (10.12
| | | | £ g2 00 .
10 10” Subsequent to the publication by D@ of the inclusive jet
E; (GeV) cross sectiof8] (Sec. X)) and the dijet mass spectrurs]
(Sec. XIV) at \/s=1800 GeV the MC closure data for the
resolutions were reexaminésee Fig. 38 As a result of this,
the MC closure error at/'s=1800 GeV was reduced fd;

>40 GeV:

FIG. 34. The single jet resolutions as=630 GeV(triangles
and 1800 GeMcircles. The resolutions at the two center-of-mass
energies have been fitted separately to Bd.2. The fit to the
s=1800 GeV data is the solid line, and the fit to the= 630 GeV

data is the dashed line.
TABLE VIII. The fit parameters for all models used to fit the

E_rl)_tcl_ E; resolution data. The correlation matrix for the CSSN model is also
_— (10.1) given.
Eptcl
2
Model Parameter Value Statistical

Figure 37 shows the differences in the resolutions as mea-

error
sured by the two methods. The differences between the two

N 1.098 1.128
03 CSN s 0.745 0.038
C 0.028 0.004
025 Common C,N N 2,571 0.309
CSSN S1800 0.691 0.027
* 1800 GeV, n| < 0.5 Seao 0.510 0.057
02 | + 630 GeV, n|<0.5 C 0.032 0.003

E]H 5 Correlation matrix

= o1s k x> =18.7 (18 d.o.f.)

o 1.000 —-0.812 —0.838 0.575
© -0.812 1.000 0.751 —0.902
—0.838 0.751 1.000 —0.589
oL 0.575 ~0.902 —0.589 1.000
N1s00 3.543 0.399
005 CSNN N30 1.907 0.437
S 0.590 0.049
C 0.040 0.003
L T, — Na800 2,510 0.893
E; (GeV) N30 2.587 0.374
CSSNN S1800 0.696 0.068
FIG. 35. The single jet resolutions gs=630 GeV (triangleg Ss30 0.509 0.063
and 1800 Ge\Mcircles. The resolutions at the two center of mass C 0.031 0.007

energies have been fitted using the CSSN mdsialid lines.
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5
) s = 1800 GeV
&= 0.05
<
4+ m L
b
[} ** L n
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CSNN Fit =
g A 005
© Noise (GeV), s = 1800
R ol - | . | . | , | .
S 2t 30T 100 200 300 400 500
8 ‘ 300 F ©) Average E(GeV)
250
200 F FIG. 37. Resolution closure fromerwiG Monte Carlo simula-
Tr i . 150 |- tion; the difference in resolution obtained using the two techniques.
' 100 L The degree of closure is within 1% for all data points above 25
Observed 6 ;.. 50 L GeV.
0 1 0 PEFEETE B P PR
630 1800 A0S 0 s 0 distributions show no tails and are well-described by a Gaus-

: =63 . . . . ,
CM Energy Noise (GeV), s =630 sians. Theg resolution is determined by measurimf

FIG. 36. (a) The average value and rms width of the calorimeter — ¢ @s a function of jet energy angl Figure 41 shows the
noise distributions is given by the two lower points. The two upperf€solutions which are similar in magnitude to theresolu-
points are the values of tH¢ parameter obtained in the fit to the tions.
resolution data using the CSNN modé) and(c): The noise dis-
tribution found within a standard jet cone at each center-of-mass XI. INCLUSIVE JET CROSS SECTION AT /s=1800 GeV
energy(the cone used to measure the noise is required to be at least

90° in ¢ from any other jet in the event In this section we describe the measurement of the inclu-
sive jet cross section in the pseudorapidity ranggs<0.5
oe, 293 and 0.X|»|<0.7. The inclusive jet cross section is given by
A E_ :—2+00021,
T/ 5=630 Gev ET d2o NG 11
O-ET 14.1 dETd7] ,CiEiAETA’)? '
T/ s-1800 Gev ET -
(10.13 008 S 68 percent probability
0.04 [
The effect of reducing the error on the inclusive jet cross 0.02 [ *
section and dijet mass spectrum was negligible, and hence ok ISR TN AN SN ol
the results were not updated. The reduced errors are impor- A ¥ M
tant for the analysis of the ratio of inclusive jet cross sectionsd [ | Vs = 630 GeV
at \/'s=630 and 1800 GeY21] (Sec. XI. N
In Fig. 39 the measured resolutions are compared with theb B A S R R R
0 20 40 60 80 100 120 140

CSSN fit. The shaded region shows the size of the fit uncer-§ -
tainty, and the hatched region shows the size of the fit and% e po 68 percent probability

MC closure uncertainties added in quadrature. Also show D o004 a

are the other models. It is clear that the combined fit and MC:S o002 |

closure uncertainties are of reasonable size and that the totéf ol ﬁ*'jr;;;; ———————— ST S 2

. : Y | S GEEEEEEEEEEEEEEE ¥

uncertainties are not underestimated. ooz b Y M
oot [ | Vs = 1800 GeV
F. » and ¢ resolutions oos B
R | Y I I BTN I I I B
After the »-bias correction is applied, the averageof 0 50 100 150 200 250 300 350 400

the reconstructed jet is equal to theof a particle-level jet, Average E_(GeV)
but due to calorimeter showering effects, batland ¢ reso- T
lutions remain non-zero. The resolution is obtained by FIG. 38. The improved resolution closure obtained using the

u_sing H_ERWIG Monte Carl_o and StUdyin@ptcl_ 7 as a_func- HERWIG Monte Carlo simulation, for both center-of-mass energies.
tion of jet energy and;. Figure 40 shows theg-resolution as  For most of the kinematic range, the degree of closure lies within a
a function of jet energy for different energy regions. Thefraction of a percent.
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FIG. 40. 5 resolution as a function of the particle-level jet en-
ergy using aHERWIG simulation.

02 -

.-

Jet_115 are efficient above 90, 130, and 170 GeV, respec-
tively. The efficiency for Jet_30 was determined to be 100%
at 50 GeV(Sec. V.

The determination of the integrated luminosity for each of
the jet triggers is described in detail in Sec. VI. The luminos-
- - e - - ity used for Jet 50 is determined by matching the Jet 50

10 E (GeV) 10 inclusive jet cross section to the Jet_85 cross section above
T 130 GeV, introducing a 1.1% statistical error. The Jet 30

FIG. 39. A comparison of the measured jet resolutions and th«ium”'lOSIty is determined by matching to the Jet 50 cross

fit using the CSSN model. Also shown are curves representing comSeCtlon above 90 Gevj which results in a_ 1'4% statistical
parisons between the different models and CSSN. The shaded r€!Tor. Hence the matching error for Jet_30 is given by 1.1%
gions show the uncertainty in the fit. The hatched region shows th@nd 1.4% added in quadrature, or 1.7%. These errors are
magnitude of the fit and MC closure uncertainties added in quadraadded to the 5.8% error on Jet _85. The final Jet 30 and

(Resoutions - CSSN Fit)/(CSSN Fit)

ture. Jet_50 luminosities are then 0.350 gband 4.76 pb?! with
. _ o . errors of 6.1% and 5.9%, respectively.
whereN; is the number of accepted jetsfify bin i of width Figure 43 show& spectra for the four jet triggers, with-

AEy, G is the resolution unsmearing correctiofy, is the  out luminosity normalization, in the central rapidity region
integrated luminosityg; is the efficiency of the trigger, ver- (]| <0.5) after efficiency and energy corrections.
tex selection, and the jet quality cuts, ate is the width of

the pseudorapidity bin. C. Observed cross section

Figure 44 shows the central cross section compiled from
the four triggers. As suggested by the cross section ratios,
The selected data are events with one or more jets whichnd in order to maximize statistics, the spectrum from 60
satisfy the requirements of the inclusive jet triggers. Jets arecE;<90 GeV is taken from the Jet_30 data,~9030 GeV
required to pass the standard jet quality criteria to be infrom Jet 50, 136170 GeV from Jet 85, and above 170
cluded in the cross section samgp&ec. VIIl). TheEr of the  GeV from Jet_115. The three data sets in Fig. 44 correspond
event is required to satisfy E¢B.5). The vertex of the event to the low, nominal, and high energy scale corrections. The
must be within 50 cm o£=0. The efficiency for each jet is differences can be considered to be an error estimate on the
then given by the product of the efficiencies of the jet qualitycross section which dominates all other sources of dtoer
cuts (gjey), the efficiency of the cut ot (eme), the effi-  minosity, jet, missingEr, and vertex cuts
ciency for an event to pass the trigget;{qe), and the effi-
ciency for passing the vertex Cué ey :

A. Data selection

0.1¢
0.09F
€i = €jet€met€trigger€vertex- (11.2 0.08F

0.07F

The values ofeje; and €y, are plotted in Fig. 17. The effi- o oosf
ciency of the vertex requirement is 90 %. © oosp
0.04F

0.03F

B. Filter efficiency and luminosity matching 0.02F

Figure 42 shows the cross section ratios for Jet_50/Jet 30, ofroiiiit it te i

b b b b b b I
Jet_85/Jet_50 and Jet_115/Jet_85. Since the denominator in  ° >° 00 190 fngnéfgy (égi,) 90400 450 500
each ratio represents a less restrictive trigger than the nu-
merator, the numerator trigger is efficient where the ratio FIG. 41. ¢ resolution as a function of the particle-level jet en-
stabilizes at a constant value. Thus Jet 50, Jet 85, aralgy using aHERWIG simulation.

«0oO><odk
NIN=—00
st
JAVAYAYAVAYAY
333333
AAANAN
GO = O
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120 Jet_50/Jet_30
1 ——t —+ '
—_— —T—
—
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=
1 Jet_85/Jet_50 £
= =
g 1 —— + | %
A = 3
wn [ o N__o L
é 08 1 1 . 1 . 1 . E
O 100 120 140 160 180 200 E Jet 30
2T Jet_115/Jet_85 10 b [ Jet_s0
E Jet_85 :
1 o —t———— —t —+— C Jet 115
L N 1 E HER
R A I ! . I E. I . I . Pl |_| |_|
* * * 100 200 300 500
160 180 200 220 240
E (GeV) Er (GeV)

FIG. 43. Energy-correctel; spectra for Jet_11%solid line),
Jet_85(dasheg, Jet 50(dotted, and Jet_3Qdot-dashe The ar-
rows signify theE range in which each trigger’s spectrum is used.

FIG. 42. Inclusive cross section ratios. The arrows signify the
E+ above which the higher threshold trigger is used.

D. Highest E; event scanning
dom (Table IX). Figure 45 shows an example of the energy

ﬁt,_cale corrected data with the best-fit smeared and unsmeared

Since the cross section decreases rapidly asEthén-

creases, a small amount of contamination can have a signi . : . ;

. ansatz functions. Simulations have shown tlyasmearing
cant effect on the measured cross sections at igeThe uses negligible changes in the inclusive cross sections
data set included 46 events that passed selection cuts a ] g9 9
contained a central jef| §|< 0.7) with transverse energy Figure 46 shows the unsmearing correction as a function

greater tha_n 3.75 GeV. Th_ese events were V'Stia"y S,F?"?”eo‘% transverse energy. The observed cross section is multiplied
for contamination. We defined an event to be “good” if it

had at least two jets with well-contained energy, if there were

no isolated cells forming jets, and if there was no activity in 108
the muon chambers consistent with cosmic ray interactions "
associated with the event. These conditions were intended to | /™
reject highE; jets arising from noisy calorimeter cells, E L * D@ Data
cosmic rays, or beam halo from the main ring, which I )
passes through the D@ detec{@8]. The 46 events con- = "0F = 77 High Energy Scale
tained 62 jets withE; greater than 375 GeV. Seven of I “!-3 v Low E Scal
these jets included restored cells and seven of the events?o 10°F "-.‘ ow Enetgy scale
preferred the second vertex. All of the events passed visual2 -
inspection. € ol e
= "
E. Resolution unfolding :3910 L *""!s.;;'
The steepE; spectrum is distorted by jet energy resolu- % i “%ﬁ__
tion. The distortion was corrected by using an ansatz func-"s 10% e
tion for the cross section, 3 e
2ET)B M
expAEf| 1-—] , (11.3 i
\/g I E [ 1 1
100 00 300

smearing it with the measured resolutigfable V), and E; (GeV)
comparing the smeared result with the measured cross sec-
tion. The parametelﬁ,a, and,B were varied until the best fit FIG. 44. Energy-corrected and luminosity-normaliZzégdspec-

was found between the observed cross section and theéa. The points with error bars correspond to the nominal energy
smeared trial spectrum. The for the fit is 21.2 for 24 bins  scale correction. The dashédbotted histogram corresponds to the
and three parameters, corresponding to 21 degrees of frekigh (low) energy scales corrections.
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TABLE IX. Unsmearing ansatz function parameters for the in- 107,
clusive jet cross sectiofin fb) at Js=1800 GeV. = 6, e D@ Data mjetl <05
Rapidity range Parameter Value d — Smeared Fit
% 107 P Unsmeared Fit
A 37.28 SR
|7]<0.5 a —5.04 ) 3
B 8.23 = 103k
=,
A 37.30 _[.3 102
0.1<|5|<0.7 Y —5.05 s :
B 8.37 o 0F
1 E I ! ! ! hd
by this correction. The central curve shows the nominal cor- oa |

rection. The change in cross section is greatest aHewue
to the steepness of the inclusive spectra and the relatively:=
poor, rapidly changing jet resolution. The magnitude of the = 4, L
correction is—13% at 64.6 GeV, drops te- —6% at 205
GeV, and then rises te- 12% at 461 GeV.

The two outer curves of Fig. 46 show the extent of the 0 ....,.e--“-.ea‘,, + |
uncertainties in the nominal correction due to the resolution | + + T
uncertainties. This error was estimated directly with the data
by unfolding with the upper and lower estimates of the reso- 02
lution curves. Fof7|<0.5 the maximum error is 3%. Vary- o 0 300 0 S0
ing the fit parameters by up to 3 standard deviations results E
) L . ; . (GeV)
in negligible changes in the resolution correction. T

The resolution correction errors due to the fit procedure
and statistical fluctuations of the data were estimated by per- FIG. 45. Data with smeared and unsmeared fit hypothises
forming the unfolding procedure on distributions simulated(11-3]- The lower pane shows the smeared fit residuasta-
with JETRAD. A generated theoretical distribution was Smeared fi'smeared fit.
smeared with a resolution function. The ratio of the gener-
ateq theoretical distributi?n to"the smea_red theore?ical diStri'scaIe,uZOEErT”aX. This prediction lies within the error band
bution was taken as'the true® unsmearing correction. NEXt'for all Et bins. Table X lists the cross sections foy} <0.5
the previously described unfolding procedure was applied t%nd 0.5 |7|<0.7
the “smeared theory” and the resulting unsmearing correc- =1 o
tion was compared with the “true” unsmearing correction.
The difference between the two corrections provided a mea-
surement of the unfolding error. Abovie;=50 GeV, the The cross section uncertainties are dominated by the un-
differences were less than 1%. The error due to statisticajertainties in the energy scale correction. Table XI summa-
fluctuation was estimated by simulating many jet samples
containing the same total number of jets as the data sample.

The statistical fluctuations between the different simulated
samples lead to an error below 0.25% in aBy bin. A
detailed description of this unfolding, and the unfolding error
estimation procedures can be found in Re0)].

(Data-Fit)/F

%

G. Cross section uncertainties

e

N=3

G
T

F. Unfolded cross section

Correction

154
o
T

The central inclusive jet cross section is shown in Fig. 47.
The cross section values are plotted in each bin atBhe
value for which the average integrated cross section is equal
to the value of the analytical functigriEq. (11.3)] fitted to
the cross-sectiofi54]. The error bars are purely statistical
and are visible only for the higheBt: value. The error band . . . . . . . .
indicates a one standard deviation variation of all systematic 100 200 300 400 500
uncertainties, except the 5.8% uncertainty on the absolute E; (GeV)
normalization. The measured cross section is compared to
the inclusive cross section for the safe values calculated FIG. 46. The nominal unsmearing correction is given by the
with the JETRAD program using the CTEQ3M PDF and the central line. See the text for an explanation of the other curves.

mearing

S
=}
o0
(9]

T

0.8
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same trigger sample and uncorrelated for all other bins. The
g ® D@ Data ;| <0.5 energy scale errors are partially correlated as a function of
1065 L JETRAD ET_ﬁ?d are discusTed tl)%lovx{. . . o
i A cpmax e energy scale calibration is implemented as a series o
=10 5- CTEQ3M. p =0.5Ey corrections, each with its own uncertain(gec. 1X. The
§ f uncertainty due to the energy scale is separated into several
3 101 components so that the correlations as a functiogtan
2 : be studied(Fig. 51). The energy scale uncertainties were
;g— 103 calculated with a Monte Carlo simulation of the inclusive jet
0 f cross section. At each uncorrectgg the simulation gener-
N% 0l ated an ensemble of jets with rapidity, vertex position, lumi-
© nosity, and variable correlations derived from the data. Fig-
ure 51 shows the components of energy scale uncertainty as
10 ] a function ofE;. The Et of each of the simulated jets was
| Z then corrected and the resulting uncertainty in the jet cross

o 2T T 50 =00 sgctlon calculate_d._These.uncertamtles are in good agreement
E, (GeV) with the uncertainties derived from the data. .
The uncertainties due to the offset correction, the
n-dependent correction, the showering correction, and the
method are all correlated as a functionisf. The hadronic

The histogram represents theTrap prediction and the shaded '€SPONSe uncertainty is partially correlated as a function of

band represents the: 1o systematic uncertainty band about the Er (Sep. le). The hadronip response correlations are illus-
prediction excluding the 5.8% Iuminosity uncertainty. trated in Fig. 52 and are given in Table XIV. In addition, the

response uncertainties are only approximated by a Gaussian
) o i uncertainty distribution. Tables XV and XVI give the actual
rizes the uncertainties in the unfolded cross section. A degncertainties for a given percentage confidence 16dl.),
tailed list of the uncertainties and their magnitudes is given ¢ it one has a+20% error in the cross section at a given
in.Tz_ibIes Xl and XIII. Figure 48_shows the various uncer- E. corresponding to 95% C.L., then with 95% probability
tainties for the 7| <0.5 cross section. The second Uppermostye response errors will cause a deviation in the cross section

curve shows the uncertainty in the energy scale, which variegs <094, The correlations for the total systematic uncer-
from 8% at lowE+ to 30% at 450 GeV. Clearly, this contri- t5inties are given in Table XVII.

bution dominates all other sources of error except atlgw
where the 5.8% luminosity error is of comparable magni-
tude. The other sources of errget and event selection, trig-
ger matching, and jet resolutipare relatively small. Figures 53 and 54 show the fractional difference between
Most of the systematic uncertainties in the inclusive jetthe data,D, and aJETRAD theoretical predictionT, normal-
cross section are highly correlated as a functiofepf The  ized by the prediction[(D—T)/T], for |7|<0.5 and 0.1
uncertainties are separated into three “types,” depending or<|7|<0.7 respectively. TheETRAD prediction was gener-
the correlation ) between two bins: ated with u=0.5ET%, Rs=1.3, and several different
choices of PDF. The error bars represent statistical errors
only. The outer bands represent the total cross section error
excluding the 5.8% luminosity uncertainty. Given the experi-
mental and theoretical uncertainties, the predictions are in
agreement with the data; in particular, the data abbBye

thus imoii I thanol fluctuation elsewheréFig. 50 =350 GeV show no indication of an excess relative to QCD.
us Implies a [ess thanalfiuciuation eisewnererig. 54, The data and theory can be compared quantitatively with
negativep indicates the shifts will have opposite directions

2 - B . . B
. ; i . x~ test incorporating the uncertainty covariance matrix
at the two points. This type of error is the most compllcated‘?.l.able XVII [55]). The y2 is given by
to calculate and propagate.

p=0: “Uncorrelated,” statistical in nature or otherwise
independent of one another. Some small errors with un- =2 EAVARE (11.4
known (but probably positive E; correlation are treated as b
uncorrelated for simplicity. Such treatment is conservative.

FIG. 47. The| 7| <0.5 inclusive jet cross section. Statistical un-
certainties are invisible on this scale except for the higkgdbin.

H. Comparison of the data to theory

p=1: “Completely correlated,” indicating that ad fluc-
tuation in an error at a particul& bin is accompanied by a
1o fluctuation at all otheE+ bins (Fig. 49.

p=p(Eq1,E1p) e[ —1,1]: “Partially correlated,” possess-
ing a varying degree of correlation B;. A 1o fluctuation

where §; is the difference between the data and theory for a

givenEy bin, andV;; is element, ] of the covariance matrix:
The uncertainties due to jet selection are correlated as a

function of E;. The uncertainties due to unsmearing are also Vij=pijAoiAoyj, (11.9

correlated. The luminosity uncertainty is correlated as a

function of E;. The trigger matching uncertainties are cor- whereAo is the sum of the systematic error and the statis-

related as a function d& for bins that are derived from the tical error added in quadrature it=] and the systematic

032003-30



HIGH-p; JETS INpp COLLISIONS AT /s=630 AND . ...

PHYSICAL REVIEW D 64 032003

TABLE X. The |7|<0.5 and 0.X]|#|<0.7 cross sectionéEqg. 11.1. Also given is the value of the fit to the cross section using Eq.

(11.3.
|7|<0.5 0. |75|<0.7
Bin Range PlottedE Cross Sec. Sys. Fitted Plott&d Cross Sec. Sys. Fitted
(GeV) (GeV) + Stat. Uncer.(%) Cross Sec. (GeV) + Stat. Uncer.(%) Cross Sec.
(fb/GeVIA 7) (fb/GeVIA ) (fb/GeVIA 7) (fb/GeVIA 7)
60-70 64.6  (6.320.04)x10° +10 6.27x 10° 64.6 (6.2650.04)x 10° +10 6.13< 10°
70-80 746  (2.880.03)x 10° +10 2.74x10° 74.6 (2.74-0.03)x 10° +10 2.6710°
80-90 84.7 (1.36:0.02)x 10° +10 1.31x 10° 84.7 (1.34-0.02)x 1¢° +10 1.28< 10°
90-100 94.7 (6.840.04)x 10° +10 6.74< 10° 94.7 (6.66-0.04)x 10° +10 6.53< 10°
100-110 104.7  (3.780.03)x 10° +10 3.6710° 104.7  (3.6%0.03)x10° +10 3.54< 10°
110-120 114.8  (2.140.02)x10° +10 2.08<10° 1148  (2.0%0.02)x 10° +10 2.01x 10°
120-130 124.8  (1.280.02)x 10° +10 1.23x 10° 124.8  (1.1%0.01)x10° +10 1.18<10°
130-140 134.8  (7.460.04)x10* +10 7.49< 104 134.8  (7.160.03)x 10 +10 7.18< 10
140-150 1448  (4.740.03)x 10 +10 4.69% 10 144.8 (4.530.03)x 10 +10 4.48< 10
150-160 154.8  (2.970.02)x 10* +10 3.00x 10* 154.8 (2.8%0.02)x10* +11-10 2.86<10*
160-170 164.8 (1.940.02)x10* +11,—10  1.96x10% 164.8 (1.83-0.02)x 10* +11 1.86x 104
170-180 174.8  (1.300.01)x 10* +11 1.30x 10 1748  (1.230.01)x10% +11 1.23x 10
180-190 184.8 (8.880.10)x 10° +11 8.75< 10° 184.8 (8.38-0.09)x 10° +11 8.28< 10°
190-200 194.8  (5.950.08)x 10° +11 5.98x 10° 1948  (5.640.07)x10° +12-11  5.64x10°
200-210 204.8  (4.150.07)x10° +12-11  4.13%K10° 204.8  (3.930.06)x10° +12-11  3.8% 10
210-220 214.8  (2.840.06)x10° +12-11  2.8810° 2148  (2.67-0.05)x10° +12 2.70< 10°
220-230 224.8  (2.080.05)x1C° +12 2.03< 10° 2248  (1.950.04)x10° +13-12  1.9x10°
230-250 239.4  (1.260.03)x10° +13-12  1.24x10° 239.4 (1.1%#0.02)x10° +13-12  1.15<10°
250-270 259.4  (6.380.19)x10° +14-13  6.40x10° 259.4  (5.84:0.17)x10* +14,-13 594107
270-290 279.5  (3.650.15)x10° +14-13  3.3K1C? 2795  (3.2¥0.12)x10° +15-14 313X 10
290-320 303.9 (1.780.08)x10* +16,—14  1.60x10? 303.9 (1.56-0.07)x 10 +16,—15 14710
320-350 333.9 (6.600.50)x 10" +17,—16  6.50<10" 333.9 (6.06-0.44)x10' +18-16  5.91x10
350-410 375.7  (1.880.19)x10' +21-18  1.91x10 3757  (1.480.15)x10" +22-19  1.7210
410-560 461.1  (1.200.30)x10° +30—25  1.5%1C° 4609  (1.05:0.25)x10° +31-26  1.3%1C°

error ifi #j, andp;; is the correlation between the systematic probabilities fory? to exceed the listed values are between
uncertainties oE+ bins as given in Table XVII. The system- 11% and 86%. The prediction using CTEQ4HJ and
atic uncertainty is given by the percentage uncertainty times=0.5£7® produces the highest probability for both measure-
the theoretical predictiofsee Appendix for a discussion of ments. The prediction with the MRS () PDF has a prob-

the x?). The resultingy? values are given in Table XVIII for

ability of agreement with the data of 0.3%, and thus is in-

all of the theoretical choices described above. The choice afompatible with our data.

PDF and renormalization scale is varied. Each comparison Comparisons between the data @k calculations using

has 24 degrees of freedom.
All but one of theJETRAD predictions adequately describe ;= (0.25, 0.50, 0.75, 1.00, 1.25, 1.50, 1.75, 2B0(where

the|7|<0.5 and 0.X|#5|<0.7 cross sections. For these, the Er=ET® and EJ'TEt) are also maddTable XIX). The EKS

TABLE XI. Unfolded cross section errors.

various PDFs,Rg=1.3, and with renormalization scales

predictions give a reasonable description of thg<0.5
cross section. However, unlike tleTRAD predictions, the

EKs calculation using CTEQ3M ang.=0.25ET® has the

Source Percentage Comment : ™ o
highest probability of agreement. Thexs predictions for
Jet and event selection <2 Correlated 0.1<|7|<0.7 all give x* values with probabilities<12%
Luminosity 5.8 Correlated for the choices examined.
Luminosity match
60~ 90 Gev L7 Statistical, Correlated I. Comparison with previously published results
90-130 GeV 1.1 Trigger-to-trigger
Energy Scale 15-30 Mostly correlated The top panel in Fig. 55 show®(-T)/T for our data in
Unfolding the 0.1|%|<0.7 region relative to aJETRAD calculation
Resolution function 1-3 Correlated using the CTEQ4HJ PDRy=0.5E7%, andRe;=1.3. Also
Closure 1-2 Correlated shown are the previously published CDF data from the

1992-1993 Fermilab Tevatron running periad relative to
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TABLE XII. Percentagd |<0.5 cross section uncertainties. The last row gives the nature d-titxn-to-bin correlations: 0 signifies
uncorrelated uncertainties, 1 correlated, and p partially correlated.

Unsmearing Energy Scale

Et Stat Jet Lumin
GeV  Error Sel Lumin Match High Low  Underlying 7 Method Shower Response

High Low High Low High Low High Low High Low

64.6 0.7 05 5.8 1.8 25 -26 53 -50 02 -0.2 34 -3.2 47 4.6 11 -1.0

74.6 10 05 5.8 1.8 23 -24 47 —-45 02 -0.2 35 -33 48 4.7 12 -11

84.7 15 05 5.8 1.8 21 =22 42 —-41 02 -02 35 =35 49 48 15 -13

94.7 06 05 5.8 11 19 =21 38 -37 02 -02 36 —-35 50 —4.9 1.9 -19
104.7 0.8 0.5 5.8 11 19 -21 35 -84 02 -02 36 —-3.6 51 51 22 =22
114.8 1.0 05 5.8 11 18 =20 32 -31 02 -02 3.7 —-3.6 53 51 26 —-25
124.8 14 05 5.8 11 18 =20 30 -29 02 -0.2 39 -37 54 =52 28 -—-28
134.8 0.5 0.5 5.8 0.0 1.7 =20 29 -28 02 -02 41 -39 56 —54 31 =30
144.8 06 0.5 5.8 0.0 1.7 =20 27 -26 02 -02 41 -39 56 —55 33 32
154.8 0.8 0.5 5.8 0.0 17 =20 25 -25 03 -03 43 -39 59 -56 3.7 —-34
164.8 1.0 05 5.8 0.0 17 =21 24 -24 03 -03 45 —-41 59 -57 39 -36
174.8 09 05 5.8 0.0 17 =21 23 -23 03 -03 47 -4.2 6.1 -59 41 -39
184.8 11 05 5.8 0.0 18 =21 22 -22 03 -03 49 -43 6.2 —-60 43 -—4.2
194.8 14 05 5.8 0.0 18 =22 21 -21 03 -03 51 —-44 6.4 —6.2 45 —-44
204.8 1.7 05 5.8 0.0 18 =22 21 -20 03 -03 53 —45 65 —-63 48 —46
2148 20 05 5.8 0.0 19 -23 20 -20 03 -03 56 —-45 6.7 —6.4 52 =50
224.8 24 05 5.8 0.0 19 -24 20 -19 03 -03 58 —-4.7 69 —6.6 54 =52
239.4 21 05 5.8 0.0 20 -25 19 -19 03 -03 6.1 —4.9 71 —6.8 58 =57
259.4 3.0 05 5.8 0.0 21 -26 18 -18 03 -03 6.6 —5.1 75 —7.2 6.4 —6.3
279.5 40 0.6 5.8 0.0 22 -28 18 -18 04 -03 7.1 —-54 79 -—75 71 —6.9
303.9 47 0.6 5.8 0.0 24 -31 18 -18 04 -04 79 —-5.7 84 -79 83 78
333.9 76 0.7 5.8 0.0 27 =35 18 -17 04 -04 9.0 -6.1 91 -86 9.8 -93
375.7 102 1.0 5.8 0.0 32 42 17 -17 05 -05 108 —-6.8 102 —-96 124 -117
461.1 250 21 5.8 0.0 46 -59 17 -17 06 -06 150 -86 132 -120 203 -182

Correl. 0 1 1 p 1 1 1 1 1 1 1 1 1 1 p p

the sameJETRAD calculation. For this rapidity region, we w=0.5E7%, Rsep= 1.3, and similar choices of PDF given in
have carried out &* comparison between our data and theTaple XVIII. The data and theory were also compared using
nominal curve describing the central values of the data ofhe samey? test as used in this pap&Bec. XI H. The data

Ref.[7]. Comparing our data to the nominal curve, as thoughngicate an preference for the CTEQ4HJ, MR§T], and
it were theory, we obtain &? of 56.5 for 24 degrees of CTEQ4M PDFg26].

freedom (probability of 0.02%). Thus our data cannot be
described with this parametrization. As illustrated in the
middle panel of Fig. 55, our data and the curve differ at low
and highE+; such differences cannot be accommodated by We have made the most precise measurement to date of
the highly correlated uncertainties of our data. If we includethe inclusive jet cross section f&;=60 GeV at\/s=1800

the systematic uncertainties of the data of H&f. in the  GeV. No excess production of highy jets is observed. QCD
covariance matrix, the? is reduced to 30.8probability of  predictions are in good agreement with the observed cross

K. Conclusions

16%), representing acceptable agreement. section for most standard parton distribution functions and
different renormalization scaleg.& 0.25—2.0CE+ whereE+
J. Rapidity dependence of the inclusive jet cross section = E?“ or EJ'Tet)_
D@ has subsequently extended the measurement of the
inclusive jet cross section as a function ®f to | 7|<3 in Xll. RATIO OF INCLUSIVE JET CROSS KECTIONS
several bins of pseudorapidif26]. In this analysis the de- AT /s=1800 AND 630 GeV

tails of the jet energy scale corrections, single jet resolutions,
and vertex selection were updated to minimize uncertainties
for jets at large pseudorapidity+|>1.5). These cross sec-  The inclusive jet cross section for|<0.5 at \'s=630

tions are compared withETRAD predictions generated with GeV consists of data collected with three triggers: Jet 12,

A. Inclusive jet cross section atys=630 GeV
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TABLE XIll. Percentage 0.X|7|<0.7 cross section uncertainties. The last row gives the nature d-tHen-to-bin correlations: 0
signifies uncorrelated uncertainties, 1 correlated, and p partially correlated.

Et Stat Jet Lumin Lumin Unsmearing Energy Scale
GeV  Error Sel Match

High Low  Underlying n Method Shower Response

High Low High Low High Low High Low High Low

64.6 06 05 5.8 1.8 23 -26 53 -50 06 -06 34 -3.2 48 —-4.8 11 -11

74.6 09 0.5 5.8 1.8 21 =24 47 -45 06 -0.6 35 —-34 49 47 13 -11

84.7 14 05 5.8 1.8 20 -23 42 —-41 06 -06 35 —-35 50 —49 16 -15

94.7 05 0.5 5.8 11 19 -22 38 -37 06 -06 36 =35 51 =50 21 -21
104.7 0.7 05 5.8 11 18 -22 35 -84 07 -07 3.7 —-3.6 52 -5.2 23 -23
114.7 10 05 5.8 11 18 -21 32 -31 07 =07 3.8 —3.6 55 =52 27 —26
124.8 1.3 05 5.8 11 18 -21 30 -29 07 -07 39 37 55 —-54 29 -29
134.8 05 05 5.8 0.0 18 -21 28 -28 07 -07 41 -39 57 =55 32 =31
144.8 06 0.5 5.8 0.0 18 =22 27 -26 07 -07 42 —-40 58 -56 36 —-33
154.8 0.8 0.5 5.8 0.0 18 -22 25 -25 08 -08 44 —-40 59 -58 3.7 —35
164.8 09 0.5 5.8 0.0 18 =22 24 -24 08 -08 46 -—-42 60 —-59 40 -38
174.8 09 05 5.8 0.0 18 -23 23 -23 08 -08 48 -4.2 6.2 —-60 42 -40
184.8 11 05 5.8 0.0 19 =24 22 -22 08 -08 50 —43 6.4 —6.2 44 —44
194.8 1.3 05 5.8 0.0 19 -24 21 -21 08 -038 52 —44 65 —-63 47 —44
204.8 16 05 5.8 0.0 19 =25 21 -20 09 -09 54 —-45 6.7 —6.5 50 —48
214.8 19 05 5.8 0.0 20 =26 20 -20 09 -09 57 —46 69 —6.6 53 =50
224.8 22 05 5.8 0.0 20 -27 20 -20 09 -09 6.0 —4.8 7.0 —6.7 56 —55
239.4 20 05 5.8 0.0 21 -28 19 -19 10 -09 6.2 —4.9 73 —6.9 6.0 —58
259.4 29 05 5.8 0.0 23 =30 19 -19 10 -10 6.8 —-5.1 77 —7.2 6.7 —6.4
2795 39 06 5.8 0.0 24 -33 18 -18 11 -10 74 -54 80 -76 75 —7.2
303.9 45 0.6 5.8 0.0 27 -36 18 -18 11 -11 8.1 57 85 —-80 8.7 —83
333.9 7.2 07 5.8 0.0 30 41 18 -18 12 -12 93 -6.2 92 —-86 102 -98
3757 103 1.0 5.8 0.0 36 49 18 -17 13 -13 111 -69 103 —9.7 135 -125
4609 243 21 5.8 0.0 52 -0 17 -17 16 -16 151 -87 133 -122 218 -194

Correl. 0 1 1 p 1 1 1 1 1 1 1 1 1 1 p p

Jet 2 12, and Jet_30. To form the inclusive jet cross section,
an E+ region of each trigger is selected to maximize statisti- _ee Total Error
cal power while maintaining full trigger efficiency. Any

given cross section bin receives contributions from one and 30
only one trigger. The luminosity in any given bin is the lu-
minosity exposure for that triggégiven in Table I).

The inclusive jet cross section g@s=1800 GeV was de-

termined prior to the 630 GeV analysis. To facilitate the ratio

I oo~ Energy Scale (partially correlated)

a4 Opverall Luminosity (fully correlated)

| e Resolution (fully correlated)

_ Relative Luminosity (partially correlated)

calculation as a function of;=2E+/+/s, the bin boundaries 20 )
e R S T Jet Sel full lated
for the 630 GeV analysis were selected such that et Selection (fully correlated)
630
630_ 1800
ET 1800ET , (12.1 .

i.e., such that the bin edges matchxip space. Most of the
resulting bins are 3.5 GeV wide, but some bins have a width
of 7.0 GeV, 10.5 GeV, or more.

Figure 56 displays the observed cross sectiony/at 0
=630 GeV. The three different symbols indicate &g re-

Cross Section Uncertainty (%)

| L | L | L |
100 200 300 400

gion for each jet trigger. Vertical linggnostly hidden by the
symbolg indicate the statistical uncertainty on each point. E, (GeV)
The cross section is corrected for the effects of jet reso-
lution using the same method as used for {ise= 1800 GeV FIG. 48. Contributions to they|<0.5 inclusive jet cross section

cross sectioniSec. XI B. The single jet resolutions a=630  uncertainty plotted by component.
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x qr  Showering (correlated)
— 207 A Method (correlated)
5:9/ % Offset (correlated)
A I [0 Response (partially correlated)
-g O x Dependence (correlated)
=
3
Nominal \L 5‘
1 2‘ g 10
FIG. 49. Example of an error band relative to some nominal 2
distribution(illustrated here with a flat linelf the errors at pointd §
and?2 are completely correlated, then a one standard deviatiof) (1 T
A, at the first position necessarily results in & A, at the second
position. 0
GeV are given in Sec. X D. The resulting ansatz fit param- 00 200 300 400
eters are given in Table XX and the unsmearing correction is
plotted in Fig. 57. E; (GeV)

The resulting inclusive jet cross section&=630 GeV
is given in Table XXI and is plotted in Fig. 58. The uncer-
tainties in the cross section are given in Table XXII and ar
also plotted in Fig. 59. The bin-to-bin correlations of the choices of renormalization scale and PDF. These NLO QCD

;J(r;((iﬁrtamtles are shown in Fig. 60 and are given in Tablepredictions are in reasonable agreement with the data. The

The magnitude of the energy scale uncertainties are larg ta and predictions are compared quantitatively using a

. N _ est(Sec. XI H. The resultingy? values are given in Table
for the cross section afs=630 GeV than at/s=1800 GeV XXIV; each comparison has 20 degrees of freedom. All but
(Table XIl). This is caused by several factors. The cross se

C- - .
tion at 630 GeV begins with jdE->20 GeV compared with two of the JETRAD predictions adequately describe the cross

N . . section atys=630 GeV. For these, the probabilities fe? to
60 GeV at/s= 1890 Ge_V. The uncertainty n the energy exceed the listed values are between 6.4% and 78%. The
scale offset correctiofwhich is additive has a much larger

effect on 20 GeV jets than on 60 GeV jets. For>60 GeV prediction using MRSTY[) and n.=0.567 produces the
the cross section afs=630 GeV is much steeper than the

cross section at 1800 GeV, hence the same uncertainty in the  F oo
energy scale will lead to a larger uncertainty in the cross

FIG. 51. Percentage cross section errorg fgk 0.5 associated
ewith the components of energy scale correction.

section. g
Figures 61 and 62 show the fractional differences between g 075 |

the data and severalETRAD predictions using different L '
]
o ;
= H

— g 05
m .
=) — Relative to 461 GeV Jets
g.025 ,
A e | /) Relative to 205 GeV Jets

%7

<<<<<<<<<< Relative to 105 GeV Jets

100 200 300 400 . 500
E, (GeV)

Nominal

o< P

FIG. 52. The correlations of the uncertainty due to the hadronic
FIG. 50. If the errors at points and2 are partially correlated, response correction as a function®f. The solid curve shows the
then a full 1o A; at the first position results in a smaller thaor 1  correlations relative to the 461 GeV bin, the dashed curve with
A, at the second position. The correlation factor illustrated here isespect to the 205 GeV bin, and the dotted curve with respect to the
0.55. 105 GeV bin.
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TABLE XIV. The correlations for the uncertainty due to the energy scale respon$@thr 0.5, and 0.k | 7| <0.7. The correlation values above the diagonal are the correlatio
for | 7" <0.5 and the correlations below the diagonal correspond ta [3/£]<0.7. In both cases the correlation matrices are symmetric.

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24

G€-£00¢€0

dts17100 dd @I s13ac Ld-HOIH

1.00 097 094 090 087 083 080 0.76 0.72 0.68 064 060 056 053 049 045 042 037 031 026 020 0.14 0.07 -0.0
1.00 099 097 095 092 090 086 083 0.79 0.75 072 068 0.64 060 056 053 048 041 035 029 022 0.15 0.03%

1 1.00 1.00 099 098 096 094 092 089 085 082 0.78 075 071 067 064 060 055 049 043 037 030 0.22 0.10:(_>|
2 0.97 1.00 1.00 1.00 099 097 095 093 090 0.87 084 080 0.77 074 070 0.67 0.62 056 050 044 037 0.29 0'17%
3 094 0.99 1.00 1.00 1.00 099 097 095 093 091 088 085 082 079 076 072 068 062 057 051 044 036 0.25]
4 0.90 0.97 0.99 1.00 100 1.00 099 098 096 094 091 089 086 083 0.80 078 073 068 063 057 051 043 0.32Q
5 0.87 095 098 1.00 1.00 100 100 099 098 09 094 092 090 0.87 0.8 082 078 073 068 0.63 057 050 0.39»
6 083 092 096 099 1.00 1.00 1.00 100 099 098 096 095 093 091 088 0.86 0.83 0.78 0.74 0.68 0.63 0.56 0.45%
7 0.80 090 094 097 099 1.00 1.00 1.00 100 099 098 097 095 093 091 089 086 082 078 073 0.68 0.62 051
8 076 0.86 092 095 097 099 1.00 1.00 1.00 100 099 098 097 096 094 092 090 086 082 078 0.73 0.67 0.57
9 0.72 0.83 0.89 093 095 098 099 1.00 1.00 1.00 100 099 098 097 096 095 092 089 086 082 0.77 072 0.62
10 068 079 0.85 090 093 096 098 0.99 1.00 1.00 1.00 1.00 099 099 098 09 095 092 089 085 081 0.76 0.67
11 064 075 082 087 091 094 096 098 0.99 1.00 1.00 1.00 1.00 099 099 098 096 094 091 088 084 079 0.71
12 060 0.72 0.78 0.84 088 091 094 096 098 0.99 1.00 1.00 1.00 1.00 099 099 098 096 094 091 0.87 083 0.75
13 056 068 075 080 085 089 092 095 097 098 099 1.00 1.00 1.00 1.00 1.00 0.99 097 095 093 090 0.86 0.78
14 053 064 071 077 082 086 090 093 095 097 098 099 1.00 1.00 1.00 1.00 0.99 098 097 095 092 0.88 0.1
15 049 060 067 074 079 083 087 091 093 096 097 099 099 1.00 1.00 1.00 1.00 099 098 096 094 090 0.84
16 045 056 064 070 0.76 080 0.85 088 091 094 096 098 099 099 1.00 1.00 1.00 1.00 0.99 098 096 0.93 0.87
17 042 053 060 067 072 0.78 082 086 089 092 095 096 098 099 1.00 1.00 1.00 1.00 1.00 0.99 098 095 0.91
18 037 048 055 062 068 073 078 0.83 086 090 092 095 096 098 099 099 1.00 1.00 1.00 1.00 0.99 0.97 0.94
19 031 041 049 056 062 068 073 078 082 0.86 089 092 094 096 097 098 0.99 1.00 1.00 1.00 1.00 0.99 0.96
20 0.26 035 043 050 057 063 068 0.74 078 082 086 089 091 094 095 097 098 0.99 1.00 1.00 1.00 1.00 0.98
21 020 029 037 044 051 057 063 068 073 078 082 085 088 091 093 095 096 098 0.99 1.00 1.00 1.00 0.99T
22 014 022 030 037 044 051 057 063 068 073 077 081 084 087 090 092 094 096 098 0.99 1.00 1.00 1.00<
23 007 015 022 029 036 043 050 056 062 067 072 076 079 083 086 088 090 093 095 097 099 1.00 1.00
24 -0.03 003 010 0.17 025 032 039 045 051 057 062 067 071 075 078 081 084 087 091 094 096 098 099 1.0

e
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TABLE XV. The percentage cross section uncertainties due to the energy scale response correction that
correspond to a given percentage confidence level#p<0.5.

Upper Lower
Bin 40% 68.3% 86% 90% 95% 99% 40% 68.3% 86% 90% 95% 99%
1 0.7 11 13 1.3 1.6 19 -07 -10 -13 -13 -16 -—18
2 0.7 11 15 1.4 1.8 22 -07v -11 -15 -14 -17 -21
3 1.0 15 1.9 1.9 2.2 26 -09 -13 -18 -18 —-22 -26
4 1.3 1.9 25 2.6 3.0 36 -13 -18 -24 -26 -30 -35
5 1.4 2.2 3.0 3.1 34 40 -14 -22 -29 -30 -33 —40
6 1.6 2.6 3.3 3.4 3.8 46 -15 -25 -31 -33 -36 44
7 1.6 2.9 3.6 38 41 50 -16 -28 -35 -37 -40 -438
8 1.6 3.0 39 40 42 53 -17 -30 -38 -30 -—-42 -53
9 1.7 3.3 4.1 42 46 57 -17 -32 -41 —-42 —-45 -56
10 1.9 3.6 45 46 5.0 6.2 —-18 -34 -43 —-44 —-47 59
11 2.0 3.9 48 4.9 5.1 6.7 -1.8 -36 -46 —-46 -49 -63
12 2.1 4.1 5.1 5.0 5.4 70 20 -39 -50 —-49 -52 -6.8
13 2.1 4.3 5.3 5.2 5.7 74 -21 —-41 -52 -52 -56 7.2
14 2.4 4.5 5.6 5.6 6.1 78 -23 —-45 -55 -55 -6.0 -75
15 2.6 4.8 5.9 5.9 6.5 83 —-25 —-46 57 -58 -64 79
16 3.1 5.2 6.4 6.5 7.3 90 -29 -50 -62 -63 -70 -86
17 3.3 5.4 6.7 6.9 7.7 94 -31 -52 -64 -66 -—-75 -89
18 3.8 5.8 7.1 7.5 88 102 -37 -56 —-70 -74 -84 98
19 4.4 6.4 8.2 85 100 117 43 -63 -—-78 -81 -94 -110
20 5.0 7.1 9.0 94 111 130 -49 -69 —-88 —-90 -106 -123
21 6.0 83 108 111 1383 156 -57 -7.8 -100 -102 -120 -14.0
22 74 100 133 133 158 189 -70 —-94 -123 -122 -145 -17.0
23 94 126 171 168 200 244 —-90 -120 -157 -156 -—-182 -214
24 162 224 296 30.2 353 43.1-146 -201 —-255 -26.2 —-29.6 —34.6

highest probability. The predictions using MRST( with
u=0.5ET% and CTEQ3M withu=2ET?, thus are incon-

sistent with our measurements with probabilitie®.4%.

B. The ratio of jet cross sections

The dimensionless inclusive jet cross secti¢Bec.

IV A2)is given by

O s(Gev)™

E7

d?c

27 dErd7’

(12.2

whered?c/dE;d 7 is given by Eq(11.1). The ratio of inclu-
sive jet cross sections fdm|<0.5 is calculated in bins of

identical Xt :

R(x

T63d XT)
T —_— T .
T 180d X1)

(12.3

C. Uncertainties in the ratio of jet cross sections

depending on the correlatiop) as a function oE; and c.m.
energies. In most cases, complete correlatioiicnat one
c.m. energy implies complete correlation between c.m. ener-
gies, but exceptions exist and are highlighted in the follow-
ing sections.

1. Luminosity uncertainties

The luminosity calculation at/s=630 GeV shares many
common uncertainties with the calculation at 1800 GeV
(Sec. V). The uncertainty from the fit to the world average

(WA) pp total cross section determines the uncertainty in the
luminosity at\s=630 GeV(Fig. 14. A 1o shiftin the mean
value of the cross section gs= 1800 GeV directly impacts
the central value of the cross sectionyat= 630 GeV, result-

ing in a shift of unequal magnitude but like direction. The
magnitude of the shift at 630 GeV, subtracted in quadrature
from the interpolation uncertainty, defines two uncertainty
components: the shift, which is completely correlated with
the 1800 GeV cross section uncertainty, and the remainder,

Most of the systematic uncertainties in the inclusive jetwhich is added in quadrature with the other independent lu-
cross section are highly correlated as a functiorEefand
center-of-mass energy, and cancel when the ratio of the twa/A elastic and single-diffractivepp cross sections are
cross sections is calculated. To determine the uncertainty ihandled with the same procedure. Table XXV lists the sys-
the ratio, all uncertainties are separated into three categoriegmatic uncertainties due to the luminosity for the ratio.

minosity uncertainties. The uncertainty components in the
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TABLE XVI. The percentage cross section uncertainties due to the energy scale response correction that
correspond to a given percentage confidence level for [5y1<0.7.

Upper Lower

Bin 40% 68.3% 86% 90% 95% 99% 40% 68.3% 86% 90% 95% 99%
1 0.7 11 1.4 1.4 1.6 20 -08 -11 -14 -14 -17 -19
2 0.8 1.2 1.6 1.6 1.9 23 -08 -12 -15 -15 -19 -22
3 11 1.6 2.1 2.1 2.5 29 -10 -15 -21 -22 -—-25 -29
4 1.3 2.1 2.7 29 3.2 39 -13 -20 -27v -28 -32 -38
5 15 2.4 3.1 3.2 3.6 42 -14 -23 -30 —-31 -34 —-42
6 1.6 2.7 3.4 3.6 3.9 49 -15 -26 -33 -35 -38 46
7 1.6 3.0 3.7 39 41 51 -16 -29 -37 -39 -41 -50
8 1.7 3.2 40 41 44 55 -17 -31 -39 —-40 -43 -54
9 18 3.6 44 45 48 6.1 —-1.7 -34 —-42 -43 —-46 -58

10 1.9 3.8 47 47 5.0 64 —-18 —-35 -—-44 —-45 —-48 6.2

11 2.1 4.0 5.0 5.0 5.3 69 -19 -38 -48 —-48 -51 -66

12 2.1 4.2 5.3 5.1 5.6 72 -20 —-40 -51 -50 -54 -6.9
13 2.3 4.4 5.5 5.5 6.0 77 -24 -43 -55 -55 -61 -76
14 2.6 4.7 5.8 5.9 6.4 81 —-24 —-45 -56 -56 -62 -—77
15 2.9 5.0 6.2 6.3 7.2 88 -28 —-48 -60 -61 -6.7 -—8.2
16 3.2 5.3 6.6 6.8 7.7 92 -830 -51 -63 -65 -—-74 -88
17 3.6 5.7 7.0 7.3 8.3 98 -836 —-55 -69 -72 -82 -96
18 4.0 6.0 7.5 7.9 93 109 -40 -59 -73 -76 —-88 -103
19 4.7 6.7 8.6 89 104 122 -45 -65 -81 -84 -98 -114
20 54 7.6 99 101 121 142 -52 —-73 -94 -96 -11.3 -132
21 6.5 8.8 11.8 119 142 169 -6.2 -82 -10.8 -109 -12.8 -15.0
22 78 105 141 139 165 198 —-74 —-97 -128 -126 -149 -17.8
23 99 134 182 180 214 265 -97 -130 -170 -171 -19.8 -235
24 172 244 322 330 383 473-159 -221 -28.0 -288 -—-322 -37.1

2. Jet and event selection uncertainties a sample of jets with ax; spectrum which matches that

At 1800 GeV, the total uncertainty for jet cut efficiencies, ©PServed in data. Second, it closely imitates true running
the E; cut efficiency, and the vertex cut efficiency is 1%. An coNditions by simulating luminosity, vertexing, and smearing
independent study at 630 GeV determined cut uncertaintie fects; thus the energy scale corrections of each Monte

; LT arlo jet will closely match the corrections in real data.
that were smalle(Table XXVI). Despite some similarities in . Third, the uncertainties from the energy scale corrections are

methodology, these uncertainties are all considered to be ing,cjated. Finally, the weighted average uncertainties and
dependent of one another in the ratio. correlations in each bin are combined to form a covariance
matrix.
3. Resolution and unsmearing uncertainties The jetE; distribution must be identical to the observed

Uncertainty in the unsmearing correction is dominated by(Smearegijet cross section in data. The Monte Carlo simula-
the uncertainty in the jet resolution measurement. In the caséPn: o
of \s= 1800 GeV, the systematic uncertainty dominates; for (1) Randomly generates the initial parton momentand
\/s=630 GeV, poor statistics result in a fit uncertainty that isX2- ) ) )
larger in magnitude than the systematic uncertainty. The sys- (&) Generates the correspondipg and other kinematic
tematic uncertainties in the unsmearing correction are adluantities for both of the final-state partofvghich result in
sumed to be uncorrelated between the c.m. energies, as AR i , .
the fitting uncertainties. The magnitudes of the resolution (3 Smears the jets according to the known resolution

and unsmearing uncertainties are illustrated in Fig. 63.  functions and then selects one jet at random. _
(4) Checks that the selected jet falls within the desixed

bin and hag 7®{<0.5 (or starts ovex
(5) Generates a weight for the jet, to reproduce the steeply
The uncertainty in the inclusive jet cross section and infalling spectrum of the inclusive jet cross section, using ei-
the ratio of cross sections is calculated using a Monte Carléner a theoretical weight based on CTEQ4M and the scale of
simulation. The event generator performs several steps fahe collision, or an experimental weight based on the ansatz
eachy/s and each cross section binsg . First, it generates from unsmearing.

4. Energy scale uncertainties
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TABLE XVII. The systematic error correlations for the inclusive jet cross sectio 61| < 0.5, and 0.%| % <0.7. The correlation values above the diagonal are the correlatio
for | 7" < 0.5 and the correlations below the diagonal correspond ta [3/£]<0.7. In both cases the correlation matrices are symmetric.

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24

8€-£00¢c0

100 100 099 098 097 09 095 093 092 091 09 089 088 086 086 084 083 082 080 0.78 0.75 071 0.66 0.53
1.00 1.00 099 098 097 09 095 094 093 092 091 09 089 088 086 086 084 082 080 0.77 073 0.68 0.55

1 1.00 100 099 099 098 097 09 095 094 093 092 092 091 09 088 088 086 084 082 079 075 0.70 0.57
2 1.00 1.00 1.00 1.00 099 099 098 097 096 09 095 094 093 092 091 09 089 086 084 081 077 0.72 0.59
3 0.99 100 1.00 100 1.00 100 099 0.98 097 097 096 095 094 094 092 092 09 088 0.86 083 079 0.74 0.61
4 098 099 0.99 1.00 1.00 1.00 099 099 098 098 097 096 09 095 094 093 092 090 088 085 081 0.76 0.63
5 097 098 099 1.00 1.00 1.00 099 099 099 098 098 097 097 09 095 094 093 091 089 0.87 083 0.78 0.65
6 0.96 0.97 098 1.00 1.00 1.00 100 1.00 1.00 0.99 099 099 098 097 097 09 095 093 091 089 085 0.80 0.68
7 095 096 098 099 1.00 100 1.00 100 1.00 1.00 099 099 099 098 097 097 096 094 093 090 087 082 0.70
8 093 095 096 098 099 099 099 1.00 100 1.00 1.00 100 099 099 098 098 097 095 094 092 0.88 084 0.72
9 092 094 095 097 098 099 099 1.00 1.00 100 1.00 1.00 100 099 099 098 098 09 095 093 090 0.85 0.74
10 091 093 095 097 098 098 099 1.00 1.00 1.00 1.00 1.00 1.00 100 099 099 098 097 096 094 091 0.87 0.76
11 090 092 094 09 097 098 098 099 100 1.00 1.00 1.00 1.00 1.00 100 099 099 098 097 095 092 088 0.78
12 089 091 093 095 09 097 098 099 1.00 1.00 1.00 1.00 100 100 100 1.00 0.99 0.98 097 096 093 090 0.80
13 088 090 092 094 095 096 097 099 099 099 1.00 1.00 1.00 1.00 1.00 100 099 099 098 097 094 091 o031
14 087 089 091 093 094 096 097 098 099 099 1.00 1.00 1.00 1.00 1.00 1.00 100 099 099 097 095 092 0.83
15 085 088 090 092 094 095 096 097 098 099 099 100 1.00 1.00 1.00 100 1.00 1.00 0.99 098 096 0.93 0.85
16 084 086 089 091 093 094 095 097 098 098 099 099 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.99 097 095 0.87
17 083 085 087 090 091 093 094 096 097 098 098 099 099 1.00 1.00 1.00 1.00 1.00 1.00 0.99 0.98 0.96 0.89
18 082 084 086 089 090 092 093 095 09 097 098 098 099 099 1.00 1.00 1.00 1.00 1.00 1.00 099 0.97 0.91
19 080 082 084 086 088 090 091 093 094 095 096 097 098 098 099 099 1.00 1.00 1.00 1.00 1.00 0.99 0.94
20 077 079 081 084 086 087 089 091 092 093 095 096 09 097 098 098 099 099 1.00 1.00 1.00 1.00 0.96
21 074 076 078 081 083 085 086 088 09 091 093 094 095 096 096 097 098 099 099 1.00 1.00 1.00 0.9@
22 071 073 075 077 079 081 083 085 087 088 090 091 092 093 094 09 096 097 098 099 1.00 1.00 1.0%
23 065 066 068 071 073 075 077 079 081 083 085 086 0.88 089 090 092 093 094 096 097 098 0.99 1.00
24 052 053 055 057 059 061 063 066 068 070 0.73 075 077 079 080 082 084 086 088 091 093 095 098 1.0

€00Z€0 9 A MAIATH ROl

o
PBoo~v~ooahrwda

NNNNNRERRERRRE R
AEWNRPOOWOMNODUDWN



HIGH-p; JETS INpp COLLISIONS AT /s=630 AND . . . PHYSICAL REVIEW D 64 032003

CTEQ3M r CTEQ3M
0.25 ; 025 + -
0 - 7000 e0000® R ! + + | 0 - AR XA ST S notolnt ! ]l
025 [ Myl <05 T 025 [ 0.1<ny <07
I 1 1 1 1 I 1 I 1 I 1 1
CTEQ4M - CTEQ4M
0.25 ; 025 -
0 -0.0..0 a 09020% % o v + + | 0 00® 000 .o.‘... ¢ ¢ +
E‘ -0.25 F T Ef‘ -0.25
o r o) L
O | 1 | 1 | 1 | 1 (D) | Il Il 1 1
= =
= CTEQ4H]J — CTEQ4H]J
= 025 F = 025
> >
8 0 0.9%2000  cfoealtf ._0 . ¥ * + + + 8 0 00%00% 0 0 -n-._’ Y ¥ (Y * +
= - = - +
= 025 | = 025 |
1 L 1 L
E | ! | ! | ! | 1 S | | | 1 | 1
< <
r MRS(A") - MRS(A'
e 025 e 025 | (&)
I - +
0 e e ee o8 e¥ ¥ i + + + 0 e .o-......l.'..‘ b ! + +
-0.25 -0.25
I | . | . | . | . I l ! | . | . | .
' MRST MRST
025 ..........-.-,Oo ' 4 + + * 025 F . .......,0.0‘Oo ' 3 + + +
0 0
025 F -0.25 |
I | . | — |+ . | . [ B
I e®e® LK I 0o L +
025 - ......o.o ¢ ¢ + i 025 - .........o L ¢ }
0 0 -
025 T MRsT(el) 025 1 MrsTel)
1 " 1 " 1 " 1 " 1 N 1 N 1 " 1
100 200 300 400 100 200 300 400
E; (GeV) E; (GeV)
FIG. 53. The difference between data amdraD QCD predic- FIG. 54. The difference between data amarAD QCD predic-

tions normalized to predictions fdrr]|<0.5. The shaded region tions normalized to predictions for 0{_]17;|<O,7_ The error bars
represents the- 1o systematic uncertainties about the prediction. show the statistical uncertainties. The shaded region represents the
+ 10 systematic uncertainties about the prediction.

Because the generated jet distribution already represents
the energy-scale-corrected jg, and because the response where the two partial derivatives possess opposite signs:
correlation is given in terms of the energy before the re-
sponse correction, the energy scale algorithm must be run
“in reverse” to find the uncertainties and their correlations as
a function of jetE; and c.m. energy.

The ratio of inclusive jet cross sections is given in Eq.
(12.2. The elements of the covariance matrix are R 630

I I

Cij=(pij SRi &R), (12.4 20180 (18002

R 1 R

(90_?30 O_i1800 0_i630

R (12.9
1800 :

wherep expresses the correlation between xhebinsi and Definingx=xy, the dependence @ on jet energy is given
J, and the uncertainties in the ratifR may be expressed as by

&Ri 630 &RI 1800 (90'ia 2 (90'?
oR;= 706 S0y 8% oo, (12.5 5a?=a—xi5xf*=asm % ox SEZ. (12.7
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TABLE XVIII.

x? comparisons betweeseTrAD and | 7| <0.5

and 0.K|7|<0.7 data foru=0.5E7", Re;=1.3, and various

PDFs. There are 24 degrees of freedom.

PHYSICAL REVIEW D 64 032003

PDF " |7|<0.5 0.k|7|=<0.7

X2 Prob. X2 Prob.

CTEQ3M 0.5ET™ 253 0.39 32.7 0.11
CTEQ4M 0.5 201 0.69 26.8 0.31
CTEQ4HJ  0.5ET* 16.8 0.86 224 0.56
MRS(A') 0.5 204 0.67 28.5 0.24
MRST 0.5ET™ 253 0.39 29.6 0.20
MRST(g7) 05T 216 0.60 30.1 0.18
MRST(g|) O5E™ 475 0003 479  0.003
CTEQ3M 0.2 214 0.61 28.1 0.26
CTEQ3M 0.5ET™ 253 0.39 32.7 0.11
CTEQ3M 0.7 258 0.37 325 0.11
CTEQ3M 1.OET*™ 248 0.42 31.7 0.14

The cross section uncertainty is now expressed in terms of jet
energy, the jet angle, the c.m. energ) (and the slope of
the dimensionless cross section. The final expression for the 0

covariance matrix elements becomes

2 2
CijZE 2 q—Singk—Sin0|
ab k1 'a b

wherea andb indicate c.m. energiegiZ?

Rk 0"(Tk R| 50'|

op Xk

of X

—(p8P SE2 SEP),

is the correlation

(12.8

1 £ CTEQ4HJ, u=0.5 Ef*JR ‘ep= 1.3
0.1 <|njet|<07
05 | ¢ CDF Data

- ' A D@ Data

z s Jf
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FIG. 55. Top: Normalized comparisons of our data and of the
CDF data in Ref[ 7] to theJETRAD prediction using CTEQ4HJ with
w=0.5ET*. Middle: Difference between our data and smoothed
results of CDF normalized to the latter. The shaded region repre-
sents thex10 systematic uncertainties about the D@ data. The
dashed curves show the 1o systematic uncertainties about the
smoothed CDF data. Bottom: A comparison of the systematic un-

between the uncertainties of the two jets whose energies fafertainties of the D@ measurement and the CDF measurement.

TABLE XIX. x? comparisons betweenks and the data for5|<0.5 and 0.x|7|<0.7 with u

=DET™ or DE®!, Ree=1.3, and various PDFs. There are 24 degrees of freedom.
PDF D where |7|<0.5 0.X|5|<0.7
/-L DEXXX - -
EJ-?t E_ln_wax E]_?t Eq_‘la)(

X2 Prob. e Prob. X2 Prob. X2 Prob.
CTEQ3M 0.25 21.1 0.63 17.9 0.81 32.3 0.12 — —
CTEQ3M 0.50 20.7 0.66 19.3 0.74 33.7 0.09 33.3 0.10
CTEQ3M 0.75 20.4 0.67 19.4 0.73 33.3 0.10 33.0 0.10
CTEQ3M 1.00 20.2 0.68 19.5 0.73 32.9 0.11 32.7 0.11
CTEQ3M 1.25 20.4 0.68 19.8 0.71 32.8 0.11 32.8 0.11
CTEQ3M 1.50 20.8 0.65 20.3 0.68 33.1 0.10 33.1 0.10
CTEQ3M 1.75 21.5 0.61 21.2 0.63 335 0.09 33.6 0.09
CTEQ3M 2.00 22.4 0.55 221 0.57 34.2 0.08 34.3 0.08
CTEQ4M 0.50 194 0.73 18.2 0.80 33.8 0.09 34.3 0.08
CTEQ4HJ 0.50 — — 23.3 0.50 — — — —
CTEQ4A1 0.50 — — 18.4 0.78 — — — —
CTEQ4A2 0.50 — — 18.3 0.79 — — — —
CTEQ4A4 0.50 — — 18.4 0.78 — — — —
CTEQ4A5 0.50 — — 19.2 0.74 — — — —
MRS(A") 0.50 — — 19.3 0.74 — — 36.8 0.05
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1
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2l v
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=  -f ® g
= 10 F L 06
o f .
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© 10k . I I ! !
) 0 0:3 0.1 0.2 0.3 0.4 0.5
10 5| .
’ FIG. 57. The nominal unsmearing correction/at= 630 GeV is
af given by the central line. The outer curves depict the uncertainty in
10 : 5'0 : 1(')0 : 1%0 the unsmearing due to the uncertainties in the measurement of the
resolution of the jet energy.
Jet E; (GeV) Jet energy

FIG. 56. The observed inclusive jet cross section fer=630  XXVIII. The uncertainty in the energy scale correction domi-
GeV. Symbols indicate the three jet triggefshaded triangles: nates at each end of the spectrum; resolution and contribu-
Jet_12; hollow diamonds: Jet_2_12; shaded circles: Jgt_30 tions from other sourcegprimarily the luminosity uncer-

tainty) become important at intermediate values >af.
in binsk andl, originating from the data sets ds=a andb; Figure 65 plots the point-to-point uncertainty correlations be-
and g is a factor that accounts for the negative sign in Eq.tween data points.
(12.6: q=1 whena=hb, andq= —1 otherwise. The bracket
notation indicates the average. The summations indicate the

four relevant correlations, visually described in Fig. 64. D. Results and comparison to theoretical predictions

'?S n;e?tlon.ed piﬁwoule, '”tggﬂo'a:'r?” of the correlation The ratio between the inclusive jet cross sections/st
:ngtnx Fe e:[]nmes ? \tlal ues p ll tord € restp)qnt§e UNCEr _ 630 and 1800 GeV is given in Table XXIX. Figures 66
ainty. For the completely correlated uncertainties, &4 nd 67 show the ratios of cross sections compared s#th

ta}ke the valu?r?f unity; for tktlb_*-bu?correI_a'gedtum;ertal?rt:es, allpap predictions using different choices of PDF and renor-
p's are zero. 1he major contribution originates trom e par-, 4 ation scale. The measured ratios lie approximately 10%

tially correlated response uncertainty. below the theoretical predictions, which have an uncertainty
_ o ) of approximately 10%Sec. IV A 2. Table XXX lists they?
5. Combined uncertainty in the ratio distributions for the ratio of cross sections compared to se-

The individual uncertainties of the earlier sections falllected theoretical predictions. The values lie in the range
into several classifications, summarized in Table XXVII. 15.1-24 for 20 degrees of freedaworresponding to prob-
Complete cancellation of uncertainties occurs when the unabilities in the range 28% to 77%). The best agreement oc-
certainties are completely correlated between c.m. energiesurs for extreme choices of renormalization scalgs:
The components of the systematic uncertainties for the ratie= (0.25,2.00ET®. As expected, there is very little depen-
of cross sections are plotted in Fig. 63 and given in Tabledlence on the choice of PDF.

TABLE XX. Unsmearing ansatz function parametgsse Eq(11.3] for the inclusive jet cross section for
| 7| <0.5 (in nb) at Js=630 and 1800 GeV and their uncertainties.

Js (GeV) Parameter Value Error matrix
A 23.43 4.4882% 10 —1.15352<10° 3 —6.70083« 108
1800 @ -5.04  —1.1535%10°3 2.98882< 1074 1.79044< 1073
B 8.23  —6.70083< 103 1.79044< 1073 1.21005< 102
A 22.7 2.2864% 102 —8.62822 103 —5.76500< 102
630 a —5.33 —8.62822<10° 8 3.28592< 1073 2.24650< 10?2
B 6.58 —5.76500< 10?2 2.24650< 10?2 0.16449% 1071
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TABLE XXI. Inclusive jet cross section fot7|<0.5 at\s  energies are not equivalent. The resultjpyindicate good

=630 GeV. agreement between the data and the predictitrable
XXXI).
Bin range  Plotted Plotted Cross section Systematic  Since the systematic uncertainties are strongly correlated
Er Er X7 * statistical error uncertainty as a function oy, the normalization can deviate from the
(GeV) (Gev) (nb) (%) nominal value by a couple of standard deviations without

greatly effecting they?. It is therefore interesting to ask the

21.0-24.5 22.6 0.07 (2.360.03)x 107 21.7 : . R

question, “how well does the normalization of the data and
24.5-28.0 26.1 0.08 (1.670.02)x 107 17.2 he th tical dicti o T thi i
8.0-315 206 009 (5.10.16)x 10 146 the theoretical predictions agree?” To answer this question

an additional analysis was carried out to measure the signifi-
31.5-35.0 331 011 (2.670.05)<10" 13.0 cance of the normalization difference between the data and
35.0-38.5 367 012 (1.370.04)x10° 12.1 the theoretical predictions. The data are reduced to a single
385-420 402 013 (7.960.27)x10 115 value by fitting them to a constatttorizontal line, resulting
42.0-455 437 014 (4.240.20)x1C° 1.2 in a value of 1.66:0.08. The uncertainty is given by the
455-49.0 472 015 (2.830.16)x10 11.0 statistical uncertainty of the fit. Each of the theoretical pre-
49.0-525 507 016 (1.810.13)x10° 10.9 dictions is also treated in this manner, with each point{n
52.5-56.0 542 0.17 (1.140.03)x10° 10.9 point of the prediction is assigned a weight given by the
56.0-59.5 ~ 57.7 018 (7.380.21)x10°* 11.0 statistical uncertainty of the corresponding point in the data
59.5-63.0 61.2 0.19 (5.670.17)x10°* 111 (Table XXXII). The uncertainty in the value representing the
63.0-66.5 64.7 021 (3.290.14)x10? 11.3 theoretical prediction is assumed to be zero. The resujtfing
66.5-70.0 68.2 022 (2.420.12)x10? 11.5 values are given in Table XXXII, and lie in the range 1.4—
70.0-73.5 71.7 023 (1.640.10)x10? 11.8 13.2 (corresponding to probabilities of 23% to 0.03%). In
73.5-77.0 752 024 (1.180.08)x10 ! 12.1 every case, discarding the shape information in favor of a
77.0-80.5 78.7 025 (8.7290.72)x10 2 12.4 comparison of normalization results in poorer agreement be-
80.5-94.5 852 027 (3.6890.23)x10°2  13.6 tween data and the theory.
94.5-112.0 100.5 0.32 (1.8%.11)x10 2 16.2
112.0-196.0 136.2 0.43 (5.81.19)x10° 4 204 E. Conclusions

We have made the most precise measurement to date of
) o the ratio of the inclusive jet cross sections &= 630 and

Different renormalization scales can be selected for thggog Gev. This measurement is nearly insensitive to the
different c.m. energies since there is no explicit theoreticakngice of parton distribution functions. The ratio of cross
need for identical scales afs=630 and 1800 GeV. Figure sections is therefore a more stringent test of QCD matrix
68 depicts a comparison between the ratio and theoreticlements. The NLO QCD predictions yield satisfactory
predictions where the renormalization scales at the two C.Magreement with the observed data for standard choices of
renormalization scale or PDF. In terms of the normalization
however, the absolute values of the standard predictions lie

* D@ Data consistently higher than the data.
107% L JETRAD
XIII. DIJET ANGULAR DISTRIBUTION
_ CTEQ3M, pu = 0.5Ep™
g0 Vs = 630 GeV The dijet angular distribution is given by
>
8 L Mje <05 1 a3 1 N,
c} dM dy d700st AMA YA 7o 132
= - z o oost Z N 00S
10 | i
5
L1077 where the invariant mass is calculated assuming massless
jets:
3
0¥ " M?=2EF Ef cosiiAn) —cogA¢)], (132
-4
10 30 100 50 the pseudorapidity of the center-of-mass of the dijet system
E, (GeV) is given by»*=1(A 7); the pseudorapidity boost is given by

Mooos= 3 (11 12); x=explAn)=exp(d7*)); EF™, 7, and
FIG. 58. The|7|<0.5 inclusive cross section a=630 GeV. ¢, refer to the values associated with the jet with the largest
Statistical uncertainties are not visible on this sdabecept for the ~ Et in an eventEr?, 7,, and ¢, refer to the values associ-
last poin}. The histogram represents theTrAD prediction and the  ated with the jet with the second largest in an event;
shaded band represents thd o systematic uncertainty band about A 7=|71—7|; A¢p=dd1—¢p,, and N; is the number of
the prediction. events in a givery and mass bin. If the individual jet masses
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TABLE XXII. Percentage cross section uncertainties|fgr<0.5 at\/s=630 GeV. The last row gives the
nature of the bin-to-birx; correlations: 0 signifies uncorrelated uncertainties, 1 correlated, and p partially

correlated.

X1 Statistical  Jet selection  Luminosity  Trigger Unsmearing Energy scale Total
0.07 1.3 0.2 4.4 2.4 8.4 19.4 21.7
0.08 21 0.2 4.4 0.9 55 15.6 17.2
0.09 3.2 0.2 4.4 0.3 3.8 13.3 14.6
0.11 1.8 0.2 4.4 0.6 2.8 11.9 13.0
0.12 25 0.2 4.4 0.2 2.2 11.0 12.1
0.13 34 0.2 4.4 0.1 1.8 10.5 11.5
0.14 4.7 0.1 4.4 0.0 1.6 10.2 11.2
0.15 5.8 0.1 4.4 0.0 14 9.9 11.0
0.16 7.3 0.1 4.4 0.0 1.3 9.8 10.9
0.17 2.2 0.1 4.4 11 1.3 9.9 10.9
0.18 2.8 0.1 4.4 0.4 1.2 10.0 11.0
0.19 3.4 0.1 4.4 0.2 1.2 10.1 111
0.21 4.2 0.2 4.4 0.1 1.2 10.3 11.3
0.22 4.9 0.2 4.4 0.0 1.2 10.6 115
0.23 6.0 0.2 4.4 0.0 1.2 10.8 11.8
0.24 7.0 0.2 4.4 0.0 1.2 11.2 12.1
0.25 8.2 0.2 4.4 0.0 1.2 11.6 12.4
0.27 6.3 0.2 4.4 0.0 1.2 12.8 13.6
0.32 10.6 0.3 4.4 0.0 1.3 15.5 16.2
0.43 20.4 0.3 4.4 0.0 15 19.8 20.4

Correlation 0 0 1 0 1 p p
are taken into account, the change in the dijet invariant mass A. Data selection

is less than 1% for jets used in this analysis. Since the bins _ _ .
of A 7pe0st@re constant and we plot the angular distribution  The selected data are events with two or more jets which
for a given mass binAM, we choose to measumo/dy satisfy the set of inclusive jet triggers and pass the standard

which is uniform for Rutherford scattering jet and event quality requirementSec. VII). Events are
removed unless both of the leading two jets pass the jet qual-
1 do 1 N ity requirements. The vertex of the event must be within 50
I
—_— = . 13.
dx Ay (13.3
o 2N
1 —
03 r —  Total Systematic Uncertainty ,§ 1
* Energy Scale 2 0.8
® Luminosity 2
& Resolution o ]
=06
2 ¥ Trigger Efficiency C 1
= >
= 02 | ) 1
b= O 0.4
o o 0.
= Q ]
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FIG. 60. The correlations for the total systematic uncertainty for
FIG. 59. Contributions to théz|<0.5 at\/s=630 GeV cross the inclusive jet cross section fop|<0.5 at\s=630 GeV(Table
section uncertainty plotted by component. XXII).
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TABLE XXIII. The correlations for the total systematic uncertainty for the inclusive jet cross sectigmffer0.5 at\/s=630 GeV and
the ratio of cross sections. The correlation values above the diagonal are for the cross sedtie53® GeV and the values below the
diagonal correspond to the ratio of cross sections. In both cases the correlation matrices are symmetric.
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1.00
1.00
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1.00
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1.00
0.99
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0.96
0.88
0.79
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0.75
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1.00
1.00

1.00
0.99
0.97
0.91
0.83
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0.73
0.81
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0.99
0.99
1.00
1.00
1.00

1.00

0.98 1.00
0.93 0.97 1.00
0.86 0.93 0.98 1.00
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1.00
1.00
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1.00
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1.00
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cm of z=0. They distributions were corrected for the effi- bution of a lower trigger threshold to thedistribution of the

ciencies of the standard jet quality cuts and ecut.

trigger requirement was verified by comparing thelistri-

(Data - Theory)/Theory

FIG. 61. The difference between the data and the predictiorjf0 be identical. Four mass bins were chosen in order to maxi-

* D@ Data
04 1 JETRAD: CTEQ3M, p = 0.5EFR = 1.3
02
0 1| |
‘i{f';“ﬂ:;ﬁ'lrh“{‘ ------------------
L1

" 1
50 100
E; (GeV)

1
150

(JETRAD), divided by the prediction fof7|<0.5 at\s=630 GeV.

CTEQ3M with u=0.5ET® The shaded region represents théo ADIE o
systematic uncertainties about the prediction. The effects of chang- Once they limit is known, a limit on 7p,0;can be calcu-

ing the renormalization scale are also shdeach curve shows the lated. Theny,. parameter is used to restrict thyedistribu-

desired trigger threshold. It is known that the lower threshold
To ensure that the jet triggers did not introduce a bias, thérigger is 100% efficient in the desired region and thus a
comparison would show an inefficiency in the desired trigger
sample. No differences were seen. H¢s of all second jets
are well within the region of 100% jet reconstruction effi-
ciency, so an additionaE requirement on the second jet
was not necessary. The final energy-scale-correEtgde-

quirement placed on each trigger sample is summarized in

Table XXXIII.

Event acceptance is calculated using the kinematic rela-

B. Acceptance: Limits on mass andy

tionships between masg, andE; shown in Fig. 69. Since
an E; requirement is placed only on the leading jet, the
maximum y with 100% acceptance is determined from the

E; requirement placed on the leading jet and the desired

mass bin using the following formula:

M?2=2E3,[cosHin(x))+1].

(13.9

In this formula theE+’s of the two leading jets are assumed

mize the number of events pgrbin, and to attain a maxi-
The solid stars represent the comparison to the calculation usinlum x of 20 (corresponding toy”=1.5). These mass bins

are listed in Table XXXIV.

difference between the alternative prediction and the standard préion to the physical limits of the detect@Ffig. 70. The 7poost
limit is calculated using

diction).
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0.5 TABLE XXV. The uncertainties in the ratio of cross sections
CTEQ4M due to the luminosity calculation.
'***”*H*****H: X JI' I Source Uncertainty%)
05 |— ! . ! . ! World averagepp cross section +3.2
CTEQ4HJ Hardware efficiency +3.6
. | Geometric acceptance +0.8
T e BT T Uncorrelated *+2.6
g 05 - A ) A ) A All source$ +4.2
E MRST . . .
= 4ncludes trigger matching uncertainty.
g Kok kg L;****J{J{‘%I J{ !
& £
F
g 05 - | , | , | TABLE XXVI. Uncertainty from jet and event selection.
a MRST(g™)
Ry . - ! Uncertainty source Uncertainty
T 1800 GeV All selection 1% below 350 GeV
05 . | . | . | Cut efficiencies 2% above 350 GeV
0. |
oty Jet cuts 0.12 to 0.53%
g g 630 GeV E; cut 0.03%
' Vertex cut 0.006%
MRST(gJ/] |
-0.5 L L L
50 100 150
E, (GeV)
FIG. 62. The difference between the data and the prediction — Total Systematic Uncertainty
(’eTRAD), divided by the prediction fof#7|<0.5. The solid stars *  Energy Scale Uncertainty
represent the comparison to the calculation uging0.5E7® and 0.15 - ® Lum, Other Systematics
the PDFs CTEQA4M, CTEQ4HJ, MRST, MRJ(), and % Resolution Uncertainty
MRST(g|). The shaded region represents théo systematic un- v Trigger Efficiency Uncertainty
certainties about the prediction. ‘E
=1
5 01
|7]boos{:||77*|_|77max” %
=||1.9-1/3.0|=1.5, (13.5 g
Q
where| 7,4 = 3.0 is the maximumy used for this analysis. £ 005 L .
The boost cut is chosen to bg,ys=1.5. ForM >475 GeV/ """::""'::2' e *
c?, |7 boosl IS kinematically restricted to a value less than L e e
1.5. These mass bins are listed together with the average dijet . .
Yoy °<><><><'>¢<><>4>4><>4> i *
TABLE XXIV. x? comparisons of the inclusive jet cross section 0r Iv""yl'""'l'l'
for | 7|<0.5 at/s=630 GeV with several theoretical predictions 0.1 0.2 0.3 0.4
(20 degrees of freedom Jet x
PDF “ X2 Prob. FIG. 63. The uncertainty components in the ratio of inclusive jet
cross sections as a function f plotted by component.
2ET™ 40.5 0.4%
CTEQ3M S 25.9 17%
0.5 30.4 6.4% 0630 0630
max 0, — —_—
0.25%5 275 12% 51300 — 51300
CTEQ4M 0.5E7% 24.2 24% Ratio in Ratio in
CTEQ4HJ 0.5 19.0 53% Bin i Bin j
MRST 0.5 22.6 31%
MRST(g1) 0.5 14.9 78% FIG. 64. Correlations between two ratio binandj. Arrows
MRST(g) 0.5 51.8 0.01% indicate the four possible correlatiop)(terms. The uppermost ar-
row is pi %%, while the “\,” arrow is p*% 8%
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TABLE XXVII. Uncertainty correlations in the ratio of cross
sections. “0” indicates no correlation, “1” indicates complete cor-
relation.

Uncertainty source Correlation in Comments 2
s JetEr &
=}
Luminosity Partial 1 %
Filter match 0 1 1800 GeV only 2
Event cuts 0 0 8
Jet cuts 0 0 LE)
Resolution §
Fits Partial 1 ks
Closure 1 1 g
Unsmearing fits 0 1 o
Energy scale
Offset Partial 1
Response fit 1 Partial
Response at 630 GeV 0 1
Showering 1 1

FIG. 65. The correlation matrix for the ratio of cross sections.
_ ) ) Axes indicate the bin numbers.
invariant mass, the maximugpmeasured, and the number of

events for each of four mass ranges in Table XXXIV. To determine the systematic uncertainties on the shape of
the angular distribution, each distribution is fit with a func-
tion: F=A+By+ C/xy+D/x?+E/x®. The effect of varying
each of the selection criteria or corrections is measured by
In order to study the systematic effects of the jet and eventaking the ratio of the distribution with the nominal selection
selection requirements, and the various corrections that amiteria, and with the adjusted criteri&ig. 71, giving the
applied to the data, a series of systematic studies was pesize of the systematic uncertainty.
formed. For each requirement or correction, we measured the The largest source of uncertainty involves thedepen-
effect on the angular distribution by varying the requirementdence of the jet energy scale. Small uncertainties in the rela-
or correction by an appropriate amount. tive response as a function af have large effects on the

C. Systematic studies

TABLE XXVIII. Percentage uncertainties in the ratio of inclusive jet cross section&at630 and 1800 GeV fory|<0.5.

Xt Statistical Jet selection Trigger match Luminosity Trigger efficiency Unsmearing Energy scale Total
0.07 1.5 1.1 1.7 4.1 2.4 6.6 9.5 12.7
0.08 2.4 1.1 1.7 4.1 0.9 4.2 7.4 9.7
0.09 35 1.1 1.7 4.1 0.3 2.7 6.0 8.0
0.11 1.9 1.1 1.1 4.1 0.6 1.9 5.0 7.0
0.12 2.7 1.1 1.1 4.1 0.2 1.3 4.4 6.3
0.13 35 1.1 1.1 4.1 0.1 1.0 4.0 6.0
0.14 4.9 1.1 1.1 4.1 0.0 0.8 3.7 5.8
0.15 5.8 1.1 0.0 4.1 0.0 0.7 3.4 55
0.16 7.3 1.1 0.0 4.1 0.0 0.7 3.2 54
0.17 2.4 1.1 0.0 4.1 1.1 0.7 3.2 5.4
0.18 3.0 1.1 0.0 4.1 0.4 0.7 3.2 5.4
0.19 35 1.1 0.0 4.1 0.2 0.7 3.3 5.4
0.21 4.4 1.1 0.0 4.1 0.1 0.8 3.4 55
0.22 5.1 1.1 0.0 4.1 0.0 0.8 3.5 5.5
0.23 6.2 1.1 0.0 4.1 0.0 0.8 3.7 5.6
0.24 7.3 1.1 0.0 4.1 0.0 0.8 3.9 5.8
0.25 8.5 1.1 0.0 4.1 0.0 0.9 4.1 5.9
0.27 6.6 1.1 0.0 4.1 0.0 1.0 4.7 6.4
0.32 11.0 1.1 0.0 4.1 0.0 1.1 6.3 7.7
0.43 20.5 1.1 0.0 4.1 0.0 1.3 8.7 9.7
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TABLE XXIX. The ratio of the inclusive jet cross sections for
| 7|<0.5 at\/s=630 and 1800 GeV.

(X7) (x1)  Ratio of cross sections Systematic
Bin range  Plotted = statistical error uncertainty (%)
0.067-0.078 0.072 1.720.03 12.7
0.078-0.089 0.083 1.640.04 9.7
0.089-0.100 0.094 1.620.06 8.0
0.100-0.111 0.105 1.670.03 7.0
0.111-0.122 0.116 1.570.04 6.3
0.122-0.133 0.127 1.590.06 6.0
0.133-0.144 0.139 1.480.07 5.8
0.144-0.156 0.150 1.630.09 55
0.156-0.167 0.161 1.640.12 54
0.167-0.178 0.172 1.640.04 54
0.178-0.189 0.183 1.620.05 5.4
0.189-0.200 0.194 1.670.06 5.4
0.200-0.211 0.205 1.600.07 55
0.211-0.222 0.216 1.740.09 55
0.222-0.233 0.228 1.690.10 5.6
0.233-0.244 0.239 1.7280.13 5.8
0.244-0.256 0.250 1.810.15 5.9
0.256-0.300 0.271 1.740.11 6.4
0.300-0.356 0.319 1.850.20 7.7
0.356-0.622 0.432 1.830.38 9.7

PHYSICAL REVIEW D 64 032003

2.5
* D@ Data

S
T

—
V)]
T

JETRAD, CTEQ3M

= 0.25Em
—  w=050Em™
1t = 1.OOE™
1t = 2.00Em

Ratio (\'s = 630 GeVAs = 1800 GeV)

—
T

1
0.2 0.3 0.4 0.5

X1

FIG. 67. The ratio of dimensionless cross sectiong f§r 0.5
compared withiETRAD predictions with various values @f and the
CTEQ3M PDF. The shaded band represents tHer systematic
uncertainty band about the prediction.

The resolution of our measurement of the jet energy can
also affect the angular distribution. This was determined by
measuring the difference between the smeared and un-
smeared theory calculations. Since we are not unsmearing
the data for the effects of andE; smearing, we apply this

angular distribution. The uncertainties in the jet energy scal@S an uncertainty in the measuremgfig. 72b)].

are less than 2% up to am| of 2.0 and become large near

The effect on the angular distribution due to thdias in

| 7|~3.0. The uncertainty in the showering correction is lesshe jet reconstruction algorithitSec. Ill G was studied by

than 2% for|7|<2.0 and becomes large at high|. The as. I
effect of the »-dependent energy scale uncertainties ardhe corrected and uncorrected distributions was 1% on aver-

given in Fig. 7Za).

2.5

(3]

* D@ Data

applying a correction for the bias. The difference between

age[Fig. 72¢)].

The overall energy scale does not affect the shape of the
distribution, because a shift in the overall energy scale shifts
the entire distribution in mass. The angular distribution
changes very slowly with mass, so a small shift would not
cause a significant change in the shape.

For the Jet_30 and Jet_50 triggers, an onlimeooL (see
Sec. V) requirement was used in the trigger for part of the
run. To determine if themTooL requirement biased the an-

Y
()
O
=4
&
Il
E ; llli% | TABLE XXX. The calculatedy? for the ratio of cross sections
3 +JI, I % (20 degrees of freedom
S 1.5 %
\ﬁ - PDF Renormalization scale X Prob.
2 JETRAD, = 0.5E} — -
s " 2ET 17.9 60%
S CTEQ4M ET® 21.6 36%
""" CTEQ4HT CTEQ3M 0.7 23.1 28%
| MRSt , , 0.5 20.5 43%
0.1 0.2 0.3 0.4 0.5 0.2 15.1 77%
i CTEQ4M 0.5 22.4 32%
FIG. 66. The ratio of dimensionless cross sections| f9k 0.5 CTEQ4HJ 0.5E7% 21.0 40%
compared with JETRAD predictions with x=0.5E7® and the MRST 0.5e7™ 22.2 33%
CTEQ3M, CTEQ4M, CTEQ4HJ, and MRST PDFs. The shaded MRST(gT) 0.5 195 49%
band represents th& 1o systematic uncertainty band about the MRST(g]) 0.5ET 24.1 24%

prediction.
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25 TABLE XXXII. Normalization-only predictions for the ratio of
« DBD cross sections and thg comparison with the data (1.6.08 for
_ e one degree of freedom
S
L
g PDF Renormalization scale Theory x?  Prob.
% 2 r normalization
1]
2 2ET™ 1.75 3.3 6.8%
> EF® 1.82 7.1 0.8%
©.s5l CTEQ3M 0.7 1.87 107 0.1%
? 0.5 1.85 9.5 0.2%
=2 JETRAD, CTEQ3M 0.2 1.70 1.5 22.9%
Q w630 GeV: = 0.25E7 1800 GeV: p = 0.5ED™ max
5 | | T 630GeVi =050} 1800 GeV: = 0.SEP CTEQ4M O'SE;ax 1.90 13.2 0.03%
----- 630 GeV: 1 = 1.00ET 1800 GeV: 1 = 0.5ER™ CTEQ4HJ 0.5E7 1.87 10.7 0.1%
----- 630 GeV: 1 =2.00Em 1800 GeV: 1 = 0.5ET™ MRST 0.5 1.89 12.6  0.04%
0.1 02 03 0.4 0.5 MRST(g1) 0.5 1.87 111 0.09%
. MRST(g]) 0.5Emax 1.90 12.9 0.03%
T
FIG. 68. The ratio of dimensionless cross sections #9« 0.5 630 GeV 1800 GeV
compared withJETRAD predictions withu=0.51% at \/s=1800 2ET® 0.5ET™ 1.46 2.7 10.2%
GeV, u=(0.25,1.0,2.06™ at \/s=630 GeV, and the CTEQ3M CTEQ3M  ET*  05ET™ 1.71 1.8 18.1%
PDF. The shaded band represents thko systematic uncertainty 0.2%ET™ 0.5 1.44 3.7 5.4%

band about the prediction.

gular distribution, runs with nauitooL requirement were method. For a determined percentage of events, we switched
compared to runs with the requirement. A small shape differthe vertex to a randomly chosen vertex. The new vertex was
ence was seen and an uncertainty equal to the differendgased on the measured vertex distribution, which has an ap-
between the two measurements was assigned. proximate mean oz=0 and ac~30 cm. We then recalcu-

The effects of multiple interactions on the distributions lated then and E; of the two leading jets in the event and
were studied. A secondary interaction adds approximatelyneasured the angular distribution. The percentage of events
0.6 GeV ofE+ per unitA X A ¢ (Fig. 20. Since the angular with a new vertex was determined based on the efficiency of
distribution is measured in regions in which tEg's of the  vertex reconstruction for events with largg jets (~=70%),
two leading jets are in excess of 50 GeV and are often abovend the percentage of multiple interactions in the data used
100 GeV, the effect of this additional energy on the twofor this analysis £60%). The number of vertices switched
leading jets is minimal. It is possible that a second interacwas 20%, which is an estimate of the number of times that
tion may produce a vertex which is incorrectly used as in thehe vertex reconstruction is incorrect. The size of the effect is
primary vertex for the leading two jets. This would cause anless than 2% and is dependent on the valug ¢&ee Fig.
error in the measureg positions of the jets as well as the 72(d)].
measuredE of the jets. We studied the effect of not select- The jet quality requirements and their corresponding effi-
ing the primary vertex by minimizing th&; in the event ciency corrections are necessary to remove noise from the
(Sec. VII. This has a negligible effect on the angular distri- event sample. Their effect on the shape of the angular distri-
bution. bution is minimal.

It is possible that the vertex produced by a second inter- The D@ jet algorithm allows for the splitting and merging
action is the only vertex found in the event. This would alsoof jets. This can cause a shift in thgof the jet, and there-
cause an error in the measuredand E; values of the jets. fore affect the angular distribution. The effect on the shape of
We studied the possibility of multiple interactions affecting the distribution of removing those events in which either of
the angular distribution in this manner by the following the leading two jets were split or merged is minimal. Since

the theoretical predictions are expected to properly address

TABLE XXXI. x? comparisons for the ratio of cross sections
for |7|<0.5 where the renormalization scale is mismatched be- TABLE XXXIIl. The cut on the E; of the leading jet to ensure

tween c.m. energies. that the trigger is 100% efficient.
PDF Renormalization scale Trigger CorrectecE+ limit on leading jet(GeV)
630 GeV 1800 GeV )2 Prob.
Jet_30 55.0
2ET™ 0.5 14.9 78% Jet_50 90.0
CTEQ3M Sl 0.5 17.2 64% Jet_85 120.0
0.2 0.5ET™ 23.1 28% Jet_115 175.0
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1000
E> 175 GeV
. ~
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800 |M> 635 s
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L
>
(5]
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S é ‘ <7 Py )
s 425 <M< 475 .~ 0 oV
g 400 €1~
= E>55 GeV
—
260 <M < 425
Er= 53 GeY
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5 10 15 20 25 30
X
Region of 100% boost
aCCep[anCe e n *

FIG. 69. In the mass versug plane, the curves shown are
contours of constarfE;. The simplest form of uniform acceptance
in this plane is a rectangle. For a chosen mass region, the limit on FIG. 70. The|7|'s of the two leading jets were required to be
corresponds to the intersection of the lower mass limit andEthe less than 3.0. For a maximun' of 1.5, the| 75005 Was chosen to

) K U, -~y 00S!
contour. The shaded regions shown are the mass bins chosen Qs than 1.5 to restrict the measurement to a region of 100% ac-
this analysis. ceptance

merging and splitting, no uncertainty was assigned due to

this effect.
< 0.1 I Nominal
D. Results and comparison to theory E W
. ... = I -
The measurement of the dijet angular cross section is z I
given in Table XXXV. The leading-order and next-to- = 005
leading-order theory predictions were obtained using the
JETRAD parton-level event generatd3] with CTEQ3M and = 01 L Quolity Cuts
u=0.5ET*. Four mass ranges are compared to the LO and ”§ w
NLO predictions of QCD in Fig. 73. The band at the bottom < I
of each plot represents the 1o systematic uncertainties. % 005 L
They are obtained by adding in quadrature all of the param- B
eterized curves describing the shape uncertainties discussed 0.1 F
earlier. o i
Also shown in Fig. 73, are comparisons to NLO theory 2 - b/
.. . max . s 0 r
predictions calculated using=E+"". With the large angular 5 i
TABLE XXXIV. The average mass, maximump measured, and o] L v
the number of events after applying all kinematic cuts. 2 4 6 8 10 12
X
Trigger E Mass Average  Xmax Number
threshold range mass of events
(GeV) (GeVvic?) (GeVvic?) FIG. 71. Technique to determine changes in angular distribution
due to systematic uncertainties. Top: Normalized angular distribu-
55 260-425 302 20 4621 tion for the mass range 475—635 Ge¥/compared to a fit to the
90 425-475 447 20 1573 data. Middle: Normalized angular distribution for the mass range
120 475-635 524 13 8789 475-635 GeVi? after removing the jet quality cuts and a fit to the
175 >635 700 11 1074 data. Bottom: Thératio—1) of the two fits shows the effects of the

jet quality cuts on the shape of the angular distribution.
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ness are available at LO. In order to simulate NLO prediction
0.1 f r . with compositeness, we generated LO curves at various val-
a) Energy scale b) Resolution . -
I ues of A. We measured the fractional differences between
0.05 | i the LO angular distribution witih = and those with finite
0 | mm RN T s A values. We then multiplied the NLO prediction of the
I W‘% RGeS angular distribution by these fractional differences. The re-
005 F L sults are shown in Fig. 74 for the mass bin wkh>635
o A GeV/c?.
%D 0.1 . . . . To remove the point-to-point correlated uncertainties, the
5 olr o)1 bias [ d) Misvertexing distribution can be characterized py a single numibgy:
I =N(Y<X)/N(X<x<xmay. the ratio of the number of
0.05 I events withy<X to the number of events betweét< y
0 | PPy (Do | < Xmax (Wherexmax 1S given in Table XXXIV). The choice of
I g I Y the value ofX in the definition ofR, is arbitrary. To optimize
2005 L L the choice ofX, the following study was performed. The
percentage change in the largest mass bin between NLO
o b . o L L QCD and NLO QCD with a contact term.(z?:f:Lzz.O TeV
X was measured as a function of the definitionRf. The

change due to compositeness increases as one chooses

_ _ _ smaller values ofX. However, the measurement error also
FIG. 72. Ratios of parametrized curves showing the effects ofncreases for smaller values ¥ Only the statistical error

uncertainties on the shape of the angular distribution. Shown are thgas used to optimize the choice ¥fso as not to bias the

four largest uncertainties in the mass range 475-635 GeV/ optimization with the data. The ratio of percentage change to

reach measured, the angular distribution is sensitive to th ercentage statistical error peaksXxat4; hence we chose

choice of renormalization scale. The QCD theoretical predic- (= NOY<4)/N(4< X <Xma -

. . . . To determine the errors oR,, the nominal value was
tions are in good agreement with the measured angular dis- X . :
tributions. compared to the value after each systematic uncertainty was

varied within error. Table XXXVI shows the size of the sys-
tematic uncertainties for the smallest and largest mass
ranges.

A comparison to theory is made to test for quark compos- Table XXXVII shows the experimental ratiR, for the
iteness(Sec. IV B). Predictions of the theory of composite- different mass ranges with their statistical and their system-

E. Compositeness limits

TABLE XXXV. Dijet angular cross section (108)(dN/dy) = statistical= systematic uncertainties for the four mass bins (G&}/

X 260<M <425 425<M <475 475X M <635 M >635

valuet stat= syst.  value: stat=+ syst. value: stat= syst. value: stat= syst.
1.5 5.95 + 0.35 = 0.58 7.58 = 0.66 = 2.08 10.08+ 0.33 = 0.63 11.98= 0.99 =+ 0.49
25 5.50 = 0.33 = 0.54 4.26 = 0.50 = 0.75 7.56 0.28 + 0.36 12.49= 1.01 = 0.78
35 459 + 0.30 = 0.31 4.96 = 0.53 = 0.67 7.83= 0.29 + 0.33 911+ 0.86 * 0.61
4.5 457 = 0.30 = 0.28 5.54=* 0.56 = 1.04 7.71% 0.28 + 025 9.79= 0.89 + 0.23
55 4.56 + 0.30 = 0.25 5.29=* 0.55 = 0.86 7.87 = 0.29 + 0.17 10.06 = 091 + 0.26
6.5 5.10 £ 0.32 = 0.23 6.26 = 0.60 = 0.73 8.17= 0.29 = 0.16 9.58 =+ 0.88 + 0.51
7.5 5.10 £ 0.32 = 0.19 483=* 0.53 = 0.33 8.70% 0.30 = 0.20 9.30= 0.87 0.57
8.5 5.61 + 0.34 = 0.15 4.40=* 0.50 = 0.16 791+ 0.29 = 0.21 8.08 % 0.81 + 0.42
9.5 493 = 0.32 = 0.09 5.60= 0.57 = 0.25 8.46= 0.30 * 0.24 8.96= 0.85 * 0.30
105 6.04 = 0.35 = 0.06 5.22=* 0.55 = 0.37 8.62=x 0.30 = 0.27 10.65=* 0.93 * 0.41
115 5.40= 0.33 = 0.04 4.30= 0.50 = 0.40 8.38= 0.30 = 0.29
125 533= 0.33 = 0.08 4.75=* 0.52 = 052 8.69= 0.30 + 0.36
135 541= 0.33 = 0.14 543 = 0.56 = 0.65
145 5.40= 0.33 = 0.20 5.69 = 0.57 = 0.70
155 5.60=* 0.34 = 0.28 6.18 % 0.60 = 0.76
16.5 4.81=* 0.31 = 0.30 4.70=* 0.52 = 0.57
175 495+ 0.32 = 0.38 4.83=* 0.53 = 0.56
185 5.78 = 0.34 = 0.53 5.01= 0.54 = 0.55
195 537= 0.33 = 0.57 5.17= 0.55 = 0.55
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FIG. 74. Data compared to theory for different compositeness
X X scales. See text for an explanation of the compositeness calculation.
The errors on the points are statistical and the band represents the
FIG. 73. Dijet angular distributions for D@ datpointy com- + 10 systematic uncertainty.
pared to JETRAD for LO (dashed lingand NLO predictions with
renormalization-factorization scal,&=0.5E$.ax _(dotteq ling. The Vjj =Aa’iA0'j , (13.7
data are also compared 168TRAD NLO predictions withu=ET®

(solid line). The errors on the data points are statistical only. The . . _
. : whereA o is the sum of the systematic and statistical uncer-
band at the bottom represents thd o systematic uncertainty.

tainties added in quadratureii&j, and the systematic un-
_ o . _ _certainty only ifi#j. The systematic uncertainties are as-
atic uncertainties, which are fully correlated in mass. Figuresymed to be 100% correlated as a function of mass.
75 showsR, as a function oM for two different renormal-  The compositeness limit depends on the choice of the
ization scales, along with the theoretical predictions for dif-prior probability distribution,P(£). Motivated by the form
ferent compositeness scales. The effects of compositenegs the LagrangianP (&) is assumed to be flat ig=1/A2.
should be greatest at the highest masses. Note that the &ince the dijet angular distribution at NLO is sensitive to the
largest dijet invariant mass bins have a lowgfax value  renormalization scale, each renormalization scale is treated
(Table XXXIV), and thus a higher value &, is expected gas a different theory. To determine the 95% confidence level
independent of compositeness assumptions. Also shown i) limit in A, a limit in ¢ is first calculated by requiring
Fig. 75 are the? values for the four degrees of freedom for that Q(g)zfgL(RX|§’)d§’ =0.95Q(). The limit in ¢ is
different values of the compositeness scale. o then transformed into a limit in\.. Table XXXVIII shows the
The method chosen to obtain a compositeness limit use§so, C .. limit for the compositeness scale obtained for dif-
Bayesian statistic§56]. The compositeness limit is deter- ferent choices of models. These results supersede those re-
mined using a Gaussian likelihood function Ry as a func-  ported in[23] following the correction of an error in the
tion of dijet mass. The likelihood function is defined as

TABLE XXXVI. The systematic uncertainties on the measure-

L(&)= |S|%e)(p{ — %[d— f(&)1V d—f(&)] P(&) ment of R, for the smallest and largest mass ranges.
(13.6 Mass range
260-425 GeW? >635 GeVt?
whered is a 4 component vector of data points for the dif-  Misvertexing 0.24 0.001
ferent mass binsf(¢) is a 4 component vector of theory MITOOL 0.0076 0.000
points for the different mass bins for different values &f Jet quality cuts 0.002 0.010
where¢ is related toA (see beloy, V™1 is the inverse of the 7 bias 0.007 0.009
covariance matrix, anB(¢) is the prior probability distribu- Energy scale 0.01 0.023
tion, P(&). The covariance matrix is defined so that the ele- Resolution 0.004 0.010

menti,j of the covariance matrixy;; , is
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TABLE XXXVII. The dijet angular ratioR, and its statistical TABLE XXXVIII. The 95% confidence level limits for the left-
and systematic uncertainty. Also listed are tle@rAD predictions  handed contact compositeness scale for different models. The prior
with Ree=1.3, the CTEQ3M PDF, angl=0.5E7** and ET®. probability distribution is assumed to be flat inA/

Mass range Theory Compositeness scale p=EPr n=0.51*

GeVic? R, + Stat* Syst. =0.5Em =ET¥

X y ® L AL 2.0 TeV 2.1 TeV

260-425 0.19%0.0077#0.015 0.198 0.180 AL 2.0 TeV 2.2 TeV

425-475 0.202:0.0136+0.010 0.206 0.185 AfL(ud) 1.8 TeV 1.8 TeV

475-635  0.3420.0085+0.018 0.342 0.344 Al wg) 1.8 TeV 2.0 TeV
>635 0.506-0.0324+0.028 0.506 0.458

gular distribution withM_./coté=o and the distributions

ith finite values ofM_./cotd are measured. The coloron

LO predictions are then obtained by multiplying the NLO

CD prediction obtained usingeTRAD by the LO fractional

differences obtained above. The results are shown in Fig. 76.
Limits on the coloron mass are calculated using the same

program used to calculate the effects of compositeness i
that paper. The resulting limits are reduced by approximatel)b
150 GeV. If the prior distribution is assumed to be flat in
1/A*%, the limits are slightly reduced, as shown in Table

XXXIX. . . - S
. . method as in the previous section. For a renormalization
Recently published results from CIE9] on dijet angular scale ofu=E™, the 95% C.L. limit on the coloron mass is

distributions compare to the model in which all quarks are 2 _ max e
composite, yielding 95% confidence limits, >1.8 TeV Mc/cotd>759 Geve'. If w=05Ey , the 95% C.L. limit
P Y 9 LL is M /cot6>786 GeVE2. The resulting limits are shown in

andA;; >1.6 TeV. Fig. 77. The shaded region shows the 95% C.L. exclusion
region for the D@ dijet angular distribution measurement
E. Coloron limits (M /cot#>759 GeVk?). The horizontally-hatched region
- . . . at large co®¥ is excluded by the mode[38,40. The
Predictions of the dijet angular distribution with colorons diagonally-hatched region is excluded by the value of the
are available at LQSec. IV Q. To simulate NLO predic- \yeak-interaction p parameter Kl /cotd>450 GeVi?)

tions, coloron LO predictions are generated for several valf4g]. The cross-hatched region is excluded by the CDF
ues ofM./coté. The fractional differences between the an-search for new particles decaying to dijptd]. These limits
are then converted into more general limits on color-octet

0.7 vector current-current interactiond:, >2.1 TeV assuming
06 | U=0.5E7* s u=E}™ . ag(My)=0.12(Sec. IV B.
05 | @D@ Data In IO G. Conclusions
. We have measured the dijet angular distribution over a
04 | 4 large angular range. The data distributions are in good agree-
% ¥§ ment with NLO QCD predictions. The compositeness limits
depend on the choice of the renormalization-factorization
03 ¢ scale, the model of compositeness, and the choice of the
gf prior probability function. Models of quark compositeness

with a contact interaction scale of less than 2 TeV are ruled
Ee } out at the 95% C.L.
02 r n
i f L

XIV. THE INCLUSIVE DIJET MASS SPECTRUM

The dijet mass spectrum is calculated using the relation

A A;L: 1.8TeV x’=17.8 A A:L= 1.8TeV x*=10.2
0 A:L: 20TeV %°=10.9 o) A:L: 20TeV %°=5.7 _ d3o N;C; (142
K= = ’ .
O NLO x°=6.3 O NLO x°=3.9 dM dn,dn, L AMAnAnp,
01 1 1 1 1 1 1
250 500 750 2350 500 750 TABLE XXXIX. The 95% confidence level limits for the left-
M (GeV/c) handed contact compositeness scale for different models. The prior

probability distribution is assumed to be flat imAf/

FIG. 75.R, as a function of dijet invariant mass for two differ-

ent renormalization scales. The inner error bars are the statistical Compositeness scale u=Er u=0.5ET*
uncertainties and the outer error bars include the statistical and sys=

tematic uncertainties added in quadrature. Rffevalues for the Al 2.0 Tev 2.0 Tev

four degrees of freedom are shown for the different values of the AL 1.9 Tev 2.1TeV

compositeness scale. The data are plotted at the average mass for AfL(ud) 1.7 TeV 1.7 TeV

each mass range. The NLO points are offset in mass to allow the AL 1.7 TeV 1.9 TeV

data points to be seen.
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0.2 20 Y 7
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= M Jeoth = 624 GeV 15
015 N v e M /cotd = 693 GeV
— NLO Prediction
— max D
RS u=0.5E7 NE, MC/CO'[G
S~
I S >759 GeV
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005 L Systematic Error \ = CDF Dietlimit
' lo N Y EW p limit
N
NESSZ =4 I ] I ] 1 ]
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2
0 2{5 % 755 IIO M"’ (TeV/C )
X FIG. 77. Limits on the coloron parameter space: coloron mass

M. vs mixing parameter cat
FIG. 76. D@ data compared to theory for different values of

M /cotf (see text for details of the coloron distribution calcula- Figs. 79 and 80. This plot shows that the triggersa@5%

tion). The errors on the points are statistical and the band represen(gﬁﬁcient for most of the data.

the correlateds 1o systematic uncertainty. The mass spectra obtained from the triggers Jet_30,
Jet 50 and Jet_85 are then scaled to match the Jet 115 mass

whereN; is the number of events in mass LinC; is the  spectrum by the scale fact&;; which is given by

unsmearing correctiory;; is the integrated luminosity; is

the efficiency of the trigger, vertex selection, and the jet

quality cuts,AM is the width of the mass bin, antly, , are Skir, =

the widths of the pseudorapidity bins for jets 1 and 2. The

dijet mass is calculated assuming massless jets using Eq.

(13.2. If we define the mass using four vectors!=(E1  The values ofSq; used to scale the data in this analysis are

+E,)%—(p1+p2)?, the cross section changes by less thangiven in Table XL. These scaléand the event weightsire

2%. then applied to the data to produce the mass spétima
such spectra are depicted in Fig.)8The error plotted for
each point is given by the statistical errors for that bin.

Lei, ) 1
— X . (14.2

‘CJet_ll Evertey

A. Data selection

The selected data are events with two or more jets which
satisfy the set of inclusive jet triggers and pass the standard
jet and event quality requiremer(tsee Sec. VII\. Events are The vertex selection procedure chooses the vertex with
removed unless both of the two leading jets pass the jet quathe smallest value oB; (Sec. VII). This selection criterion
ity requirements. The vertex of the event must be within 50may be biased for events where both of the two leading jets
cm of z=0. The efficiency for each event is then given by have the same absolute rapidity. In this case the vertex cho-
the product of the efficienciesef;) of the jet quality cuts, sen would be the one that minimizes the for both of the
the efficiency €ne) of the cut on+, the efficiency €yigger) leading jets and not necessarily the correct one. This bias
for an event to pass the trigger, and the efficieng)y () for ~ was studied using theryTHIA [57] MC event generator to
passing the vertex cut. The reciprocal of the resulting effi-generate events with multiple vertices at the same rate as the
ciencies(the event weightsis plotted as a function dfl in  Jet_85 and Jet_115 triggers. For dijet events Witf
Fig. 78. The efficiency of the vertex requirement is 90< 1.0 the number of incorrectly chosen vertices is 5%.
+1%. The data are used to select a sample where both jets The effect on the dijet mass cross section is measured by
have pseudorapidity;'®| < 1.0. To examine the inclusive di- calculating the ratio of the mass spectrum produced using the
jet cross section more closely, two sub-samples are createsglected vertex to that of the correct vertex. The result of this
where both jets satisfy eithér®|<0.5 or 0.5<|7*<1.0.  calculation is given in Fig. 82 foj7**|<1.0 and shows that

To determine the mass at which a given triggist_XX)  the effect is of the order of 1% and that it is reasonably
becomes fully efficient, the event efficiencies are plotted foruniform as a function of mass. A 2% uncertainty in the cross
each of the triggers in the chosen mass rarigable XL) in section, uncorrelated as a function of mass, was assumed.

B. Vertex selection biases
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FIG. 78. The reciprocal of the event efficienciesfor each 0%k 10°
mass bin. ; .
10 F 10 F
C. Dijet mass resolution E E
The dijet mass resolutions were calculated using the mea- ! LI ﬂ | , ,
sured single jet resolutionSec. X. The dijet mass resolu- 0.85 0.9 0.95 1085 0.9 0.95 1
tions depend on th&; and » values of the two leading+ Efficiency

jets in each event. Hence the mass resolutions are determined
by using a Monte CarlgMC) event generator to convolute

the measured single jet resolutiofi@ble V). For each MC
event generated, the individual particle jets are smeared b

the measured single jet resolutions. The unsmeared al
smeared dijet masses are calculated and used to determine
the mass smearing. The values of the mass smearing are
plotted in discrete mass bins and fitted to a Gaussian ansatz

(see Fig. 83 for an exampleThe distribution is well-
represented by a Gaussian with only a small fractigi%)
of events forming a taildue to events where the jets are Taple XLI.

reordered after smearipngThe resolution at each of these

masses is given by the width of the Gaussian. The resultgsed to convolute the single jet resolutions has been esti-
obtained forl 7® < 1.0 using theeYTHIA MC [57] are plotted

in Fig. 84.

FIG. 79. The trigger efficiencies of the events included in the

eater than 99%.

dijet mass spectrum. Note that most events have an efficiency

a(M)/M(%)=JA+BM+CM?+DM?.

(14.3

The results are depicted in Fig. 84. The resulting fit param-
eters for all regions considered in this analysis are given in

The mass resolution dependence on the MC generator

The mass resolutions are then fitted using the functional

form:

TABLE XL. The mass ranges and scale factors for the triggers
used in this analysis.

Data sets satisfying;’®|<1.0, and 0.5|7*|<1.0

Trigger name Mass range Scaling factor
(GeVic?) Srit
Jet_30 200-270 289:314.4
Jet_50 270-350 21711
Jet_85 350-550 1.8450.005
Jet_115 550-1400 1.085.009

Data Set satisfying7®|<0.5

Trigger name Mass range Scaling factor
(GeVic?) Srit
Jet_30 150-200 2891314.4
Jet_50 200-300 2171.1
Jet_85 300-390 1.8450.005
Jet 115 390-1400 1.099.009

0.98

0.96

Efficiency

0.98

0.96

L
Jet 115 Jet 85
1 1 1 1 L 1
600 800 1000 400 500
i }
Jet 50 Jet 30
1 1 1 1
300 350 200 250
M (GeV/c?)

FIG. 80. The average trigger efficiencies for each trigger as a
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FIG. 81. The scaled dijet mass spectrum fef®|<1.0 and
| 7% <0.5.

mated by using theHERWIG [33] and JETRAD event genera-

tors. The JETRAD program is used at LO with renormaliza-

tion scales of w=(0.250.51.06T and u

=(O.25,0.5,1.0)/§ with CTEQ3M [35]. To ensure that the
choice of PDF does not affect the resolutionSTRAD was
run with the CTEQ3L and MR@ ') [36] PDFs.(See Fig.
85)

D. Data unsmearing

PHYSICAL REVIEW D 64 032003

- M = 500 GeV/c?

1025-

Events

1hiﬂﬂﬂ|ﬂ”ﬂﬂ N U
0.6

0.8 1 1.2 1.4
Mass Resolution

FIG. 83. The distribution ofivi Smearefiyjunsmearedfor pyTpia-
generated events with |7®]<1.0 and 496 Munsmeared
<510 GeVE?.

M ! 73
1_ == H

Vs

F(M')=NM'"¢ (14.9

which is convoluted with the measured mass resolutions
f(M)=j F(M)o(M'—M,M")dM’, (14.5

such that the number of events in any massibigiven by
integratingf over that bin. The data were fitted using a
binned maximum likelihood method and thienuiT package
[58] to determine the values &, «, and 8. The smearing
correction is given by

The jet energy scale corrects only the average response to

a jet. The steeply falling dijet mass spectrum is distorted by J' F(M)dM
the jet energy resolution and, to a negligible extent, bysthe C = 14
resolution. The observed mass spectrum is corrected for i (14.9
resolution smearing by assuming a trial unsmeared spectrum f fdM
1.04 | 10

<

£ < 8

5 i >

2 1.02

5 =

o I =

% 1+ ‘ § 4

s F +++++ | ©

§0.98 —+

é 0 200 400 600 , 800 1000

— M (GeV/c?)

096 |
1 1 1 1 .
400 600 800 1000 1200 FIG. 84. The mass resolutions fioy®| < 1.0 generated using the
M (GeV/cz) PYTHIA MC. The solid curve and the MC data points show the

resolutions determined using the nominal jet energy resolutions; the

FIG. 82. The effect on the mass spectrum of incorrectly identi-dashed lines show the resolutions determined with ttr jet

fied vertices fo /< 1.0.

energy resolution uncertainties.
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TABLE XLI. Parametrizations of the mass resolutiqiirs percenf generated using thevyTHIA MC.

Data set A B C D
|17j‘°‘t|<1.0 3.40:1.01 0.7610.045 0.03020.0032 0.00020.0005
|77j‘5t|<0.5 3.78:0.94 0.7010.041 0.023%*0.0025 0.6:0.0003
O.5<|7719t|<1.0 5.24+0.83 0.70%0.058 0.03890.0022 0.6:0.0004
To account for any uncertainties in the choice of trial func- E. Energy scale corrections

tion the data are fitted with two additional functions: The uncertainties in the dijet mass cross section due to the

s energy scale have also been determined using a Monte Carlo
) 1 , (14.7 ~ Program. The MC program generates two |n|t|a! state partons
each with a uniform distribution irx (the fraction of the
proton momentum carried by the parjorThe kinematic
M \?2 quantities of the two jets that result from this interaction are
7(1—00) } determined by generating a random valueyofrom a uni-
(14.9 form distribution. The jeE; and » are uniquely determined
for the event; it is assumed that the two jets are back-to-back
The nominal smearing correction is given by the fit to thein ¢. The event is accepted if it satisfies the requirement
data using the trial function given in E{l4.4 and the ob- |7*®]<1.0. Each event is weighted byl ~*"xPr(x,)
tained mass resolutiondable XLI). The resulting fit for X Pr(x,) where Prk, ,) is the probability of finding a parton
| 7%1< 1.0 has ay?=10.3 for 13 degrees of freedom and is With momentum fractiorx in the CTEQ4M PDH14]. The
given in Fig. 86. The magnitude of the correction is approxi-exponent—4.75, was chosen to obtain a dijet mass spectrum
mately 5% at 209 Ge\¢? and drops to approximately 2% at with similar normalization and shape as the data. Finally,
500 GeVt?, and then rises to 8% at 1 Ted The uncer- each of the resulting jets has Es smeared by the measured
tainty in the smearing correction is obtained by fitting thesingle jet resolutions. Figure 88 shows a comparison of the
data with each of the trial functions and all of the massmass spectrum produced by the Monte Carlo simulation and
resolutions generated with the different MC generators. Théhe data; the two are in reasonable agreement. The effect of
error is given by the maximum and minimum correctionschanging the weight applied in the Monte Carlo simulation
obtained for each mass bin and is approximately 2%. Théas been studied. If the weight is changed/to*° or M ~>°
resulting smearing corrections are shown in Fig. 87. the resulting energy scale error changes by less than 1%.
The energy scale uncertainties are calculated by generat-
ing a sample of MC jet event8n which the jets are fully
corrected and applying the inverse of jet energy scale cor-
rection. This sample of uncorrected jets then have the nomi-
nal, high (nominat10), and low (nominak10) energy
scale corrections applied. The error due to the energy scale is
S sSIUNIRL split into components: the uncorrelated error, the fully corre-
’ lated error, a partially correlated error, and the error due to
the showering correction. The resulting errors are plotted in
Fig. 89 along with errors obtained from fitting the data with

Vs

M
1-—+y

Vs

F(M)=NM~*

M
F(M)=NM‘“exp{—B(1—OO)—

mjetl <10

[—
[\
T

| e the high and low energy scale corrections applied. The errors

obtained by the two methods are in agreement.

We calculated the correlation matrix for the partially cor-
related component of the energy scale uncertainty. The cor-
relations have been calculated as a function of the jet energy
(Sec. IXD; hence the relationship between the jet energy
and the dijet mass spectrum needs to be determined. The
correlation matrix for the dijet mass spectrum can be written
as

G,,/G,,(PYTHIA)

o
o0

| | | | |
200 400 600 800 1000
M (GeV/cY) do do

<50i60i>:ﬁMi 0"MJ

(6M; M), (14.9

FIG. 85. A comparison of the mass resolutions [fgf*|<1.0
obtained by runningyTHIA (solid line), HERWIG (dashed ling and o ]
JETRAD (dotted ling with . =0.5ET®* and the CTEQ3M PDF. The WheredX represents the shift in variabkedue to a system-

resolutions are divided by the nomirmiTHIA resolutions. The up- ~ atic error parametew; i andj denote mass bins andis the
per and lower curves show the effect of thelo uncertainties on  Cross section. In the limit of massless jets, the dijet effective
the measured jet resolutions. mass can be approximated by
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200 400 600 5 800 1000 FIG. 88. A comparison of the data and the mass spectrum pro-
M (GeV/cY) duced by the Monte Carlo simulations to study the energy scale

uncertainties. The solid curves show tthe o energy scale uncer-
FIG. 86. Top: The fit to the data for*|< 1.0 using Eq(14.4). tainties. The dashed curves show the MC predictions where the

H —45 -5.0
Bottom: The residuals of the fit are plottedata — fid/fit. weights are set (o4 (uppey andM (lower).

1
M;=V2E;;E;»(1-c0s6,) (14.10 oM =17 (Ei10Fip+ Ei20E;1)(1—-cosf1p) (14.13
|
where Ej; and E;, are the energies, and, is the angle .4
between the jets for event Hence
1
IM; M IM; <5Mi5Mj>=W(1_COSQi12)(1_COSﬁjlz)
5Mi:_6Ei1+_5Ei2+—5C030i12; ! J
5Ei1 &Eiz (9C0$0i12
(14.1) X(Ej1Ej1(OEi2Ej2) + Ei2Ej1(SEi1Ej2)
. +Ei1Ej2(SE2E1) + Ei2Ej2( OEi1Ej1)).
as we are only concerned with the energy scale, the angle (14.14

error is ignored. Therefore

Using this relationship, the correlations between jets due to
the uncertainties in the jet energy scale can be translated into
correlations between mass bins for the dijet mass cross sec-
tion using the Monte Carlo program. The resulting correla-
tions are plotted for a selection of mass bins in Fig. 90.

Mi _Eiz 0 14.1
f??il_M_i( —C0S0i1), (14.12

Smearing Correction: .| < 1.0 F. Summary of systematic uncertainties
_]5

L —_— In addition to the uncertainties in the luminosity, smearing
R aRRRRee —] correction, and the energy scale, there are uncertainties asso-
- —_ ciated with the selection of the events that contribute to the
- data sample. These uncertainties are due to the jet quality
cuts [see Egs(8.1), (8.2, (8.3, and(8.4)] as well as the
procedure used to add hot cells back into j&sc. VIII A).
These uncertainties contribute a 1% uncorrelated uncertainty
. . . . to the cross section. In addition, the uncertainty due to the
250 500 750 1000 unsmearing is assumed to be fully correlated as a function of
M (GeV/c2) the dijet mass in each event.
A complete description of the systematic uncertainties in
FIG. 87. The smearing correction factor to be applied to the datdhe dijet mass cross section is given in Table XLII. The total
for | 7®]<1.0. The upper and lower curves representttieor un-  Systematic error in each mass bin is given by the sum in
certainties of the smearing correction. quadrature of these errors. The uncertainties are combined
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200 300 400 500 600 700 800 1000 FIG. 90. The correlations between mass bing #%|<1.0. The
g . . .
M (GeV/c ) four plots show the mass correlations relative to four different mass

bins: 200—220 Ge\¢? (209 GeVt? weighted average 300—320

_ GeV/c? (309 GeVt?), 470-510 GeW? (488 GeVE?), and 600—
FIG. 89. The energy scale errors obtained from the Monte Carlo,gq geye2 (639 GeVt?).

simulations. The full circles show the total energy scale uncertain-

ties, the open squares show the correlated error, the open trianglg$e yncertainty in the theoretical prediction of this ratio due
show the uncorrelated error, and the stars show the partially o8y the choice of PDF is less than 3%. and 6% from the

lated error. The curve .ShOWS t.he energy scale uncertainties Obt.a'n% oice of renormalization and factorization scéd&cluding
from fitting the data with the high and low energy scale corrections ma . . . .
=0.2%ET®). The luminosity matching error only contrib-

applied. K ! (
utes to those bhins where the data from triggers Jet_30 and

appropriately to obtain an overall correlation matrix for theJet 50 overlaps with the data from triggers Jet 85 and
bin-to-bin systematic uncertainties in the dijet mass specdet_115(i.e. for masses between 300 and 350 Q&)/The
trum. errors from the vertex selection cancel when the data in a bin
come from the same trigger for each of the cross sections.
G. Cross section The errors due to the unsmearing and ¢pertially) corre-

The dijet mass cross section is calculated using(E4.1) lated part of the energy scale are assumed to be correlated for
for the pseudorapidity rande/®|< 1.0, in mass ranges start-
ing at 200, 270, 350, and 550 Ge¥/ corresponding to the
jet E7 thresholds of 30, 50, 85, and 115 GeV.

TABLE XLIl. Common systematic errors on the cross section.

The cross section for the mass spectrum is plotted in Fig§ource Percentage Comment
91, and given in Table XLIll. The data are plotted at the error
mass-weighted average of the fit function for each binjet selection 1 Statistical
(JMFdM/[FdM). The systematic uncertainties are domi- Uncorrelated
nated by the uncertainties in the jet energy scale, which are
7% (30%) for the 209873 GeV/c? mass bins. The bin-to- Vertex selection 2 Systematic
bin correlations of the uncertainties are shown in Fig. 92 and Uncorrelated
are g'Ver?. in Table XLIMS55]. . Luminosity scale 5.8 Systematic
The dijet mass cross section measurement was then re-
peated for|7®<0.5, and 0.5|#%®|<1.0. The resulting Fully correlated
cross sections are given in Tables XLV and XLVI. Luminosity match Systematic
Most of the systematic uncertainties in the measuremenjet 30 4.9 Statistical
of the inclusive dijet mass spectrum are highly correlated age; 50 Correlated for
a function of dijet mass ang and to a good approximation, B Jet 30 and 50
cancel when a ratio of two cross sections is made. For this —
reason the cross section ratio for the rapidity rangg®|  Unsmearing correction 0.5-3.0 Systematic
<0.5 and 0.5¢| 7*]< 1.0 will be calculated: Fully correlated
K(|7yjet|<0.5) Energy scale 7.0-30.0 S_ystematic
(14.19 Mixture

k(0.5<| 7*<1.0)
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10 E o D@ Data FIG. 92. The correlations between systematic uncertainties in
; bins of dijet masgsee Tables XLIII and XLIV for | 7| <1.0. The
ST ¢ correlations are calculated using the average systematic uncertainty.
10 F The discontinuities arise from the uncorrelated eri@djacent to
| | | |

200 200 500 300 correlations of 1.pand to luminosity matching.

2 .
M (GeV/c?) smearing errors are assumed to be fully correlated as a func-
) _ . tion of mass.
FIG. 91. Dijet mass cross sectiaffo/dMd7,dz, for |7 The resulting cross section ratios are given in Table

<1.0. The D@ data are shown by the solid circles, with error barsy| v/|| and plotted in Fig. 93. Taking the ratio of the cross
representing the: 1o statistical and systematic uncertainties addedsections reduces the systematic uncertainties to less than

in quadrature(in most cases smaller than the symbdihe histo- 1404 The correlations of the systematic uncertainties are
gram represents theeTRAD prediction. given in Table XLIV[55]

the two cross sections and mostly cancel out leaving small
errors (1%). Inaddition the uncertainty due to the hot cell ‘
restoration is assumed to be correlated between the two cross Figure 94 shows the rati¢data-theory/theory for | 7]
sections. All other errors are assumed to be uncorrelated be<1.0 and theJETRAD prediction using CTEQ3M withu
tween the two measurements. For the purposes of calculatirg 0.5ET*. The effect of varying the renormalization scale in
a covariance matrix, the correlated energy scale and urthe prediction is also shown; all are in good agreement ex-

H. Comparison of data with theory

TABLE XLIII. Dijet mass cross section fdr7'®|<1.0. High(low) systematic uncertainties are the sum in
quadrature of the uncertainties from ttel o variations in the energy calibration, the unsmearing, the vertex
corrections, luminosity matching, jet selection, and the uncertainty in the luminosity. Also included is the
JETRAD prediction with = 0.5E7%, R~ 1.3, and the CTEQ3M PDF.

Mass bin(GeV/c?) N; Cross section Systematic error Theoretical
Min.  Max. Weighted + statistical error Low High prediction
center [nb/(GeVEAD/(An)?] (%) (%)  [nb/(GeVE?)/(An)?]
200 220 209.1 918  (3.660.12)x1072 11.2 11.7 3.5%10 2
220 240 229.2 507  (2.080.09)x 10 2 11.1 11.4 21102
240 270 253.3 419  (1.180.06)x10°2 11.3 11.6 1.1¥10°2
270 300 283.4 2944  (5.980.11)x10° 3 11.4 11.8 6.0610 3
300 320 309.3 1123 (3.430.10)x 103 11.4 12.0 3.5%10 3
320 350 333.6 1006  (2.660.06)x 1073 11.8 12.1 2.1%10°3
350 390 367.6 8749  (1.140.01)x10° 3 10.9 11.5 1.1%10°8
390 430 407.8 4323  (5.660.09)x10 4 11.4 12.0 5.6%10 4
430 470 447.9 2137  (2.800.06)x 10 4 11.8 12.7 2.9%10 4
470 510 488.0 1210  (1.590.05)x 104 12.3 13.4 1.5%104
510 550 528.0 646  (8.470.33)x10 ° 12.7 14.2 8.3& 10 °
550 600 572.0 699  (4.350.16)x 10 ° 13.3 15.2 43x10°°
600 700 638.9 542  (1.680.07)x10°° 14.8 17.1 1.5%10°°
700 800 739.2 144  (4.480.37)x10 © 17.5 20.7 3.7%10°6
800 1400 873.2 46 (2.320.34)x10°7 23.1 28.9 1.9%10°7
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TABLE XLIV. The systematic error correlations for the dijet cross section| #gt| < 1.0, and the ratio
k(] 7%1<0.5)/x(0.5<| 7*| < 1.0). The correlation values above the diagonal are the correlations correspond-
ing to the cross section and the correlations below the diagonal correspond to the ratio. In both cases the
correlation matrices are symmetric.

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

1.00 0.88 0.88 0.87 0.87 0.87 0.76 0.74 0.73 0.72 0.71 0.69 0.66 0.61 055 1

1.00 0.89 0.89 0.89 0.89 0.78 0.77 0.76 0.74 0.73 0.71 0.68 0.63 056 2

1 1.00 1.00 0.90 0.90 0.90 0.79 0.78 0.77 0.76 0.75 0.73 0.70 0.65 059 3
2 0.58 1.00 1.00 090 091 0.80 0.79 0.79 0.78 0.77 0.75 0.72 0.68 0.61 4
3 0.61 0.60 1.00 1.00 091 0.81 0.80 0.80 0.79 0.78 0.77 0.74 0.70 0.64 5
4 0.61 0.59 0.63 1.00 1.00 0.82 082 0.81 0.81 0.80 0.79 0.76 0.73 0.67 6
5 0.52 0.51 0.54 0.54 1.00 1.00 0.89 090 0.89 0.89 0.87 085 0.81 0.76 7
6 0.56 0.54 0.57 0.58 0.87 1.00 1.00 0.90 090 0.89 0.88 0.87 0.84 0.78 8
7 0.60 0.58 0.62 0.63 0.54 0.58 1.00 1.00 091 091 0.90 0.89 0.86 0.82 9
8 0.60 0.58 0.61 0.62 0.53 0.57 0.63 1.00 1.00 091 091 0.90 0.88 0.84 10
9 0.59 0.58 0.61 0.62 0.53 0.57 0.62 0.63 1.00 1.00 092 091 090 0.86 11
10 058 057 0.60 0.61 053 0.56 0.61 0.62 0.62 1.00 1.00 0.92 091 0.89 12
11 059 058 0.61 0.63 053 058 0.62 0.63 0.63 0.62 1.00 1.00 0.93 0.92 13
12 0.60 058 0.62 0.63 0.54 0.58 0.63 0.62 0.62 0.61 0.63 1.00 1.00 0.95 14
13 058 056 059 061 053 056 0.61 060 0.60 0.59 0.61 0.62 1.00 1.00 15

14 053 052 055 057 050 053 056 0.56 056 0.55 0.57 0.58 0.58 1.00
15 0.51 050 0.53 055 048 052 054 054 054 053 055 057 057 0.55 1.00

cept for u=0.25ET® which lies approximately 30% below for |7®<0.5 and 0.5|%®|<1.0. The data are also in
the data. Figure 95 show@lata-theory/theory for JETRAD  agreement, within the uncertainties, with the cross section
predictions with different choices of PDFs. Given the experi-measured by CDF18].

mental and theoretical uncertainties, the predictions can be A x? can be calculated for each of the comparisons be-
regarded as being in good agreement with the data. Figure 3@een the datécross sections and ratio of cross sectjargdl
shows that the data aéTRAD predictions are in agreement the predictions. The? is given by

TABLE XLV. Dijet mass cross section fdr/®|<0.5. High(low) systematic uncertainties are the sum in
quadrature of the uncertainties from ttel o variations in the energy calibration, the unsmearing, the vertex
corrections, luminosity matching, jet selection, and the uncertainty in the luminosity. Also included is the
JETRAD prediction withu=0.5E7%, Rse=1.3, and the CTEQ3M PDF.

Mass bin(GeV/c?) N; Cross section Systematic error Theoretical
Min.  Max. Weighted * statistical error Low High prediction
center [nb/(GeVED)I(An)?] (%) (%)  [nb/(GeVE?)/(An)?]
150 160 154.7 467 (1.460.07)x 1071 10.8 11.0 1461071
160 180 168.9 552  (8.690.37)x10 ? 10.5 10.5 9.0%10 2
180 200 189.0 315  (4.990.28)x 10 ? 10.5 10.9 4.9%10 2
200 220 209.1 2243  (2.690.06)x10 2 10.3 10.5 2.8x10 ?
220 240 229.2 1390  (1.670.04)x 10 ? 10.2 10.7 1.6&10 2
240 270 253.3 1055  (8.520.26)x 103 10.5 10.5 9.3%10 3
270 300 283.4 550  (4.470.19)x10°° 10.7 10.8 4.8%10°°
300 320 309.3 2671  (2.780.05)x10 3 9.1 10.0 2.8610° 2
320 350 3336 2434  (1.690.03)x10 % 9.9 9.9 1.7&10°3
350 390 367.7 1823  (9.500.22)x 104 9.9 10.3 9.4%10 *
390 430 407.8 1459  (4.520.12)x 104 10.3 10.8 4.7&%10 %
430 470 448.0 831 (2.580.09)x 10~ 4 10.7 11.4 2.5610 4
470 510 488.0 480  (1.490.07)x10* 11.1 12.1 1.3% 104
510 550 528.1 231  (7.170.47)x10°° 11.7 12.8 7.4%10°°
550 600 572.2 156  (3.870.31)x10°° 12.4 13.7 3.9x10°°
600 700 639.4 125  (1.550.14)x10°° 13.8 15.5 1.4610°°
700 800 739.8 30 (3.710.68)x10°© 16.5 19.3 3.7%10°©
800 1400 878.1 14 (2.860.77)x 107 22.0 27.8 2.0810 7
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TABLE XLVI. Dijet mass cross section for 05| 7/*|<1.0. High (low) systematic uncertainties are the
sum in quadrature of the uncertainties from th&o variations in the energy calibration, the unsmearing, the
vertex corrections, luminosity matching, jet selection, and the uncertainty in the luminosity. Also included is
the JETRAD prediction withu=0.5E7%, Ree=1.3, and the CTEQ3M PDF.

Mass bin(GeVic?) N; Cross section Systematic error Theoretical
Min.  Max. Weighted * statistical error Low High prediction
center [nb/(GeVEDI(Ap)?] (%) (%)  [nb/(GeVEt?)/(An)?]
200 220  209.1 275  (4.390.26)x1072 12.3 12.7 45610 2
220 240 229.1 170  (2.780.21)x 10?2 11.7 12.1 27610 2
240 270 253.2 139 (1.490.13)x10 2 12.0 12.4 1.4%10?
270 300 2834 964  (7.870.25)x1073 11.9 12.7 7.6610°3
300 320 309.3 371 (4.550.24)x1073 12.1 12.3 4.4&10°3
320 350 333.6 292  (2.400.14)x10 8 12.5 13.0 2.7%10° 3
350 390 367.6 2682  (1.410.03)x10°°® 11.6 12.4 1.4%10°3
390 430  407.8 1445 (7.620.20)x10 * 12.0 13.0 7.1610 4
430 470 4479 689  (3.640.14)x10°4 12.6 13.6 3.7610°*
470 510  488.0 408  (2.160.11)x10°4 13.1 14.1 1.9x10*
510 550 528.1 219  (1.160.08)x10°* 13.4 15.0 1.0x10°4
550 600 572.2 244  (6.110.39)x10° 13.6 16.0 55810 °
600 700 639.4 192 (2.400.17)xX10°° 14.7 17.5 2.0%10°°
700 800  739.8 49  (6.100.87)x10°© 17.1 20.4 5.1%10°©
800 1400 878.8 20  (4.060.91)x10°7 22.4 28.0 2.9x10°7

) . Figure 98 shows the probability distribution for a theoretical
X ZiZ o\Vij~o;, (14.16  prediction obtained usingeTRAD with the CTEQ3M PDF
! and a renormalization scale pf=ET®. The 95% C.L. limit

where &, is the difference between the data and theory foron the compositeness scale A >2.7 TeV. Limits were

mass bini, andVj; is element,j of the covariance matrix: ) _ ,
TABLE XLVII. The ratio x(]7*®]<0.5)/k(0.5<|7"*|<1.0).

Vij :pijAa'iAO'j , (14.17 The systematic uncertainties are the sum in quadrature of the un-
certainties from thet 1o variations in the energy calibration, the
whereA o is the sum of the systematic error and the statisunsmearing, the vertex corrections, luminosity matching, jet selec-
tical error added in quadrature i=] and the systematic tion, and the uncertainty in the luminosity. Also shown is tize
error ifi # j, andpj; is the correlation between the systematic TRAD prediction with u=0.5E7%, Re;=1.3, and the CTEQ3M
uncertainties of mass birisandj as given in Table XLIV. PDF.
The systematic uncertainty is given by the fractional uncer-

tainty times the theoretical prediction. The resultjpgval- Mass/bzin Ratio of mass spectra
ues are given in Table XLVIII for all of the theoretical (Gevic) «(| 7% <0.5)/k(0.5<| 7*|<1.0) Theoretical
pho_ices desc.ribed.above. Th_e choice_ of PDF and renorm.aIMin_ Max. (= stat. error+ syst. erroy prediction
ization scale is varied; all choices are in good agreement with
the data, except fop=0.25ET* which is excluded by the 200 220 0.6130.039£0.037 0.616
data. 220 240 0.6140.050+0.030 0.621
240 270 0.576:0.051+0.029 0.627
I. Compositeness limits 270 300 0.568:0.030+0.027 0.635
. .. 300 320 0.616:0.034=0.050 0.642
The ratio of thg mass spectra can be used to place limitsg,, 350 0.705% 0.044+ 0.058 0.648
on quark compositenegSec. IV B. Currently there are no 0 390 0.672-0.020+ 0.032 0.657
NLOtcompos;te(r;(\e(isHI;:?If:ulatlogst th'?l"a?'?i t{;]eref?fre ta If_O 390 430 0,593 0.022+ 0.030 0.667
event generato 1S used fo simufate tne efiect of 54 444 0.708 0.036+ 0.037 0.676
compositeness. The ratio of these LO predictions with com- 470 510 0.698: 0,046+ 0.036 0.685
positeness, to the LO with no compositeness, is used to scal%10 550 0.62&0.05&0.033 0.693
the JETRAD NLO prediction, shown in Fig. 97. ‘ : ' :
The data show no evidence of compositeness and are useg°? 600 0.634:0.065+0.033 0.701
to set 95% confidence level limits ok, . This was done 700 0'6410'07‘]‘:—:0'034 0.710
using the same method that was used to extract composite-7 00 800 0.6080.14120.035 0.718
800 1400 0.7050.246+0.046 0.711

ness limits from the dijet angular distributid8ec. XlII E).
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FIG. 93. The ratio of cross sections for*|<0.5 and 0.5 5 S " N +
<|7*®<1.0 for data(solid circles and theory(various lines. The B 0 sressev v -
error bars show the statistical uncertainties. The shaded region rep- -0.25 i | | |
resents the- 1o systematic uncertainties about the prediction. The 0.75
effects on the prediction of changing the renormalization scale are 05 + MRST

| hown.
aso show 0.25 "¢¢..‘...“ * ‘ + +
also set for several different theoretical choices of PDF and 0
renormalization scales for both the NL@&TRAD and LO 025 L
compositeness predictions. The limits on the compositeness L ! - -
scale are summarized in Table XLIX. The dijet mass spec- 200 400 6002 800
M (GeV/cY)

trum rules out quark compositeness models at the 95% con-
fidence level where\ | is below 2.7 TeV and\ | is below
L LL FIG. 95. The difference between the data and the prediction

2.4 Tev. (JeTRAD) divided by the prediction fof#®|<1.0. The solid circles
0.75 represent the comparison to the calculation uging0.57%* and

the PDFs CTEQ4M, CTEQ4HJ, MR&’), and MRST. The shaded

""" CTEQ3M, u=0.25E7* region represents the 1o systematic uncertainties about the pre-

— CTEQ3M, u=0.75E7* diction.

""" CTEQ3M, u=1.0Ez™ Limits on models with color-singleibcted vector or axial

- CTEQ3M, u=2.0E7* contact interactions were also set using an analytic LO cal-
culation[38] instead of theeYTHIA event generator. The re-
sulting limits are given in Table L. The limits on the scale of
Ay, can be converted into limits on a flavor-universal col-

oron [59], resulting in a 95% C.L. limit ofM./coté
>837 GeVkt? (see Sec. IV C for a description of the thepry
The robustness of the confidence limits are tested in two
ways. The first assumes that the systematic uncertainties are
completely uncorrelated as a function of mass, which results
OB in a degradation of the limit by 10 GeMegligible compared
""""""""""""""""""" to the scale of the limjt The second doubles the size of the
JETRAD: CTEQ3M, u = 0.5ER™ R =1.3 systematic uncertainty, which results in a degradation of the

05 L 1 L L limit by 20 GeV.
200 400 600 800

M (GeV/cz) J. Conclusions
We have measured the inclusive dijet mass spectrum for a

025

(=]

(Data-Theory)/Theory

FIG. 94. The difference between the data and the prediction - it
(veTrRAD) divided by the prediction fof7'®|<1.0. The solid circles pseudorapidity range ¢f*|<1.0 and 206-M <1400 GeV

represent the comparison to the calculation using CTEQ3M witrft Vs=1.8 TeV to an accuracy of 10% 10 30% as a function
w=0.5E"_ The shaded region represents theo systematic un-  Of mass. QCD NLO predictions, using several PDFs, show

certainties about the prediction. The effects of changing the renoldood agreement with the observed inclusive dijet mass spec-

malization scale are also showeach curve shows the difference trum. _ _ _ B _
between the alternative prediction and the prediction using The ratio of the inclusive dijet mass cross sections for

CTEQ3M with u=0.567'). | 7®<0.5 and 0.5¢| 7’*|<1.0 has also been measured with

032003-62



HIGH-p; JETS INpp COLLISIONS AT /s=630 AND . . .

Lr D@ Data
JETRAD CTEQ3M
05 u=05Er™R =13
£ o
Q
S
= M.l < 0.5
8 -0.5 | | | |
< 1F
F
s
<
a
~ 05
ol bbea o HE? ! +
N
¢
0.5 <M< 10
_0.5 1 1 1 1
200 400 600 800

M (GeV/c?)
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a systematic uncertainty that is less than 10%. The data dis-
tributions are in good agreement with NLO QCD predic-
tions. Models of quark compositeness with a contact interac-
tion scale of less than 2.2 TeV are excluded at the 95%
confidence level.

XV. CONCLUSIONS

We have presented a series of measurements of high en-
ergy jets at the Fermilab Tevatron which are sensitive to the
various components of QCD predictions: the parton distribu-
tions, the matrix elements, and the scales. Measurements of
the cross section as a function of &, and dijet invariant
mass have been presented. By taking the ratio of the inclu-
sive cross sections at two energies, both the experimental
errors and the sensitivity to the parton distributions were
reduced, providing a stringent test of the dependence of
the QCD matrix element at next-to-leading order. By looking
at both the dijet angular distribution at fixed mass and the
ratio of dijet invariant mass distributions in two different
rapidity ranges, we have again minimized the experimental
uncertainties and tested the angular dependence of the matrix
element calculation.

We have made the most precise measurement to date of
the inclusive jet cross section f@=60 GeV at/s=1800
GeV. No excess production of highy jets is observed. QCD
predictions are in good agreement with the observed cross
section for standard parton distribution functions and differ-
ent renormalization scalesuE 0.25-2.00Er where Ey
=ET®andEr"). We have also made the most precise mea-
surement to date of the ratio of the inclusive jet cross sec-

TABLE XLVIII. The calculated x? for (| 7*|<1.0) (15 degrees of freedom(| 7*|<0.5) (18 DOP,
and «(0.5<|7®]<1.0) (15 DOR and for the ratiox(|7®]<0.5)/x(0.5<| %*|<1.0). The probability of

obtaining a largen? is also given.

PDF n x(| 7% <1.0) k(| 7%]<0.5) x(0.5<| 7®]<1.0) Ratio
x° Prob. x° Prob. x° Prob. x>  Prob.

CTEQ3M  0.2FE™ 247 005 264  0.09 38.3 0.001 291 0.02
CTEQ3M  0.5ET® 57 098 112  0.89 8.9 0.88 141 052
CTEQ3M 0.7 61 098 112 089 9.1 0.87 13.6  0.56
CTEQ3M  1.0CET™ 63 097 121 084 9.2 0.87 13.3  0.58
CTEQ3M  2.0CET™ 60 098 125 082 115 0.71 13.0 0.60
CTEQ3M  0.25/x;x,s 127 063 287  0.05 10.2 0.81 149 0.46
CTEQ3M  0.50x;x,s 6.1 098 145  0.70 8.8 0.89 13.8 0.54
CTEQ3M  1.00x;x,s 7.7 093 134  0.77 13.3 0.58 143 051
CTEQ4M  0.5CET™ 58 098 115 087 8.3 0.91 140 052
CTEQ4A1l  0.5(ET™® 58 098 131  0.79 8.1 0.92 141 052
CTEQ4A2  0.5(ET™ 65 097 124 083 8.0 0.93 14.4 050
CTEQ4A4  0.5(ET™ 58 098 117 086 8.5 0.90 145  0.49
CTEQ4A5  0.5(ET® 57 098 114 088 8.7 0.89 149 0.46
CTEQ4HJ  0.5(ET™ 56 099 114 088 6.8 0.96 142 051
MRS(A’)  0.5ET® 68 096 110 089 8.3 0.91 14.4  0.49
MRST 0.5CEM 88 089 160 059 12.9 0.61 145  0.49
MRST(gT)  0.5CET® 84 091 167 054 10.2 0.81 142 051
MRST(gl) 0.5CET® 139 054 231 0.9 19.6 0.19 14.4  0.50
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15 TABLE XLIX. The 95% confidence level limits in TeV for the
® D@ Data left-handed contact compositeness scales for different models.

PDF Renorm. Compositeness scale
scalep

AlL A

1/A? 1A% 1/A2 LAY

075 |

CTEQ3M 0.2 351 3.21 2.87 2.80
CTEQ3M 0.5ET™  2.93 2.45 2.56 2.38
CTEQ3M 0.7EF™  2.88 2.43 2.52 2.36
, , ! , CTEQ3M 1.0EF™ 273 2.38 2.49 2.35
200 400 600 800 CTEQ3M 2.0ET* 284 2.39 2.48 2.35

M (GeV/c?) CTEQ4M 0.5ET™ 292 2.45 2.55 2.38

. , - CTEQ4A1l  O05(ET™ 296 247 255 238
FIG. 97. The ratio of cross sections fo#®|<0.5 and 0.5 CTEQ4A2  O5EI™ 274 239 253 236

et o ! .
<|# |<_1.0 for data(solld_cwcles_ and theoretical prgd|ct|o_ns fgr CTEQ4A4 0.5CE 276 240 254 537
compositeness models with various valuesAgf, (various lines; CTEO4AS max 596 047 258 239
see Sec. |V B for model detajlsThe error bars show the statistical Q 0.5y ) ) : )
CTEQ4HJ 0.5ET™ 2.87 2.42 2.58 2.38

uncertainties. The shaded region represents-tter systematic

uncertainties about theeTrAD prediction. MRS(A") 0.5ET® 297 247 259 239
MRST 0.5ET* 3.00 2.50 2.58 2.39

tions aty/s=630 and 1800 GeV. The NLO QCD predictions MRST(gT) 0'5(E£:: 3.00 2.50 2.57 2.39
yield satisfactory agreement with the observed data for stan-MRST(@!) 0.5CEr 2.93 245 2.57 2.38
dard choices of renormalization scale or PDF. In terms of the
normalization however, the absolute values of the standard

predictions lie consistently and significantly higher than the?3r€ement, the data have permitted us to provide sensitive

data limits on the existence of possible non-standard model phe-
We have measured the dijet angular distribution over gromena.

large angular range and the inclusive dijet mass spectrum for

a pseudorapidity range 6f®<1.0. QCD NLO predictions, ACKNOWLEDGMENTS

using several PDF’s, show good agreement with the ob- . L
served inclusive dijet mass spectrum. Since we found good We thank the staffs at Fermilab and collaborating institu-
flons, and acknowledge support from the Department of En-

ergy and National Science FoundatidtiSA), Commissari-

Cross Section Ratio

— JETRAD: CTEQ3M, u = 0.5EZ* R =13
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= 00 2z TABLE L. 95% confidence level limits in TeV for different
_‘g E contact compositeness scale for different models calculated using
e 4 04 _g an analytic LO predictio38] (see Sec. IV B for a description of
A S the models
H B
1 02 Model Interference term X
+1 -1
, LTS | . | . 0
0 0.1 0.2 0.3 0.4 0.5 AR 2.2 2.2
/A% (1/TeV?) A 3.2 3.1
N o _ AX 3.2 3.1
FIG. 98. The probability distribution (solid curve AX 57 57
P(o|&")P(&)/Q() for the theoretical predictionETRAD with u (V;A) ' :
=ET®. The dashed curve shows the integral of the probability Ay, 2.0 2.3
distribution and the dotted line shows the 95% C.L. limit on the Aﬁa 2.1 2.1
compositeness scale, 2.73 TeV. The most probable value for the A?V—A)s 1.7 1.9

compositeness scale g7, =.
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(Argenting, The Foundation for Fundamental Research orfactor X that is used to change the normalization of the an-
Matter (The Netherlands PPARC (United Kingdom, A.P.  satz (FA=XA). A comparison between the ansatz and the
Sloan Foundation, and the A. von Humboldt Foundation. data is given in Fig. 99.
If the systematic uncertainty is given by the product of the
APPENDIX: x2 STUDIES fractional uncertainty and the observed cross section in each
bin [option (1)], the minimum value of thg? of the floating
In this paper we have made quantitatiy®é comparisons ansatz is obtained for a normalization ¥f=0.965 (the
between theoretical predictions and data to determine whicHashed line in Fig. 99 This is clearly not the best visual fit
predictions provide better agreement. The systematic uncefo the observed cross section. When this test is repeated us-
tainties in the inclusive jet cross secti¢Becs. Xl and XII  ing option (2), the preferred normalization ¥X=1.0 (Fig.
and the dijet mass spectrui@ec. XIV) are highly correlated. 100). Using several different predictions froneTRAD [op-
An inappropriate definition of the uncertainties;jﬁ analy-  tion (3)] also yieldsX=1.0 as a best fitnot shown.
Ses may result in theoretical predictions that have an average Ca|Cu|ating Systematic uncertainties using the observed
normalization below the data yielding a better (freelle’s  cross section per bin introduces a statistical component to the
Pertinent PuzzI¢60]). The first section of this appendix de- systematic uncertainty; i.e., when the cross section fluctuates
scribes alternative methods for calculating the and our  to a small value in a given bin the absolute systematic un-
choice of an appropriate method. The second section dewertainty also fluctuates to a smaller value. The smaller val-
scribes studies of the probability distributions for the analy-yes of cross section therefore appear to be more precise rela-

ses presented in this paper. tive to any given theory. This bias has been called Peelle’s
Pertinent PuzzI¢60].
1. Definition of x? We choose to rely on option®) and(3) for determining

systematic uncertainties. The choice depends on the question
that is posed. In our work we wish to “Determine the prob-
ability that the theoretical prediction could have produced
X=2 sVits;, (Al)  the observed number of events.” This requires that we deter-
h mine the systematic uncertainties using the theoretical pre-
ictions[option (3)]. For example, if we underestimated the
tegrated luminosity the number of predicted events would
also be underestimated.

This choice ofy? definition means that the current results
differ from those published previously for the inclusive jet
cross sectiofi8] and the dijet mass spectruis]. Table LI
where §;; is the Kronecker delta functiom;;=1 fori=j, summarizes ”;e dn‘ferepces it values for the dijet mass

: ) ; . analysis. They“ values in Table LI are calculated using the
and p;; is the correlation of the systematic uncertainties be- L - . . .
J . o . same luminosity definition as given in R¢R5], and differ
tween cross section binsandj.

from those given in Table XLVIIl. The? changes most for

The analyses presented in this paper are based on USliiSeoretical predictions with the largest normalization differ-

the fractional systematic uncertainties in each bin, but there . : o

. . énces with the data. If the theoretical prediction has a smaller

are several ways of calculating the impact of the absolute o ; ;

. ; i normalization than the data then the size of the systematic
systematic uncertainty on the values. We can use:

uncertainties are reduced, hence increasing the value of the

2
(1) Fractional uncertainty multiplied by the observed X -
cross section.

The x? is given by

where ; is the difference between the data and the expecte
cross section for bim, andV;; is element,j of the covari-
ance matrix, with each element given by

Vij=pij(AoT*A 0% + Ao A oYY (A2)

(2) The fractional uncgrtainty mpltiplied by a §mooth fitto 2> Probabilities
the observed cross sectipdl] (which is normalized to the - _ . o
observed integrated cross secjion The probability that a given theoretical prediction agrees
(3) The fractional uncertainty multiplied by a theoretical With the data for a givery” is calculated assuming that the
prediction. x? is given by the standard distributi¢62]
This appendix discusses these choices. In previous publica- X Dexp(—x/2)
tions of the inclusive jet cross sectip8] and the dijet mass foxin)= 2721 (n/f2) ' (A3)

spectrum[25] the x? values were calculated using the first
option.

The choice of calculation for the absolute systematic unwheren is the number of degrees of freeddiOF) in the
certainty used in the? is investigated using the measure- data. The probability of getting a value gf larger than the
ment of the dijet mass spectru(Bec. XIV). A theoretical one obtained is then given by
prediction, called the ansat?d\), based on a fit to the ob-
served cross sectigifrig. 86) is obtained by normalizing the .
fit to the observed in.tegrated cross sectjofi opt!or_l (2).]. P(Xz:n)=f f(x:n)dx. (A4)
We also define a floating ansdfA) through a multiplicative X2
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0.02
04 +
X =0.965 (dashed line)
N
Z
) .
<
%) [=]
S 9 *muH‘L ‘ > 001 -
T T T ‘ \></

S e s s s £
=
e

02 + 0.005 +

N I . | . I . | . I

04 500 400 600 800 1000 05 30

M, (GeV/c?)

FIG. 99. The difference between the dijet mass cross section for FIG. 101. They? distribution generated by sampling the ansatz
| 714<1.0 and the ansatsee text The dashed line shows the best ¢ ¢ section using only statistical fluctuations. The histogram
fit obtained by using the standagd and absolute systematic un- g0\uc the generated distribution, and the curve is a fit to the histo-
certainties obtained using the product of the fractional SyStemat'@ram using Eq(A3). The fitted number of degrees of freedom is
uncertainties and the measured cross section in eackopiion 15.08.
@1

. . (with a total of 15 bins, or 15 degrees of freedoimhe first

Hence, for thez probabilities quoted in Secs. XI and XIV to bestep is to generate trials based on statistical fluctuations. The
reliable, they< distribution for comparisons between theo- true number of events per bin is given by the ansatz. The
retical pr_edllctlo.ns andzthe data mgst fOHO.W qus)_“ trial spectra are then generated for each bin by sampling a

The distribution ofy"” for comparisons with the dijet mass Poisson distribution with a mean defined by the&e number
spectrum was tested by' developlng a Monte Carlo progra f events. They? for each of these trials is calculated using
that generates many trial predictions based on the ans fie difference between theue and the generated values.

20

0.025
18 -
0.02 - — Statistical Errors
16 - """"" Dijet Cross Section
X=1 ~0.015 |-
e 14 ?
g
o
12 = 0.01
10 r 0.005 -
8 | | 7 i
0.9 0.95 1 1.05 L1 ol J
X (Normalization) 0 10 20 30 40 50

FIG. 100. They? for the ansatz as a function of the floating
normalizationX for option (2) (see text The minimumy? is ob- FIG. 102. They? distribution generated by sampling the ansatz
tained for a normalization oK=1.0. The short vertical line indi- cross section using only statistical fluctuatioisslid curve, and
cates a normalization aK=0.965, illustrating the bias of option fluctuations based on the uncertainties in the dijet cross section as a
(1). function of dijet masgdotted curve
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0.02 ~ x 102 """ X distribution, n = 20
6000 - ] " — Results from MC trials
0.015
G . . .
m 4000 L (20 Million Trials)
=} »n
& 0.01 =
= >
m
0.005
2000
0 50
0 20 40
FIG. 103. They? distribution generated by sampling the ansatz XZ

cross section using all of the systematic uncertainties of the dijet

cross section. The histogram shows the generated distribution and FIG. 105. They? distribution generated by sampling the ratio of
the curve is a fit to the histogram using EA3). The fitted number ;, . ,sjve jet cross sections ansatz using only statistical fluctuations
of degrees of freedom is 14:.2. (solid curve, and fluctuations based on the uncertainties in the in-

clusive jet cross sectiofdotted curve

Figure 101 shows thg? distribution for all of the generated
trials. The distribution is fitted to EA3), with the best fit
obtained forn=15.08+0.20, which is consistent with the

expected value oh=15 for a normalized distribution of curve in Fig. 102 It is clear that they? distribution is very

bins. - . "
i . - similar to that predicted by EqGA3); hence any probabilit
The final step is to assume that the uncertainties are the P y EdA3) yp y
same as the uncertainties in the measurement of the dijet
TABLE LI. The x? for the cross section in dijet mass for

| 7*1<1.0 (15 degrees of freedom

cross section. Trial spectra are generated using these uncer-
tainties in order to obtain &2 distribution (see the dotted

0.03 — Statistical Errors
““““““ Inclusive Cross Section PDF H Publishedy” [25] Updatedy®
x> Probability x? Probability

CTEQ3M 0.2 12.2 0.66 28.9 0.02
0.02 - CTEQ3M 0.5ET* 5.0 0.99 5.8 0.98
5 CTEQ3M 0.7 5.3 0.99 5.9 0.98
% CTEQ3M  1.0ET* 5.4 0.99 6.1 0.98
§ CTEQ3M 2.0ET* 4.2 1.00 6.4 0.97
= CTEQ3M 0.25/x;x,s 8.6 0.90 14.6 0.48
ool - CTEQ3M 0.50Vxyx,s 4.8 0.99 6.8 0.96
CTEQ3M 1.00/x;x,s 5.1 0.99 8.9 0.88
CTEQ4M 0.5CET*® 4.9 0.99 6.3 0.97
CTEQ4A1 0.5ET* 5.0 0.99 6.5 0.97
CTEQ4A2 0.5ET* 5.7 0.99 7.2 0.95
CTEQ4A4 0.5ET™ 4.9 0.99 6.4 0.97
09 CTEQ4A5 05E™ 48  0.99 62 098
CTEQ4HJ 0.5ET* 5.4 0.99 6.8 0.96
MRS(A’)  0.5ET* 6.3 0.97 6.9 0.96
FIG. 104. They? distribution generated by sampling the inclu- MRST  0.5ET® 6.2 0.98 10.9 0.76
sive jet cross section ansatz using only statistical fluctuatisoigd MRST(g7) O0.5CET* 6.3 0.97 9.6 0.84

curve), and fluctuations based on the uncertainties in the inclusiveMRST(g|) 0.5ET* 6.5 0.97 16.7 0.33
jet cross sectioridotted curve
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generated using EA4) should be approximately right. The was also examined with the results of the study given in Fig.
resultingy? distribution was fitted using EqA3) (Fig. 103 105. The resulting distribution is similar to the one obtained
and yieldedn=14.6+0.2. for the inclusive jet cross section, with the distribution based
The study of they? distribution was repeated for the mea- on the uncertainties having a larger tail than the stangard
surement of the inclusive jet cross section, which has 24 bindistribution. The maximum deviation between the probabil-
(DOP). Figure 104 shows the resulting distributions for sta-ity obtained assuming the standard distribution and the mea-
tistical fluctuations(solid curve and the systematic uncer- sured distribution is 2.9%, and probabilities quoted in Sec.
tainties in the inclusive jet cross secti@otted curveé The Xl will therefore be slight underestimates of the correct
two distributions agree fox? values below approximately probabilities.
15, and then begin to diverge. The distribution based on the The studies presented describe jfecomparisons made
cross section uncertainties has a longer tail than the statistichktween the observed data and the theoretical predictions.
X2 distribution. This implies that all the probabilities quoted We have demonstrated that they give an accurate representa-
in Sec. Xl are slightly underestimated. tion of the probability of agreement between a given theoret-
Finally, the ratio of inclusive jet cross sectio(®ec. XIl) ical prediction and the data.

[1] M. Gell-Mann, Phys. Lett8, 214 (1964); G. Zweig, CERN
report 8182/Th 401, 1964; G. Zweig, CERN report 8419/Th
412, 1964, reprinted ievelopments in Quark Theories of
Hadrons edited by D.B. Lichtenberg and S.P. Rosgiad-
ronic Press, Nonamtum, MA, 1980V0l. 1, p. 22.

[2] J.I. Friedman, H.W. Kendall, and R.E. Taylor, Rev. Mod. Phys.
63, 629(1997.

[3] R.K. Ellis, W.J. Stirling, and B.R. WebbeQCD and Collider
Physics Cambridge Monographs on Particle Physics, Nuclear

(1983; E. Eichten, I. Hinchcliffe, K. Lane, and C. Quigg, Rev.
Mod. Phys.56, 579 (1984); 58, 1065(1986 (Addendum; K.
Lane, hep-ph/9605257.

[18] CDF Collaboration, F. Abet al, Phys. Rev. D18, 998(1993.
[19] CDF Collaboration, F. Abest al., Phys. Rev. Lett77, 5336

(1996; 78, 4307E) (1997); 69, 2896(1992); 62, 3020(1989.

[20] V.D. Elvira, Ph.D. thesis, Universidad de Buenos Aires, 1995.
[21] D@ Collaboration, B. Abbotet al,, Phys. Rev. Lett86, 2523

(2001).

Physics and Cosmology:(&ambridge University Press, Cam- [22] J. Krane, Ph.D. thesis, University of Nebraska, 1998.

bridge, England, 1996p. 435, and references therein. [23] D@ Collaboration, B. Abbotet al, Phys. Rev. Lett80, 666
[4] UA1 Collaboration, G. Arnisoret al, Phys. Lett. B172, 461 (1998.

(1986. [24] K. Fatyga, Ph.D. thesis, University of Rochester, 1996.
[5] UA2 Collaboration, J. Alittiet al, Phys. Lett. B257, 232 [25] D@ Collaboration, B. Abbotet al, Phys. Rev. Lett82, 2457

(1990; UA2 Collaboration, J. Alittiet al, Z. Phys. C49, 17 (1999.

(1991). [26] D@ Collaboration, B. Abbotet al, Phys. Rev. Lett86, 1707
[6] CDF Collaboration, F. Abeet al, Phys. Rev. Lett70, 1376 (2001); L. Babukhadia, Ph.D. dissertation, University of Ari-

(1993. zona, Tucson, 1999 (http://fnalpubs.fnal.gov/techpubs/
[7] CDF Collaboration, F. Abeet al, Phys. Rev. Lett.77, 438 theses.html See EPAPS Document No.

(1996. Preliminary results from an extended data set have
been shown by CDF; we compare to the CDF data which have
been published.

[8] D@ Collaboration, B. Abbotet al, Phys. Rev. Lett82, 2451

EPAPS:E-PRLTAO-86-054109 for data from this analysis.
This document may be retrieved via the EPAPS homepage
(http://www.aip.org/pubservs/epaps.htmdr from ftp.aip.org

in the directory /epaps/. See the EPAPS homepage for more

[9] (Algsgg(.: llaboration, T. Akessost al, Phys. Lett.118B, 185 information.
(198 oflaboration, 1. Akessoat al, Fhys. Letl [27] Particle Data Group, D.E. Grooet al, Eur. Phys. J. A5, 1
) . (2000, and references therein.
10] UA2 Collaboration, M. Banneet al, Phys. Lett.118B, 203 ) .
[ ](1982) y B [28] D@ Collaboration, S. Abachét al, Nucl. Instrum. Methods

[11] F. Aversa, M. Greco, P. Chiappetta, and J.P. Guillet, Phys. Rev. Phys. R_es. #8338, 185(1994.
Lett. 65, 401 (1990. [29] M. Abolins et al, Nucl. Instrum. Methods Phys. Res.280,

[12] S.D. Ellis, Z. Kunszt, and D.E. Soper, Phys. Rev. Lé, 36 (1989; D@ Collaboration, S. Abachet al, ibid. 324, 53

2121(1990; Z. Kunszt and D.E. Soper, Phys. Rev4b, 192
(1992.

(1993; D@ Collaboration, H. Aiharaet al, ibid. 325 393
(1993.

[13] W.T. Giele, E.W.N. Glover, and D.A. Kosower, Nucl. Phys. [30] J. Huthet al, in Proceedings of Research Directions for the

B403 633(1993. We usediETRAD version 2.0.

[14] H.L. Lai et al, Phys. Rev. D65, 1280(1997), and references
therein.

[15] A.D. Martin, R.G. Roberts, W.J. Stirling, and R.S. Thorne, Eur.
Phys. J. ¢4, 463 (1998, and references therein.

[16] B. Abbott et al,, Eur. Phys. J. &, 687 (1998.

Decade,Snowmass, 1990, edited by E.L. Berg®vorld Sci-
entific, Singapore, 1992

[31] S.D. Ellis, Z. Kunszt, and D.E. Soper, Phys. Rev. Lé8,
3615(1992.

[32] B. Abbott et al, Fermilab-Pub-97/242-E.

[33] G. Marchesiniet al, Comput. Phys. Commu7, 465(1992.

[17] E. Eichten, K. Lane, and M.E. Peskin, Phys. Rev. L&@.811 We usedHERWIG version 5.8.

032003-68



HIGH-p; JETS INpp COLLISIONS AT /s=630 AND . . .

[34] DD detector simulation package basedamaNT. GEANT by R.

Brun and F. Carminati, CERN Program Library Long Writeup

W5013, 1993.
[35] H.L. Lai et al, Phys. Rev. D61, 4763(1995.

PHYSICAL REVIEW D 64 032003

Capella, J. Ranft, and J. Tran Thanh Van, Z. Phy$1C99
(1992).

[50] T.L. Taylor Thomas, Ph.D. thesis, Northwestern University,
1997.

[36] A.D. Martin, R.G. Roberts, and W.J. Stirling, Phys. Lett. B [51] D@ Collaboration, B. Abbotet al, Nucl. Instrum. Methods

354, 154(1995.

Phys. Res. A24, 352(1999.

[37] A.D. Martin, R.G. Roberts, W.J. Stirling, and R.S. Thorne, Eur.[52] R. Wigmans, in Experimental Techniques in High-Energy

Phys. J. C14, 133(2000; H.L. Lai et al, ibid. 12, 375(2000.

[38] R.S. Chivukula, A.G. Cohen, and E.H. Simmons, Phys. Lett. B

380, 92 (1996.

[39] E.H. Simmons, Phys. Lett. 26, 132 (1989; 246, 471
(1990; P. Cho and E.H. Simmonkhid. 323 401(1994; Phys.
Rev. D51, 2360(1995.

[40] E.H. Simmons, Phys. Rev. b5, 1678(1997).

[41] CDF Collaboration, F. Abeet al, Phys. Rev. D55, 5263
(1997.

[42] D@ Collaboration, B. Abbotet al, Phys. Rev. D61, 072001
(2000.

[43] J. Bantlyet al, Fermilab-TM-2000, 1997.

[44] N. Amoset al, Phys. Lett. B242 158(1990.

[45] CDF Collaboration, F. Abeet al, Phys. Rev. D50, 5550
(1994.

[46] E811 Collaboration, C. Avileet al, Phys. Lett. B445 419
(1999.

[47] UA4 Collaboration, M. Bozzoet al., Phys. Lett.147B 4
(1984); UA4 Collaboration, D. Bernarctt al,, Phys. Lett. B
186, 2 (1987).

[48] CDF Collaboration, F. Abeet al, Phys. Rev. D50, 5550
(19949.

[49] P. Aurencheet al, Phys. Rev. D45, 92 (1992; F.W. Bopp, A.

Nuclear and Particle Physi¢edited by T. Ferbe{World Sci-
entific, Singapore, 1991

[53] R. Snihur, Ph.D. thesis, Northwestern University, 2000; D&
Collaboration, B. Abbotet al., Nucl. Phys. B(Proc. Supp).

79, 494 (1999.

[54] G.D. Lafferty and T.R. Wyatt, CERN-PPE/94-72, 1994.

[55] See EPAPS Document No. E-PRVDAQ-64-006115 for cross
sections and covariance matrices. This document may be re-
trieved via the EPAPS homepagéhttp://www.aip.org./
pubservs/epaps.htinlor from ftp.aip.org in the directory
lepaps/. See the EPAPS homepage for more information.

[56] H. Jeffreys, Theory of Probability(Clarendon, Oxford, 1939,
revised 1988 p. 94; F.T. Solmitz, Annu. Rev. Nucl. Sci4,
375(1964.

[57] T. Sjostrand, Comput. Phys. CommuB2, 74 (1994. We used
PYTHIA version 5.7.

[58] F. James, CERN Program Library Entry D506. We used
MINUIT version 96.a.

[59] ILA. Bertram and E.H. Simmons, Phys. Lett. 843 347
(1998.

[60] G. D’'Agostini, hep-ph/9512295 v3, pp. 88-91.

[61] E. Kovacs(private communication

[62] Particle Data Group, C. Casd al., Eur. Phys. J. G, 1(1998.

032003-69



