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We present a measurement of $\Gamma(D_s^+ \to \mu^+ \nu)/\Gamma(D_s^+ \to \phi\pi^+)=0.245\pm0.052\pm0.074$. Using this ratio and $\mathcal{B}(D_s^+ \to \phi\pi^+)=(3.7\pm0.9)$% we extract $f_{\phi\pi}=344\pm37\pm52\pm42$ MeV, where the last error is due to the uncertainty in the $D_s^+ \to \phi\pi^+$ absolute branching ratio. This result is larger than most theoretical predictions.
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I. INTRODUCTION

Purely leptonic decays of charged mesons are understood theoretically to occur via an annihilation of the two constituent quarks. The decay rate is sensitive to the wave-function overlap of the two quarks at zero spatial separation, which is parametrized as the meson decay constant. The decay rate at $D_i^+$ is given by the formula [1]

$$\Gamma(D_i^+ \rightarrow l^+ \nu) = \frac{1}{8\pi} G_F^2 f_{D_i}^2 m_{D_i}^2 \left[ 1 - \frac{m_l^2}{M_{D_i}^2} \right]^2 |V_{cl}|^2,$$

(1)

where $f_{D_i}$ is the meson decay constant, $M_{D_i}$ is the $D_i$ mass, $m_l$ is the mass of the final-state lepton, $G_F$ is the Fermi coupling constant, and $V_{cl}$ is the Cabibbo-Kobayashi-Maskawa (CKM) matrix element taken to have a value of 0.974 [2].

Meson decay constants play an important role in extracting interesting physics quantities from diverse measurements. For example, the measurement of the $B\bar{B}$ mixing ratio can be expressed as a function of the CKM parameters times $f_B$ [3]. At present it is difficult to measure purely leptonic $B$ decays, so we must rely on theoretical calculations of $f_B$. It would be of great help to check these calculations against the measurement of other heavy quark decay constants such as $f_d$.

Predictions of the branching ratios for the three purely leptonic channels accessible to $D_i^+$ decay are provided by evaluating Eq. (1). The relative branching ratios are $10:1.2\times10^{-5}$ for $\tau^+, \mu^+$, and $e^+$, respectively. Unfortunately, the relatively copious $\tau^+\nu$ mode is difficult to search for because of the presence of at least two neutrinos in the final state.

In this paper we describe the detection of the decay $D_i^+ \rightarrow \mu^+\nu$ or its charge conjugate. To aid in signal identification the $D_i^+$ candidates are required to be consistent with coming from a parent $D_i^{*+}$ which decays to $\gamma D_i^+$. To perform this measurement we directly detect the photon from the $D_i^{*+}$ decay, and the muon from the $D_i^+$ decay, and indirectly detect the neutrino using missing momentum and energy.

Since charm fragmentation is known to produce relative high-momentum particles we require the $D_i^{*+}$ candidates to have momenta above 2.4 GeV/c. The expected muon (or neutrino) and photon momentum distributions are shown in Fig. 1. After describing the selection of the muon and the photon, we will discuss our technique for detecting the neutrino using a missing momentum measurement. To evaluate the effectiveness of our method we use two samples of events from the data to simulate the process we are looking for. These are $D^{*0} \rightarrow \gamma D^0$ and $D^{*+} \rightarrow \pi^+ D^0$ where, in both cases, $D^0 \rightarrow K^-\pi^+$. The signals for these samples can be found in a previous publication [4]. These decays are used to simulate $D_i^+ \rightarrow \mu^+\nu$ by eliminating the tracking chamber and calorimeter measurements of the $\pi^+$ and using the $K^-$ as the muon.

There are many physics backgrounds that can imitate the process we are seeking. For real leptons the background levels are almost identical in electron final states and muon final states. For the purely leptonic decay we are considering, the electronic branching ratio is negligible in comparison with the muonic branching ratio. Pion and kaon decays also produce many more muons than electrons, but these are considered as part of the hadron to lepton fake rate, and are dealt with separately. The only physics processes that can contribute significantly more muons than electrons for lepton momenta above 2 GeV/c are $D_i^+ \rightarrow \mu^+\nu$ and $D_i^+ \rightarrow \mu^+\nu$. The latter is suppressed by the CKM angle [see Eq. (1)], and by an additional factor, due to the requirement that there be a parent $D_i^{*+} \rightarrow \gamma D_i^+$ transition, the branching ratio for which is only about 1% [4]. Thus, performing the identical analysis, except for selecting electrons rather than muons, will give us a quantitative background measurement. When comparing the muon and electron data corrections are made for the known differences in lepton detection efficiencies, fake rates, phase space, and bremsstrahlung.

The data sample used was collected with the CLEO II detector at the Cornell Electron Storage Ring (CESR). The integrated luminosity is 2.13 fb$^{-1}$ collected at the $\Upsilon(4S)$ resonance or at energies just below. The CLEO II detector [5] is designed to detect both charged and neutral particles with excellent resolution and efficiency. The detector consists of a charged particle tracking system with three concentric drift chambers containing a total of 67 layers surrounded by a time-of-flight scintillation system and an electromagnetic shower detector consisting of 7800 thallium-doped cesium iodide crystals. The tracking system, time-of-flight scintillators, and calorimeter are installed inside a 1.5-T superconducting solenoidal magnet. Outside the magnet are iron and chambers for muon detection. The momentum resolution of the track-

**Fig. 1.** The (a) muon (or neutrino), and (b) photon momentum distributions for $D_i^{*+} \rightarrow \gamma D_i^+$, $D_i^+ \rightarrow \mu^+\nu$ decays, where $D_i^{*+}$ is required to have momentum above 2.4 GeV/c.
ing system is given by \( \delta p / p^2 = (0.0015p)^2 + (0.005)^2 \), where \( p \) is in GeV/c. Ionization energy-loss information \((dE/dx)\) is also measured in the main drift chamber. In the “good barrel” region, defined as the region where the angle \( \theta \) of the shower with respect to the beam axis lies between 45° and 135°, the energy resolution for photons is given by
\[
\delta E / E(\%) = 0.35 / E^{0.75} + 1.9 - 0.1E
\]
\((E \text{ in GeV})\).

II. EVENT, LEPTON, AND PHOTON SELECTION

A. Event selection

A sample of relatively pure hadronic events is selected by imposing requirements that there be at least three good drift chamber tracks, that the total energy in tracks and showers be greater than 15% of the total center-of-mass energy \( E_{\text{c.m.}} \) and that the total energy in the calorimeter be greater than 15% and less than 90% of \( E_{\text{c.m.}} \). In addition the reconstructed event vertex must be consistent with the nominal interaction point. Additional criteria are used to eliminate low multiplicity sources of leptons such as QED processes and \( \pi^+ \pi^- \) pairs. We require that either the event has at least five well-reconstructed charged tracks, or at least three charged tracks accompanied by at least six neutral energy clusters. To suppress background caused by particles which escape detection at large \( \cos \theta \), we require that the angle between the missing momentum of the event and the beam axis, \( \cos \theta_{\text{miss}} \), does not point along the beam direction, \( |\cos \theta_{\text{miss}}| < 0.9 \).

B. Lepton identification and efficiencies

Since the electron sample is used to measure the background in the muon sample, the electron and muon analyses are performed with identical criteria, except for lepton identification. Both muons and electrons are selected with a minimum momentum of 2.4 GeV/c. This removes most of the leptons from \( B \) meson decays and is 33% efficient for \( D_s^+ \rightarrow \mu^+ \nu \) [Fig. 1(a)].

To identify muons we require that track candidates penetrate at least seven interaction lengths of iron, and have \( |\cos \theta| < 0.85 \). Tight track quality cuts are demanded to reduce the contamination from kaon and pion decays in flight. Once a track is found, the muon identification efficiency, measured with radiative muon pair events \( (e^+e^- \rightarrow \mu^+\mu^-\gamma) \), is \((85 \pm 2)\% \) in the momentum range of interest.

Electrons are selected on the basis of energy and shower shape measurements from the electromagnetic calorimeter, and momentum and \( dE/dx \) measurements from the tracking chambers. Electron candidates must pass the same solid angle and track quality requirements as muons. There is an additional source of electrons from photon conversions, 75% of which can be identified and rejected with a 1% loss of primary electrons. The overall electron identification efficiency is found by embedding tracks from radiative Bhabha events \( (e^+e^- \rightarrow e^+e^-\gamma) \) into hadronic events. This efficiency depends significantly on \( \cos \theta \) outside the barrel region. We have found by analysis of generic continuum Monte Carlo data that the angular distribution of the lepton is \( 1 + 0.8 \cos^2 \theta \), leading to an overall electron identification efficiency of \((87 \pm 4)\% \).

C. Photon selection

Photons must be in the “good barrel” region, \( |\cos \theta| < 0.71 \). They must be isolated by more than 20° from any charged track, and have a shower shape for which the probability that the energy deposition is due to a single photon is greater than 99%. We require a minimum energy of 150 MeV to eliminate backgrounds caused by the large number of low-energy photons. This cut leaves 78% of the spectrum from \( D_s^+ \) decay untouched, as can be seen in Fig. 1(b).

Most detected photons are the result of \( \pi^0 \) decay. To reduce this source of background we calculate the invariant mass of our photon candidate with all other photons in the event that have more than 50 MeV of energy. Photon combinations which have invariant masses within two standard deviations \((\sigma \sim 5 \text{ MeV})\) of the \( \pi^0 \) mass are eliminated. This procedure rejects 40% of the random photon background with only a 13% loss of efficiency.

III. SIGNAL SHAPE AND EFFICIENCY

A. \( D \) meson reconstruction

using missing momentum and energy

To reconstruct the decay \( D_s^+ \rightarrow \mu^+ \nu \) we detect the neutrino using missing momentum and energy. We study these variables using our \( D^{*+} \rightarrow \pi^+ D^0, D^0 \rightarrow K^- \pi^+ \) sample, since this provides us with high statistics and negligible background. We select \( K^- \pi^+ \) combinations within \( \pm 20 \text{ MeV} \) of the \( D^0 \) mass and require that the measured \( D^{*+} \rightarrow D^0 \) mass difference be within \( \pm 2 \text{ MeV} \) of the known mass difference [2]. After requiring the kaon to have a momentum above 2.4 GeV/c to simulate the lepton analysis there are 1844 events with a \( D^{*+} \) momentum above 2.4 GeV/c.

To use this sample, the measurements of the fast \( \pi^+ \) are removed from both the tracking chambers and the calorimeter, \( K^- \) is "identified" as a muon, and the slow \( \pi^+ \) is ignored. For the remaining charged tracks in the event we use the measured momentum and the energy based on the pion mass hypothesis unless there is a positive kaon or proton identification based on combined \( dE/dx \) and time-of-flight information [6]. We find it useful to divide the event into two hemispheres found by bisecting the thrust axis of the event, calculated from all well-reconstructed tracks and isolated showers in the calorimeter that have more than 30 MeV of energy.

The missing momentum \( p_{\text{miss}} \) and energy \( E_{\text{miss}} \) are calculated using only energy and momentum measurements \((E_i, p_i)\) of charged tracks and showers in the hemisphere which contains the lepton (kaon) candidate. The missing energy is found according to
\[
E_{\text{miss}} = E_{\text{beam}} - \sum E_i ,
\]
where \( E_{\text{beam}} \) is the energy of the CESR beam. The missing momentum is defined as
\[
P_{\text{miss}} = p_{\text{thrust}} - \sum p_i,
\]
where the direction of \( p_{\text{thrust}} \) is given by the thrust axis of the whole event. The magnitude of \( p_{\text{thrust}} \) is given by
\[
p^2_{\text{thrust}} = E^2_{\text{beam}} - m^2_{\text{jet}},
\]
where \( m_{\text{jet}} \) is the average mass of a charm quark jet. The value of \( m_{\text{jet}} \) is measured to be 3.2 GeV using our sample of fully reconstructed \( D^{*+} \) mesons.

The \( D \) meson invariant mass \( M(\mu\nu) \) is calculated using the lepton (kaon) four-momentum and the missing four-momentum. The missing four-momentum is defined using \( p_{\text{miss}} \), and setting the fourth component equal to the magnitude of \( p_{\text{miss}} \), i.e., assuming that the missing mass is zero. The result of this determination of missing momentum, using only one hemisphere, is shown in Fig. 2(a) where we plot \( M(\mu\nu) \) versus the lepton momentum for the \( D^{*+} \) data sample. \( M(\mu\nu) \) tends to peak lower than the \( D \) mass, especially for the larger lepton (kaon) momenta we are interested in. This distortion results from using the lepton (kaon), but not the neutrino (removed pion), to calculate the thrust axis of the event. We have used the \( D^{*+} \) data sample and a \( D_s^{+} \rightarrow \mu^+\nu \) Monte Carlo sample to develop an empirical correction factor which is a function of both the lepton momentum and the angle between the lepton and the thrust axis. This correction moves the thrust axis of the event away from the lepton momentum to account for the unbalanced momentum perpendicular to the thrust axis. The shift is largest for small lepton momenta which correspond to large neutrino momenta [7].

\[ \text{FIG. 2.} \text{ Mass distribution of the lepton (kaon) and the missing momentum vector for the } D^{*+} \rightarrow \pi^+ \bar{D}, \bar{D} \rightarrow K^- \pi^+ \text{ event sample as a function of the lepton momentum for (a) the missing momentum defined by only the lepton hemisphere, and (b) with the empirical correction described in the text applied to (a).} \]

\[ \text{FIG. 3. Missing mass squared distribution for the } D^{*+} \rightarrow \pi^+ D^0, D^0 \rightarrow K^- \pi^+ \text{ event sample for the missing momentum defined by only the lepton hemisphere with the empirical correction applied.} \]

The result of determining the missing momentum after the empirical correction to the thrust axis is shown in Fig. 2(b). The value of \( M(\mu\nu) \) for the \( D^{*+} \) sample is now independent of the lepton momentum. That this procedure works well is also shown by the distribution in missing mass squared for the \( D^{*+} \) data sample (Fig. 3). The missing mass squared, computed by subtracting \( p^2_{\text{miss}} \) from \( E^2_{\text{miss}} \), has a distribution that peaks at zero and has a width of \( \sigma = 0.75 \text{ GeV}^2 \) [8]. This agrees with the distribution expected from Monte Carlo studies.

### B. \( D^* - D \) mass difference

A \( D_s^+ \) candidate is selected by requiring 1.6 GeV < \( M(\mu\nu) \) < 2.6 GeV. The \( D_s^+ \) candidate is combined with a photon, selected as described above, and the mass difference \( \Delta M \) is calculated as
\[
\Delta M = M(\gamma \mu\nu) - M(\mu\nu).
\]

To understand what the \( \Delta M \) distribution should look like, a data sample of \( D^{*0} \rightarrow \gamma D^0, D^0 \rightarrow K^- \pi^+ \) events is used. We select \( K^- \pi^+ \) combinations within \( \pm 20 \text{ MeV} \) of the \( D^0 \) mass, and again require that the kaon has a momentum greater than 2.4 GeV/c to simulate the lepton analysis. There is a substantial signal in the fully reconstructed mass difference \( \delta M = M(\gamma K \pi) - M(K \pi) \) distribution but also significant background, so a \( \delta M \) sideband subtraction is always performed when using this data sample. Our sample contains 708 \( D^{*0} \) signal events with momenta larger than 2.4 GeV/c within \( \pm 10 \text{ MeV} \) of the known mass difference [9].

As with the \( D^{*+} \) sample we call the \( K^- \) a muon, eliminate the \( \pi^+ \), and perform the missing momentum analysis. After applying some additional background suppression cuts, described in Sec. V A, and subtracting
the $\delta M$ sidebands, we obtain the mass difference distribution $\Delta M = M(\gamma K p_{\text{miss}}) - M(K p_{\text{miss}})$ shown in Fig. 4(a). There is a clear signal peak associated with the photon which can be parametrized as an asymmetric Gaussian with low side and high side $\sigma$'s of 18 and 27 MeV, respectively, as compared to 5 MeV in the fully reconstructed sample. The shape of this distribution has been reproduced using $D^{*+} \rightarrow \gamma D^0$, $D^0 \rightarrow K^-\pi^+$ and $D^{*+} \rightarrow \gamma D_s^+$, $D_s^+ \rightarrow \mu^-\nu$ Monte Carlo samples (Fig. 5). There is also a small flat component which results from replacing the correct photon with another photon.

The efficiency with respect to the fully reconstructed sample for an event to appear in the peak is $\epsilon_{\nu} = (25 \pm 3)\%$. The overall detection efficiency $\epsilon$ for the $D_s^{*+}$ analysis is given by

$$\epsilon = \epsilon_{\mu} \epsilon_{\gamma} \epsilon_{\nu},$$

where $\epsilon_{\mu} = (20 \pm 1)\%$ is the efficiency for having an identified muon above 2.4 GeV/c determined from the measured muon detection efficiency in $\mu^+\mu^-\gamma$ events, and the expected muon momentum spectrum in $D_s^+ \rightarrow \mu^-\nu$ decays [Fig. 1(a)]. The efficiency for finding the correct photon from the $D_s^{*+}$ is $\epsilon_{\gamma} = (48 \pm 2)\%$. This efficiency is obtained from the Monte Carlo studies. The overall detection efficiency for $D_s^{*+} \rightarrow D_s^+\gamma$, $D_s^+ \rightarrow \mu^-\nu$ is $\epsilon = (2.4 \pm 0.3)\%$.

There are three additional contributions to the $\Delta M$ distribution which need to be considered. First there are direct $D_s^+ \rightarrow \mu^+\nu$ decays which pair with a random photon to form a $D_s^{*+}$ candidate. Second there are $D_s^{*+}$ events where the correct photon is replaced by another photon. Third there is a small contribution from $D^+ \rightarrow \mu^+\nu$ decays combined with a random photon [4]. These contributions are simulated using the $D^{*+} \rightarrow \pi^+D^0$ event sample, by combining the $M(K p_{\text{miss}})$ candidates with random photons in the same event. In Fig. 4(b) we show the $\Delta M$ distribution from this sample.

The sum of all these contributions can be written as

$$N = \epsilon_{\mu} \epsilon_{\gamma} N_{D_s^{*+}} + \epsilon_{\mu} \epsilon_{\gamma} N_{D_s^{*+}} + (1 - \epsilon_{\mu}) \epsilon_{\gamma} N_{D_s^{*+}}$$

$$+ \epsilon_{\mu} \epsilon_{\gamma} N_{D_s^{*+}} + \epsilon_{\mu} \epsilon_{\gamma} N_{D_s^{*+}},$$

where $\epsilon_{\gamma} = (31 \pm 5)\%$ is the efficiency for finding a random photon such that the event appears in the $\Delta M$ plot;
Fig. 7. The mass difference distribution expected for direct $D_{s}^{*+} \rightarrow \gamma D_{s}^{+}$, $D_{s}^{+} \rightarrow \mu^{+}\nu$ decays summed with the random photon contribution from $D_{s}^{+} \rightarrow \mu^{+}\nu$ and $D_{s}^{+} \rightarrow \mu^{+}\nu$ decays. The distribution is the weighted sum of Figs. 4(a) and 4(b).

$N_{D_{s}^{*+}}$, $N_{D_{s}^{+}}$, and $N_{D_{s}^{+}}$, are the number of muonic decays of the corresponding mesons. The first two terms are simulated by the $D_{s}^{*0}$ sample, and the last three terms by the $D_{s}^{*+}$ sample. From fully reconstructed $D_{s}^{+} \rightarrow \phi\pi^{+}$ decays we measure the relative production ratio of $D_{s}^{*+}$ to $D_{s}^{+}$ with $D_{s}^{*+}$ momentum greater than 2.4 GeV/c to be 1.03±0.20. The $\phi\pi^{+}$ mass distributions for $D_{s}^{*+}$ and $D_{s}^{+}$ candidates are shown in Fig. 6. We also account for the small contribution from $D_{s}^{+} \rightarrow \mu^{+}\nu$ decays [4]. The distributions in Figs. 4(a) and 4(b) are summed using appropriate weights to produce an expected signal distribution shown in Fig. 7. Overlaid is the result of a fit to a function which is the sum of the asymmetric Gaussian associated with the decay chain $D_{s}^{*+} \rightarrow \gamma D_{s}^{+}$, $D_{s}^{+} \rightarrow \mu^{+}\nu$ and a $\sqrt{x-x_{0}}e^{-(x-x_{0})}$ piece which is used to describe the random photon component.

Since we are using radiative $D_{s}^{*0}$ decays to simulate radiative $D_{s}^{*+}$ decays, we must consider the presence of an extra $\bar{q}$ quark in the $D_{s}^{*+}$ jet fragmentation. This could distort the mass difference distributions and the efficiencies, e.g., by producing an additional $K_{L}$ in the same hemisphere, which would tend to lower the efficiency. As input to our Monte Carlo studies we have used fragmentation functions consistent with the experimental data for $D_{s}^{*}$ and $D_{s}^{*}$ mesons [10]. In Fig. 5, we show the mass difference distributions for Monte Carlo generated $D_{s}^{*0} \rightarrow \gamma D^{0}$, $D^{0} \rightarrow K^{+}\pi^{-}$ and $D_{s}^{*+} \rightarrow D_{s}^{+}\gamma$, $D_{s}^{*} \rightarrow \mu^{+}\nu$ decays. There is good agreement between them, and also between the $D_{s}^{*0}$ Monte Carlo data, Fig. 5(a), and the $D_{s}^{*0}$ data distribution in Fig. 4(a). The efficiency for an event to appear in the peak in Fig. 5 is (2.4±0.1)% for the $D_{s}^{*0}$ Monte Carlo data, and (2.8±0.1)% for the $D_{s}^{*+}$ Monte Carlo data, as compared with (2.4±0.3)% for the $D_{s}^{*0}$ data. This is consistent with our expectation that $D_{s}^{*0}$ jets are not very different from $D_{s}^{*+}$ jets.

IV. BACKGROUND PROCESSES

A. Relative muon/electron ratio normalization

Most backgrounds have similar muon and electron $\Delta M$ distributions whereas $D_{s}^{*} \rightarrow e^{+}\nu$ is negligible compared to $D_{s}^{*} \rightarrow \mu^{+}\nu$. In order to subtract the electron data from the muon data we need to have a relatively precise measure of the muon/electron ratio normalization. Besides the relative efficiency numbers quoted above, corrections are made for differences in electron and muon radiation in the detector material (outer bremsstrahlung), the different probabilities that a photon is emitted in the decay (inner bremsstrahlung), and the differences in muon and electron phase space.

We have analyzed generic continuum Monte Carlo samples with $D_{s}^{*} \rightarrow \mu^{+}\nu$ decays excluded to determine the most important contributions to the electron and muon backgrounds in the $\Delta M$ plot. The Monte Carlo simulation reproduces both the magnitude and the shape of the electron background well, but does not reproduce either the magnitude or the shape of the muon data unless a $D_{s}^{*} \rightarrow \mu^{+}\nu$ contribution is included. The most important contributions to the background are the decay modes $D \rightarrow K\bar{\nu}$ and $D_{s} \rightarrow \eta\nu$, which comprise ~75% of the background. The decay mode $D \rightarrow \pi\nu$ gives an additional ~15%, while ~5% comes from $D \rightarrow K^{*}\nu$ and $D_{s} \rightarrow \phi\nu$. The contribution from $D \rightarrow \tau\nu$ with a leptonic tau decay is 5%. Given that there are large uncertainties in our current knowledge of charm semileptonic branching fractions [2], we regard this Monte Carlo study as a prudent check of our understanding of the backgrounds in our measurement, rather than a precise simulation of these backgrounds.

As a specific example of the near equality of the electron and muon rates we have made a detailed study of the decay mode $D^{+} \rightarrow K^{0}\nu$, including radiative corrections (inner bremsstrahlung) according to the prescription of Atwood and Marciano [11], and the rate difference between muon and electron final states due to the lighter electron mass. For lepton momenta above 2.4 GeV/c the radiative corrections reduce the yields of electrons by 3.5% and of muons by 0.8%. This is countercalibrated by a 1.7% difference between muon and electron phase space, to give a muon/electron ratio excess of 1% for momenta above 2.4 GeV/c. The last correction is due to outer bremsstrahlung. This reduces the electron contribution relative to the muon contribution by 5%. Overall, taking into account that the electron detection efficiency is 2% higher than the muon efficiency we expect the muon sample from $D^{+} \rightarrow K^{0}\nu$ to exceed the electron sample by 4%. For the other decay modes which contribute to both muon and electron samples we find small differences, which when averaged together also give a 4% excess of muons. Therefore, we use a correction factor of 1.04±0.05 to multiply the electron sample.

B. Lepton fakes

It is necessary to determine the distribution in $\Delta M$ for both muon and electron fakes. This is accomplished by
using as leptons all charged tracks which satisfy our cuts. Identified leptons are subtracted out. We then multiply the measured $\Delta M$ distribution by the known fake rates for muon and electron identification [12]. The distribution of hadronic tracks entering the $\Delta M$ distribution is determined to be 60% pions, 27% kaons, and 13% protons from a continuum Monte Carlo study. Averaging over these species we find effective rates of (0.61±0.14)% for tracks faking muons and (0.30±0.07)% for tracks faking electrons, where we have included in the error a contribution from varying the kaon fraction between 17 and 37%.

The fake distribution includes all possible contributions from hadronic $D$ decays, the most serious of which are two-body decays. These contributions are suppressed by the fake rate, and by the detection of the second decay particle. The worst case is $D^+_s \rightarrow \gamma D^+_s$, $D^+_s \rightarrow K^+ K_L$, where the $K^+$ fakes a muon, and $K_L$ is not detected. This contributes 0.8 events to the fake $\Delta M$ distribution.

V. RESULTS
A. Final analysis

After finding a lepton and a photon candidate we calculate the thrust axis of the event, and find the missing momentum, $p_{\text{miss}}$, and energy, $E_{\text{miss}}$, in the same hemisphere as the lepton, using Eqs. (2)-(4). The requirement $p_{\text{miss}} > 0.9$ GeV/c removes most of the fake lepton background. The expected neutrino momentum distribution for signal is shown in Fig. 1(a). We also require the missing mass squared to be consistent with a neutrino, $|E_{\text{miss}}^2 - p_{\text{miss}}^2| < 2$ GeV$^2$ (see Fig. 3).

The invariant mass of the lepton and missing momentum $M(\mu \nu)$ must be consistent with a $D^+_s$ meson, $1.6 < M(\mu \nu) < 2.6$ GeV, after making the empirical correction as a function of lepton momentum and angle of the lepton with respect to the thrust axis described above.

The $D^*^+$ candidate is constructed from the lepton, the photon, and the missing momentum [see Eq. (5)]. The $D^*^+$ candidate momentum must be larger than 2.4 GeV/c. We also insist that in the rest frame of the $D^*$ candidate, the cosine of the angle between the photon and the $D^*$ direction in the laboratory be larger than $0.7$.

We are somewhat concerned with a small residual $b \rightarrow u l \nu$ background, since radiative corrections near the end point of the lepton spectrum affect the relative muon/electron ratio normalization. These events are more spherical than signal events, and can be suppressed by insisting that the thrust axis lines up with the $D^*$ candidate momentum such that the cosine of the angle between them is greater than 0.975. In Fig. 8, we show this distribution for our signal sample constructed from $D^{*0}$ and $D^{*+}$ events, compared with a Monte Carlo sample of $b \rightarrow u \mu \nu$ events surviving all the above cuts. The cut removes $\sim 70\%$ of the residual $b \rightarrow u \mu \nu$ background leaving $\sim 10$ muons from this source. The electron subtraction of this source is not exact due to radiative corrections, but would only leave a muon excess of $\sim 1$ event.

B. Branching fraction

The resulting $\Delta M$ distributions for the muon and electron data are given in Fig. 9. Also shown is the calculation of the excess of muon fakes over electron fakes. The curve shows a likelihood fit to the muon spectrum from

![FIG. 8](image1.png)  
**FIG. 8.** The cosine of the angle between the $D^*^+$ direction and the thrust axis for our $D^*_s$ signal simulation using $D^{*0}$ and $D^{*+}$ events (solid points) and $b \rightarrow u \mu \bar{\nu}_\mu$ Monte Carlo data (histogram).

![FIG. 9](image2.png)  
**FIG. 9.** The mass difference distribution for $D^*_s$ candidates, for both the muon data (solid points), the electron data (dashed histogram), and excess muon fakes over electron fakes (shaded). The histogram is the result of the likelihood fit described in the text.
the sum of three contributions: the scaled electrons, the excess of muon over electron fakes, and the signal distribution evaluated from the $D^{*0}$ and $D^{*+}$ samples discussed above (Fig. 7). Here the size of the electron and fake contributions are fixed and only the signal normalization is allowed to vary. We find $39 \pm 8$ events in the peak which are attributed to the process $D_s^{*+} \rightarrow \gamma D_s^{+}$, $D_s^{*+} \rightarrow \mu^+ \nu$, and $54 \pm 11$ events in the flat part of the distribution corresponding to the sum of $D_s^+ \rightarrow \mu^+ \nu$ and $D^+ \rightarrow \mu^+ \nu$ events coupled with a random photon [4].

To explicitly display the signal, we show in Fig. 10 the $\Delta M$ distribution after the electron and the fake subtraction. The histogram is a fit of the data to the signal shape calculated from the $D^{*0}$ and $D^{*+}$ samples. The $\chi^2$ of the fit is 6 for 12 degrees of freedom. We find a total of $38 \pm 10$ events which result from $D_s^{*+} \rightarrow \gamma D_s^+$, $D_s^+ \rightarrow \mu^+ \nu$ in the mass peak centered near the known $D_s^+ - D_s^+$ mass difference, with the remaining $52 \pm 14$ events being
attributed to \( D_s^+ \rightarrow \mu^+ \nu \) or \( D^+ \rightarrow \mu^+ \nu \) accompanied by a random photon [4]. The results are consistent with the ones found using the simultaneous likelihood fit.

To convince ourselves that the excess in the peak region is due to \( D_s^+ \rightarrow \mu^+ \nu \) we also look at the \( M(\mu \nu) \) invariant mass \( (D^+_s \mu^+) \) mass distribution where the \( D_3^+ \rightarrow D^+_s \) mass difference satisfies 100 < \( \Delta M < 180 \) MeV. Figure 11(a) shows the muon, the electron, and the fake difference data, while Fig. 11(b) shows the background subtracted muon data (data points) and a fit with the signal shape from the \( D_3^+ \) and \( D^0 \) data samples. There is a clear excess which has the right shape for \( D_s^+ \rightarrow \mu^+ \nu \). In Fig. 12, we plot the muon momentum spectrum after electron and fake subtraction, and in Fig. 13 we show the photon energy spectrum after electron and fake subtraction. These distributions agree with the expectations for \( D_s^+ \rightarrow \mu^+ \nu \).

Using the likelihood fit, we extract a width for \( D_s^+ \rightarrow \mu^+ \nu \) by normalizing to the fully reconstructed \( D_s^+ \rightarrow \nu D^+_s, D_s^+ \rightarrow \mu^+ \nu \) decays found in Fig. 6(b). The efficiency for reconstructing the \( \phi \pi^+ \) decay is obtained from Monte Carlo data. We find

\[
\frac{\Gamma(D_s^+ \rightarrow \mu^+ \nu)}{\Gamma(D_s^+ \rightarrow \phi \pi^+)} = 0.245 \pm 0.052 \pm 0.074 \text{,}
\]

(8)

where the first error is statistical and the second is systematic. The denominator is determined from the efficiency corrected number of \( D_s^+ \) events, \( 677 \pm 500 \pm 470 \), which decay into \( \gamma \phi \pi^+ \) for \( D_s^+ \) momenta above 2.4 GeV/c. The statistical error includes the errors on the measured numbers of \( \mu^+ \nu \) and \( \phi \pi^+ \) events.

The systematic errors are given in Table I. The errors that arise from the relative muon/electron ratio normalization, the muon fake rate, the electron fake rate, and the \( D_s^+ \rightarrow D^+_s \) production ratio [4], are estimated by fitting the data with each parameter changed by \( \pm 1 \sigma \). The systematic error due to the detection efficiency is dominated by the statistics of our \( D^0 \) sample. We also include a systematic error of \( \pm 6\% \) for the detection efficiency of the normalization mode \( \phi \pi^+ \) relative to \( \mu^+ \nu \).

### VI. CONCLUSIONS

We have made the first measurement of the ratio of decay widths \( \Gamma(D_s^+ \rightarrow \mu^+ \nu) / \Gamma(D_s^+ \rightarrow \phi \pi^+) \). In order to extract the decay constant \( f_{D_s} \) the width for the \( D_s^+ \rightarrow \phi \pi^+ \) decay is required. The total \( D_s^+ \) width is well known because of precise lifetime measurements [2], but the absolute \( \phi \pi^+ \) branching ratio is not well established. Using theoretical models to relate the measured branching fractions \( \mathcal{B}(D_s^+ \rightarrow \bar{K}^* \phi \pi^+) \) and \( \mathcal{B}(D_s^+ \rightarrow \phi \pi^+) \) and the measured ratio of \( \Gamma(D_s^+ \rightarrow \phi \pi^+) / \Gamma(D_s^+ \rightarrow \phi \pi^+) \) an estimate for \( \mathcal{B}(D_s^+ \rightarrow \phi \pi^+) \) has been derived (see the Appendix). Using this result we find

\[
f_{D_s} = 344 \pm 37 \pm 52 \pm 42 \text{ MeV} \text{.}
\]

The first two errors are the statistical and systematic errors resulting from our relative branching ratio measurement, and the third error reflects the uncertainty in the absolute \( D_s^+ \rightarrow \phi \pi^+ \) branching ratio. There has recently appeared a report of six events which have been ascribed to \( D_s^+ \rightarrow \mu^+ \nu \) decay [13]. A value of \( f_{D_s} \) = (232\pm 45 \pm 20 \pm \text{48}) \text{ MeV} \) has been obtained from these events using an estimate of the \( D_s^+ \) production cross section derived by extrapolation from an experiment at a different center-of-mass energy. This value of \( f_{D_s} \) is lower than ours, but consistent, given the uncertainties in the \( D_s^+ \rightarrow \phi \pi^+ \) branching ratio and in the \( D_s^+ \) cross section.

Theoretical predictions of \( f_{D_s} \) have been made using many methods. Recent lattice gauge calculations [14] give 230 MeV, while potential model [15] values range from 210 to 356 MeV. QCD sum-rule estimates [16] are between 200 and 290 MeV. Predictions for \( f_{D_s} \) also have been made combining theory with experimental input. Using the assumption of factorization for \( B \rightarrow D^* D_s^- \) decays combined with measured branching ratios, values of \( f_{D_s} \) range from 237 to 271 MeV with an error of about 50 MeV, when scaled to \( \mathcal{B}(D_s^+ \rightarrow \phi \pi^+) = (3.7 \pm 0.9\%) \) [17]. Use of experimental data on isospin mass splittings in the \( D^* \) and \( D \) system gives a value for \( f_{D_s} \) of 290 MeV [18] (\( f_{D_s} \) is thought to be 10--20\% higher than \( f_D \)). Most of these theoretical predictions are lower than our value of \( f_{D_s} \).
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### APPENDIX

The absolute branching ratio for \( D_s^+ \rightarrow \phi \pi^+ \) can be estimated by measuring the decay width relative to the \( \phi l^+ \nu \) mode. The branching fraction \( \mathcal{B}(D_s^+ \rightarrow \phi l^+ \nu) \) can

---

**Table I. Systematic errors on width ratio.**

<table>
<thead>
<tr>
<th>Source of error</th>
<th>Value</th>
<th>Size of error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Muon fake rate</td>
<td>0.61\pm0.14%</td>
<td>19</td>
</tr>
<tr>
<td>Electron fake rate</td>
<td>0.30\pm0.07%</td>
<td>9</td>
</tr>
<tr>
<td>( \mu / e ) normalization</td>
<td>1.04\pm0.05%</td>
<td>11</td>
</tr>
<tr>
<td>Detection efficiency</td>
<td>2.5\pm0.4%</td>
<td>13</td>
</tr>
<tr>
<td>( D_s^* / D_s^- ) production ratio</td>
<td>1.03\pm0.2%</td>
<td>11</td>
</tr>
<tr>
<td>( \phi \pi^+ ) normalization</td>
<td>6778\pm500\pm407%</td>
<td>6</td>
</tr>
<tr>
<td>Total systematic error</td>
<td>30</td>
<td></td>
</tr>
</tbody>
</table>
TABLE II. Experimental data.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>$\Gamma(D_s^+ \rightarrow \phi l^+ \nu) / \Gamma(D_s^+ \rightarrow \phi \pi^+)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>CLEO [20]</td>
<td>0.49±0.10±0.16±0.10</td>
</tr>
<tr>
<td>ARGUS [21]</td>
<td>0.57±0.15±0.15</td>
</tr>
<tr>
<td>E687 [24a]</td>
<td>0.58±0.11±0.08</td>
</tr>
<tr>
<td>Average</td>
<td>0.55±0.09</td>
</tr>
</tbody>
</table>

$R^*+$

<table>
<thead>
<tr>
<th></th>
<th>$B(D^+ \rightarrow K^- \pi^+ \pi^+)$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mark III [26]</td>
<td>9.1±1.3±0.4</td>
</tr>
<tr>
<td>CLEO [27]</td>
<td>10.0±1.0±1.2</td>
</tr>
<tr>
<td>Average</td>
<td>9.5±1.0</td>
</tr>
</tbody>
</table>

$\tau_{D_s^+}$ and $\tau_{D^+}$ are the $D_s^+$ and $D^+$ lifetimes, and $\mathcal{F}$ is a theoretical correction to account for differences in the $D^+ \rightarrow K^*0_l^+ \nu$ and $D_s^+ \rightarrow \phi l^+ \nu$ widths, which are nominally equal. Two models give different predictions for $\mathcal{F}$. Scora predicts $\mathcal{F}$=1.02, whereas a value of 0.83 is given by Wirbel et al. [19]. We average the two values and assign an error of ±0.1.

Using CLEO [20], ARGUS [21], and the new E687 [24] measurements (see Table II) of the decay $D_s^+ \rightarrow \phi l^+ \nu$, we get an average result of $\Gamma(D_s^+ \rightarrow \phi l^+ \nu) / \Gamma(D_s^+ \rightarrow \phi \pi^+)=0.55±0.09$.

The ratio of the decay widths

$$R^*+=\frac{\Gamma(D^+ \rightarrow K^*0_l^+ \nu)}{\Gamma(D^+ \rightarrow K^- \pi^+ \pi^+)}$$

has been measured by E691 [22] and E653 [23] (see Table II). Including new E687 [24] and CLEO [25] measurements we get an average value of $R^*+=0.55±0.04$. For the absolute branching ratio of the decay $D^+ \rightarrow K^- \pi^+ \pi^+$ we take the average of the Mark III [26] and the new CLEO [27] values, (9.5±1.0)%.

Using the well-measured ratio of the lifetimes $\tau_{D_s^+}/\tau_{D^+}=0.42±0.03$ we arrive at

$$B(D_s^+ \rightarrow \phi \pi^+)= (3.7±0.9)\% .$$


\[4\] CLEO Collaboration, F. Butler et al., Phys. Rev. Lett. 69, 2041 (1992). The contribution of combinations of random photons with a real $D^+ \rightarrow \mu^+ \nu$ decay is larger since the $D^+ \rightarrow \gamma D^+$ branching ratio does not enter in. It is estimated to be about (18±8)% relative to the total $D^+ \rightarrow \mu^+ \nu$ plus random photon contribution and included in the analysis.


\[6\] We calculate a likelihood, $\mathcal{L}$ based on the measured $\sigma$’s. Then for a positive kaon interpretation we require $\mathcal{L}_K/\mathcal{L}_{\pi L+\pi L+\pi L}>0.75$, and similarly for protons.

\[7\] The thrust axis is moved away from the lepton momentum by an angle $\delta \theta = 230-35\pi$, mrad, where $p_l$ is the lepton momentum in GeV/c.

\[8\] We find a factor of 2 improvement in efficiency and a factor of 2 increase in background using only one hemisphere to determine the missing momentum relative to using the whole event.


\[12\] In the momentum range of interest, the probability for a pion to fake a muon is (0.57±0.10)% and the probability for a kaon to fake a muon is (0.99±0.26)%. The probability for a proton or antiproton to fake a muon is negligibly small. The probabilities for pions or kaons or protons to fake electrons are averaged and are roughly constant in our momentum interval.


FIG. 11. The $M(\mu\nu)$ mass distribution (a) for $D_\tau^{*+}$ candidates, for both the muon data (solid histogram), the electron data (dashed histogram) and excess muon fakes over electron fakes (shaded). (b) shows the background subtracted data (solid points). The histogram is the fit to the $D^{*0}$ and $D^{*+}$ data.
FIG. 9. The mass difference distribution for $D_s^{*+}$ candidates, for both the muon data (solid points), the electron data (dashed histogram), and excess muon fakes over electron fakes (shaded). The histogram is the result of the likelihood fit described in the text.