Charm production in nonresonant $e^+e^-$ annihilations at $\sqrt{s} = 10.55$ GeV
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We report results on the differential and total cross sections for inclusive production of the charmed particles $D^{*+}, D^{*0}, D^0, D^+$, $D_s$, and $A_c$ in $e^+e^-$ annihilations at $\sqrt{s} = 10.55$ GeV. Widely used quark fragmentation models are discussed and compared with the measured charmed-particle momentum distributions. This comparison, as well as that with measurements at other center-of-mass energies, shows the need to take QCD corrections into account and their importance.
for a correct interpretation of the model parameters. The observed rate of $D^0$ and $D^+$ production is compared to the expected total charm production cross section. We measure the probability of a charmed meson being produced as a vector meson and the $D^{*+}$ decay branching fraction into $D^0\pi^+$.  

I. INTRODUCTION

The production of charmed particles in nonresonant $e^+e^-$ annihilation is interesting for various reasons. The total cross section for $e^+e^-\rightarrow c\bar{c}$ is simply predicted by QED with some QCD corrections; and this prediction is supported by the observed change in the total cross section for hadron production when passing the threshold for charm production. Since each $e^+e^-\rightarrow c\bar{c}$ annihilation produces one and only one charmed-particle–antiparticle pair, this prediction can easily be compared with the sum of the observed cross sections for charmed-particle production. Of further interest is the determination of the relative proportions in the charmed-particle sector of mesons and baryons, of vector and pseudoscalar mesons, and of nonstrange and strange mesons.

The hadronization process through which quarks and gluons transform themselves into a jet of hadrons is still poorly understood. Quantum chromodynamics (QCD) is believed by most to be the correct theory of the interaction between quarks and gluons, but reliable calculations are possible only in the perturbative regime ($\alpha_s<<1$). The hadronization process seems to be dominated by the color-confining forces ($\alpha_s>1$), and its experimental study is of great importance in providing guidance to the development of suitable nonperturbative QCD computational methods. At present the description of hadronization relies, at one stage or another, on educated modeling. Some basic characteristics of hadron jets, mainly their collimation and particle multiplicity, have been known for a long time. A more detailed description is provided by the fragmentation functions $D_h^0(v)$, defined as the (unnormalized) probability density for a jet initiated by a quark $q$ to generate a hadron of type $h$ with a fraction $v$ of the initial-quark four-momentum.

In most cases the light hadrons in a jet have as constituents the light quarks produced in the fragmentation of the color string, and only rarely do they contain the primary quark. Their differential production cross section is related to the fragmentation functions of all the quarks through a set of complex equations and it is not easy to extract from the data the complete set of fragmentation functions.

The situation is very different in the case of hadrons containing charm or heavier flavors. If we believe that the generation of quark-antiquark pairs in the fragmentation process is a tunneling effect, it follows that the probability of extracting from the vacuum a charm-anticharm pair (or heavier) is exceedingly small. This means that heavy-flavored particles necessarily contain the primary quark, and thus their differential cross section is simply proportional to the relevant fragmentation function.

Electron-positron annihilations well above charm threshold are an abundant source of nearly monochromatic charm quarks, and are thus well suited to the study of the charm fragmentation functions of the various charmed mesons and baryons. Charm fragmentation has been studied at the SLAC storage ring PEP (Refs. 10–15) and at the DESY storage rings PETRA (Refs. 16–19) and DORIS (Refs. 20–22). At the Cornell Electron Storage Ring (CESR), the CLEO Collaboration has measured the fragmentation function of the charm quark into $D^{*+}$ and $D^0$ (Ref. 23), $D_s$ (Ref. 24), and $\Lambda_c$ (Ref. 25).

In this paper we report substantially improved results from the CLEO experiment on the fragmentation into $D^{*+}$, $D^0$, and $D_s$, and new results on $D^{*0}$, $D^-$, and $\Lambda_c$ (here, and throughout this paper, charge-conjugate modes are implied). The detection of different decay modes of charmed particles also allows the determination of some of their relative decay branching fractions.

In Sec. II we give a brief description of the relevant characteristics of our detector. In Sec. III we describe the general procedures used to identify charmed particles in our data and to determine their respective detection efficiencies. We present our measured charmed-particle differential and total cross sections in Sec. IV. These results are compared to data at other center-of-mass energies by using an evolution technique which accounts for QCD radiative corrections. From our data we also measure the ratio of two $D^0$ branching fractions as well as the fraction of the total charm cross section composed of $D^0$ and $D^{*-}$ meson production.

Section V reports our measurements of the relative probability of vector to pseudoscalar-charmed-meson production and of the branching ratio $B(D^{*+}\rightarrow D^0\pi^+)$. In Sec. VI we review the present understanding of the fragmentation process and describe the various theoretical expressions for the heavy-flavor fragmentation function. We point out the importance of QED and QCD corrections to these theoretical fragmentation functions. We then fit our charmed-particle differential cross sections to the predictions of the Lund symmetric Monte Carlo model including all QED and QCD corrections, as well as directly to various theoretical fragmentation functions. We emphasize the large differences in the values obtained for the theoretical fragmentation parameters using these two techniques. Finally, in Sec. VIII we summarize our results and conclusions.

II. DETECTOR AND EVENT-SELECTION PROCEDURES

The nonresonant charm events were produced at center-of-mass energies on and below the $\Upsilon(4S)$ resonance at CESR, and the data were accumulated with the CLEO detector. The detector, the trigger, and the pro-
cedures to select hadronic events have been described elsewhere\(^\text{26-28}\) and will thus be described only briefly here. The central region of the detector contains two cylindrical tracking chambers, a 10-layer precision vertex detector and a 17-layer drift chamber, which operate in a 1.0-T magnetic field provided by a superconducting solenoidal magnet. The drift chamber, using pulse-height measurements in all of its 17 layers, is capable of measuring the specific ionization \(dE/dx\) with an rms resolution of 10\%. Surrounding the coil are eight identical sectors of apparatus used for particle identification. In order of distance from the beam line, each sector consists of a three-layer planar drift chamber, a system of pressurized multiple wire proportional chambers (MWPC’s) capable of measuring 117 samples of \(dE/dx\) (rms resolution 6\%), an array of time-of-flight (TOF) scintillation counters (rms resolution 350 ps) in a single layer, and a 12-radiation-length, 44-layer, lead and proportional-tube shower chamber that covers 47\% of the full solid angle. The eight sectors are followed by 0.65 to 1.5 m of iron, and a two-dimensional array of planar drift chambers outside this iron for muon identification. Additional drift chambers are interspersed within the iron to allow identification of lower-momentum muons.

The essential components for the analysis presented here are the central tracking chambers, the pressurized \(dE/dx\) counters, the time-of-flight counters and the shower chambers. Charged-particle tracking provided by the central tracking system results in a momentum resolution for the combined system of

\[
(\Delta p/p)^2 = [0.007(\text{GeV/c})^{-1}]^2 + 0.006^2.
\]

Charged-hadron identification is provided over 85\% of the 4\(\pi\) solid angle by \(dE/dx\) in the main drift chamber, over 46\% of it by \(dE/dx\) in the pressurized MWPC’s and by time of flight from the scintillation counters that cover 47\% of 4\(\pi\). Each device used for hadron identification is calibrated using sets of identified pion, kaon, or proton tracks to obtain the expected signal as a function of momentum. The tracks used in the calibration are selected from clean two-body decay signals. In the decay \(K_s^0 \rightarrow \pi^+\pi^-\) the two-pion tracks are identified by their invariant mass and by requiring separation of the \(\pi^+\pi^-\) vertex from the event vertex by at least 5 mm. For protons the decay \(\Lambda \rightarrow p\pi^-\) is used in the same way, excluding secondary vertices ambiguous with \(K_s^0\)s. For charged \(K\)’s at low momentum we use the decay \(\phi \rightarrow K^+K^-\) and at higher momenta each device is calibrated using tracks identified simultaneously by the other two devices as \(K\)’s. The \(dE/dx\) distribution for each particle is partitioned into several momentum bins and the signal distribution is fitted to a Gaussian shape. The means and widths thus obtained are then fitted to a smooth function of momentum. The time-of-flight resolution is independent of momentum.

Photon showers in the calorimeter are identified as photons if they are unmatched to inner-drift-chamber tracks and have a measured energy in excess of 100 MeV. The photon energy resolution is determined to be \(\sigma(E)/E=20%/\sqrt{E}\) (\(E\) in GeV) by measuring a sample of radiative Bhabha events.

### Selection of hadronic events

We accepted hadronic events according to the following criteria.

1. Each event must have at least three charged tracks found in the drift chamber.
2. There must be a common event vertex lying within \(\pm 5\) cm of the center of the interaction region along the beam line and \(\pm 2\) cm transverse to the beam line.
3. At least 250 MeV of deposited energy must be detected in the shower detectors.
4. At least 30\% of the center-of-mass energy must be visible as charged and neutral tracks.

The charged-multiplicity cut (1) reduces \(\tau^+\tau^-\) background; the common vertex requirement (2) helps to eliminate cosmic rays and beam-gas collisions; the electromagnetic shower energy cut (3) is required to suppress events consisting of beam pipe interactions; the charged-energy requirement (4) removes two-photon collision events. The average acceptance for continuum charm events is about 84\% as determined by Monte Carlo simulation.

The data reported here are from a sample of 77.3 \(\text{pb}^{-1}\) accumulated at the \(Y(4S)\) resonance \((\sqrt{s} = 10.58\) GeV\) and 35.8 \(\text{pb}^{-1}\) at a continuum energy below \(B\bar{B}\) threshold \((\sqrt{s} = 10.52\) GeV\). About 30\% of the events collected at the \(Y(4S)\) contain \(Y(4S) \rightarrow B\bar{B}\); the rest are continuum. This data sample may thus be used for studies of continuum processes provided that the particles under examination are in a momentum region forbidden by \(B\bar{B}\) decay kinematics, i.e., where \(p > 2.57\) GeV/c. After applying the above cuts, 450,000 hadronic events survived of which 90,000 are \(Y(4S) \rightarrow B\bar{B}\) events.

### III. DESCRIPTION OF ANALYSES

Charm particles are identified from the following decay modes (inclusion of charge-conjugate states is implied):

\[
D^0 \rightarrow K^-\pi^+,(1)
\]

\[
D^+ \rightarrow K^-\pi^+\pi^+,(2)
\]

\[
D^+ \rightarrow D^0\pi^+,
\]

\[
\quad \rightarrow K^-\pi^+,(3a)
\]

\[
\quad \rightarrow K^-\pi^+\pi^-\pi^+,(3b)
\]

\[
D^{*0} \rightarrow D^0(\gamma \text{ or } \pi^0), (4)
\]

\[
D_s^+ \rightarrow \phi\pi^+,
\]

\[
D_s^+ \rightarrow \phi\pi^+
\]

\[
\Lambda_c^+ \rightarrow pK^-\pi^+.
\]

Each of the above particles is identified by the examination of distributions of the invariant mass of combinations of two or more tracks. In order to minimize systematic uncertainties, all analysis procedures have been formalized as much as possible. Track reconstructions which are not consistent with coming from the event vertex are rejected. All track momenta are corrected for ionization energy losses in the beam pipe.
In several cases it is useful to reduce the background from random combinations by requiring that each track pass loose or stringent requirements on particle identification. For particle identification information to be considered valid, we require that the number of hits in the \(dE/dx\) chambers and the drift chamber be greater than 60 and 10, respectively. The looser requirement of "consistency" accepts tracks satisfying loose identification criteria but eliminates those positively identified as other particles. For example, a particle is considered to be consistent with the kaon hypothesis if the measured values of \(dE/dx\) and time of flight are within three standard deviations \((\sigma)\) of the expected values in the drift chamber (for \(dE/dx\) measurement) and in at least one of the other two detectors. A particle within \(2\sigma\) of the expected values in the drift chamber is also considered to be consistent with the kaon hypothesis with no further check in the remaining detectors. A particle is considered "positively identified" if its measurements are within \(1\sigma\) of the expected values and at least \(2\sigma\) away from any other alternative identification.

Further kinematic requirements, where appropriate, include those on masses of intermediate particles in cascade decays and on decay angles. Decay angular distributions in the rest frame of a parent particle are often significantly different from the same distributions assembled from random combinations of tracks. For example, the decay angular distribution for an unpolarized particle in its center of mass is isotropic. Choosing the direction of motion of the parent in the laboratory frame as the reference axis, the decay angle \(\theta\) of a daughter particle in the parent's rest frame with respect to this axis is distributed uniformly in \(\cos \theta\). Background combinations tend to have distributions peaked in the forward and backward directions, because of the jetlike nature of the continuum events.

We examine each combination of tracks with charges consistent with the final state under consideration. If all of the tracks pass the quality and identification requirements, each track is attributed the appropriate mass and the invariant masses of the combination and any relevant subcombinations are calculated. For those combinations passing further kinematic cuts the appropriate invariant masses are histogrammed in several momentum intervals. The momentum bins are determined by our choice of fragmentation variable. While this will be discussed later in Sec. IV A, we anticipate here the definition

\[
x^+ = \frac{(E + p)}{(E + p)_{\text{max}}},
\]

where \(E\) and \(p\) are the energy and momentum of the hadron and \(E_{\text{max}}\) and \(p_{\text{max}}\) are their maximum attainable values. For candidates with momenta above the kinematic limit for \(\beta\) decay products \((p > 2.57 \text{ GeV}/c\) or \(x^+ > 0.56\)), we use the entire data set of 113.1 pb\(^{-1}\), while for those below we use only the continuum data set of 35.8 pb\(^{-1}\).

In almost all cases the mass distributions are fitted with a signal shape of a Gaussian plus a polynomial background. The means and widths of the Gaussian are fixed to values determined by Monte Carlo simulation. These values and the reconstruction efficiencies are determined in a way designed to minimize the effects of fluctuations in the Monte Carlo simulation. First, the Monte Carlo mass distributions are fitted in each momentum interval allowing the means and widths to vary. The measured means and widths are then fitted to a smooth function of momentum to determine the values with which the data are fit. The mass distributions from the Monte Carlo simulations are then refitted using the fixed mean and width. The efficiencies obtained from this procedure are then smoothed by fitting the measured values to a smooth function of momentum.

We now discuss specific approaches unique to each particle.

### A. \(D^0\)

For all \(D^0\) candidates we demand \(-0.85 < \cos \theta_K < +0.90\), where \(\theta_K\) is the decay angle of the \(K^-\) as defined above. The \(K^-\pi^+\) invariant-mass distributions are shown in Fig. 1. Whenever feasible, we show separately the low-momentum mass distribution, where we can use only the continuum annihilation data sample.

![FIG. 1. The \(K^-\pi^+\) invariant-mass distribution for (a) \(x^+ < 0.56\) and (b) \(x^+ > 0.56\) showing the fit to the \(D^0\) peak.](image-url)
to avoid contamination from $B$ decay products, and the high-momentum mass distribution where we use the full data sample.

Besides the combinatorial background, parametrized by a polynomial, we have in this case also a background due to $D^0$ decays into $K^-\pi^+$ when the particle-mass assignments are interchanged. The shape of this background has been determined both by direct kinematical calculation and by Monte Carlo simulation. We have parametrized the shape with a rising exponential below the $D^0$ mass and a falling one above the $D^0$ mass; the two exponentials are constrained to intersect at the $D^0$ mass. The total area under the two exponentials was constrained to equal the area of the Gaussian that fits the right mass combinations. Since the available particle-identification information has little effect in reducing this background and would only introduce additional uncertainty in the calculated efficiency, we have not used it. Ignoring this effect would lead to overestimating the $D^0$ production cross section by about 20% in the region $0.5 < x^+ < 0.9$.

We have also considered the effect of the background due to misinterpreted $D^0 \rightarrow K^+K^-$ decays. The signal obtained when this is added to the other backgrounds differs from the one obtained disregarding it by a small fraction of the statistical error with a sign that varies randomly from one momentum interval to the other. We have therefore disregarded this effect.

**B. $D^+$**

In $D^+ \rightarrow K^-\pi^+\pi^+$ decay the $K^-$ candidate is required to have particle-identification information consistent with the $K^-$ hypothesis. The $K^-\pi^+\pi^+$ invariant-mass distributions are shown in Fig. 2.

**C. $D^{*+}$**

We detect the $D^{*+}$ through its decay into $D^0\pi^+$. Since our efficiency for detecting pions vanishing for pion momenta below about 70 MeV/c, we confine our direct measurement of $D^{*+}$ to $D^+\pi^+$ momenta greater than 1.0 GeV/c. We found it unnecessary to use particle identification. To increase the signal-to-background ratio, particularly in the low-$D^{*+}$-momentum bins, we require $\cos \theta_K > -0.80$, where $\theta_K$ is the decay angle (as defined above) of the $K^-$ in the $D^0$ rest frame.

To identify $D^{*+}$s we first select those track combinations for which the absolute value of the mass difference $\Delta M = M("D^{0}\pi+\pi-\pi+)\) - $M("D^0\) is within 1.5 MeV of the known $D^{*+}-D^0$ mass difference (145.4 MeV). Here "$D^0n$" is an appropriate $K^-\pi^+$ or $K^-\pi^+\pi^+\pi^-$ track combination with an effective mass in the interval 1.40–2.2 GeV. The mass distribution of the $D^0$ thus selected is then fitted to a Gaussian signal plus background. In the decay $D^{*+}\rightarrow(\bar{K}^-\pi^+\pi^+)\pi^+$, the exchange of the $K^-$ and $\pi^-$ interpretations results in a broad peak in the $D^0$ candidate mass distribution, which is easily incorporated in the combinatorial background. This would not happen using the inverse procedure: if we were first to select a $D^0$ candidate, then the candidates with interchanged mass interpretations would obviously contribute a peak in the $\Delta M$ distribution of the same width as the signal and would thus be indistinguishable from it. The $K^-\pi^+$ and $K^-\pi^+\pi^+\pi^+$ invariant-mass distributions after the mass-difference selection are shown in Fig. 3.

Although the efficiency for detecting a $D^{*+}$ vanishes

![Figure 2](image-url)  
**FIG. 2.** The $K^-\pi^+\pi^+$ invariant-mass distribution for (a) $x^+ < 0.55$ and (b) $x^+ > 0.55$ showing the fit to the $D^+$ peak.
at low momenta, it is possible to estimate an upper limit for $D^{*+}$ production, thereby calculating the rate of $D^{*+}$ production required to account for all of the $D^0$'s observed. Because of the very small $Q$ value of the $D^{*+}$ decay, the momentum, $p_{D^0}$, of a $D^0$ produced from the decay of a $D^{*+}$ with momentum $p_{D^{*+}}$ can be approximated by

$$p_{D^0} \sim (m_{D^0}/m_{D^{*+}})p_{D^{*+}}.$$  

The region $0.0 < p_{D^0} < 1.5$ GeV/c is therefore fed by $D^{*+}$'s with $0.0 < p_{D^{*+}} < 1.7$ GeV/c with the uncertainty due to the nonzero $Q$ value being around 5%. We have used this technique in Sec. IV B to obtain a measurement of $D^{*+}$ production for $0.2 < x^+ < 0.43$.

D. $D^{*0}$

To identify a $D^{*0}$, we first designate as a $D^0$ candidate any $K^-\pi^+$ combination within ±30 MeV of the known $D^0$ mass (1864.6 MeV) which cannot be identified as a $D^{*+} \rightarrow D^0\pi^+$ decay product when combined with other

---

**FIG. 3.** The $K^-\pi^+$ invariant-mass distribution for $D^{*+} \rightarrow D^0\pi^+$, $D^0 \rightarrow K^-\pi^+$ candidates with (a) $0.37 < x^+ < 0.57$ and (b) $x^+ > 0.57$ and the similar $K^-\pi^-\pi^+$ invariant-mass distribution for (c) $0.42 < x^+ < 0.57$ and (d) $x^+ > 0.57$. The fit to the $D^0$ peak is shown in each case.
charged tracks in the event. We combine the four-momentum of each $D^0$ candidate with that of each photon in the event which has not been identified as a $\pi^0$ daughter and calculate the invariant mass $M(K\pi\gamma)$ of the combination. For the background determination we take $K\pi$ combinations from the upper $D^0$ sideband $^{30}$ ($1.91 < M_{K\pi} < 2.11$ GeV) and determine $M(K\pi\gamma)$ using their four-momenta. We then calculate the mass difference

$$\Delta M_D = [M(K\pi\gamma) - M(K\pi)]_{\text{D region}}$$

and compare this with the quantity

$$\Delta M_{D, \text{sideband}} = [M(K\pi\gamma) - M(K\pi)]_{\text{sideband region}}.$$ 

Evidence for the decay of the $D^{*0}$ to the $D^0$ appears as a peak at low mass difference when we subtract the sideband from the signal mass distributions, normalized in the high mass-difference region. Because of our poor photon energy resolution, we are unable to resolve the peaks due to the direct decay $D^{*0}\rightarrow \gamma D^0$ and to the decay $D^{*0}\rightarrow D^0\pi^0 (\pi^0 \rightarrow \gamma\gamma)$. In the latter case, we observe only one of the two $\pi^0$ daughter photons and obtain an apparent peak which is shifted down to approximately one-half of the $D^{*0} - D^0$ mass difference. We accordingly fit our observed signal to a sum of two Gaussians (Fig. 4) with the means and widths obtained from Monte Carlo simulation and the ratio of the two areas also obtained from Monte Carlo events when we input a $(D^{*0} - D^0\gamma)/(D^{*0} - D^0\pi^0)$ relative branching fraction of $(1 - 0.485)/0.485 = 1.06 \pm 0.32$ (Ref. 31).

Because of our relatively small photon-detection efficiency, for the $D^{*0}$ analysis only we also used data samples taken previously at center-of-mass energies of 10.35 and 10.81–10.93 GeV, so that the total integrated luminosity for the $D^{*0}$ analysis amounts to 290 pb$^{-1}$.

E. $D_s$

For the decay chain $D_s \rightarrow \phi \pi^+, \phi \rightarrow K^+ K^-$, all $K^+$ and $K^-$ candidates are required to satisfy kaon consistency in the $dE/dx$ and time-of-flight measurements. A $K^+ K^-$ combination is required to have its invariant mass within 5 MeV of the known $\phi$ mass. Figure 5 shows the $K^+ K^-$ invariant-mass distribution with a peak at the $\phi$ mass. Any three-track $K^+ K^- \pi^+$ combination for which the $K^+ K^-$ combination satisfies these $\phi$ criteria is considered a $D_s$ candidate.

In order to improve the signal-to-noise ratio, additional requirements are made on decay angles. Since the $D_s$ meson is spinless, the pion decay angle $\theta_\pi$ in the $D_s$ center of mass must be isotropically distributed. The vector particle $\phi$ is aligned with respect to its direction of motion relative to the $D_s$, so that the distribution in $\theta_\phi$, where $\theta_\phi$ is the decay angle, as previously defined, of the $K^+$ in the $\phi$ rest frame, is proportional to $\cos^2 \theta_\phi$. In Fig. 6 we show the distributions of $\cos \theta_\phi$ and $\cos \theta_\phi$ for the $D_s$ signal. There is good agreement between the measured and expected angular distributions. We require $\cos \theta_\phi > -0.8$, for which a 10% loss in signal is expected, and $|\cos \theta_\phi| > 0.4$, for which a 6.4% loss is predicted.

In Fig. 7 we show the resulting $\phi \pi$ mass spectrum for $x^+ > 0.56$.

F. $\Lambda_c$

In the case of the $\Lambda_c \rightarrow p K^- \pi^+$ decay, we require positive identification of the proton and consistency of the kaon. In order to reduce the background, the following cuts are applied: $p_x > 0.20$ GeV/$c$, $p_K > 0.15$ GeV/$c$, and $p_\pi > 0.30$ GeV/$c$. Proton identification and the cut on

![Figure 4](image)

**Figure 4.** The sideband-subtracted invariant-mass difference $M(K^- \pi^+ \gamma) - M(K^- \pi^+ \gamma)$ distribution for $x^+ > 0.51$. The curves are the fits to the expected shapes for the decays $D^{*0} \rightarrow D^0 \pi^0$ and $D^{*0} \rightarrow D^0 \gamma$ and their sum.

![Figure 5](image)

**Figure 5.** The $K^+ K^-$ invariant-mass distribution showing the fit to the $\phi$ peak.
the pion momentum are the most effect in reducing the background.

The efficiency for positive proton identification varies from 95% at the lowest momenta to 10% at 2.0 GeV/c. A systematic error of 18% on the production cross section has been estimated by changing the particle identification criteria and the momentum cuts.

The $pK^+\pi^-$ invariant-mass distribution for $x > 0.50$ is shown in Fig. 8.

IV. DIFFERENTIAL AND TOTAL CROSS SECTIONS

In this section we present our results on the differential and total cross sections for the production of charmed hadrons and their comparison with the results of other experiments. We start by introducing the variables with respect to which we have measured the differential cross sections.
A. Choice of fragmentation variables

Two commonly used scaling variables are

\[ x = \frac{p}{p_{\text{max}}} \quad \text{and} \quad x^+ = \frac{E+p}{E_{\text{max}}+p_{\text{max}}}, \tag{8} \]

where \( p \) and \( E \) are the momentum and energy of the hadron and \( p_{\parallel} \) is the component of \( p \) along the jet axis; \( E_{\text{max}} \) and \( p_{\text{max}} \) are the corresponding maximum attainable values.

We define \( p_{\text{max}} \) as

\[ p_{\text{max}} = (E_{\text{beam}}^2 - m^2)^{1/2}, \tag{9} \]

where \( m \) is the mass of the hadron in question. The \( D^* \) can be produced with a \( D \) rather than a \( D^* \), giving a slightly higher value of \( p_{\text{max}} \) than given by (9); however, the difference of 0.5% is negligible.

Within any parton fragmentation model the definitions of the variables \( x \) and \( x^+ \) would have as the denominator the (unknown) respective quantities for the primary charm quark rather than the kinematical limit for the charmed hadron under consideration. The two choices differ because of the mass of the quark and especially because of gluon bremsstrahlung. We shall discuss the QCD radiative corrections later.

The variable most widely used in the context of the string fragmentation model is the light-cone variable \( x^+ \). It has the advantage of being a relativistic invariant for boosts in the direction of the primary quark motion. Not knowing the direction of the initial quark and not being able to estimate reliably even the jet direction, we substitute the magnitude of the hadron momentum for its longitudinal component:

\[ x^+ = \frac{E+p}{E+p_{\text{max}}}. \tag{10} \]

We have used the Lund Monte Carlo procedure\(^\text{52}\) to study the effect of this substitution. Figure 9 shows the \( D^* \) distribution in \( x^+ \), defined in Eq. (10) divided by the corresponding variable using Eq. (8). The distortion of the distribution is minimal except for \( x^+ < 0.35 \), where our \( D^{*+} \) acceptance vanishes.

B. Experimental fragmentation distributions

The experimental fragmentation distributions \( B \, d\sigma/dx^+ \) uncorrected for decay branching fractions \( B \) (except in the case of \( \phi \to K^+ K^- \)), for \( D^{*+}, D^0, D^+, D_s \), and \( A_c \) are shown in Figs. 10–14. The curves shown in the figures will be described in Sec. VII B. In Tables I–V we give, bin by bin, the reconstruction efficiency, the raw yield of events, the differential cross section \( B \, d\sigma/dx^+ \), and the fully corrected, scaling cross section \( s \, d\sigma/dx^+ \).

(The decay branching fractions used for the latter are listed in Table IX.) Our measurements have been appropriately scaled to represent the cross section at \( \sqrt{s} = 10.55 \) GeV. The errors shown in Tables I–V and in Figs. 10–15 are due to the statistical accuracy of the data sample and to uncertainties in the simulations used to obtain the detection efficiencies. Negative values of the differential cross sections, whenever they result from

---

**FIG. 9.** The ratio of the Lund Monte Carlo \( D^* \) fragmentation distribution using the variable \( x^+ \) as defined in Eq. (8) to that using the correct light-cone variable.

---

**FIG. 10.** The experimental \( D^{*+} \) fragmentation distribution \( B \, d\sigma/dx^+ \). The curve is a fit to the distribution predicted by the Lund Monte Carlo procedure.
FIG. 11. The experimental $D^0$ fragmentation distribution $B \, d\sigma / dx^+$. The curve is a fit to the distribution predicted by the Lund Monte Carlo procedure.

FIG. 13. The experimental $D_s$ fragmentation distribution $B \, d\sigma / dx^+$. The curve is a fit to the distribution predicted by the Lund Monte Carlo procedure.

FIG. 12. The experimental $D^+$ fragmentation distribution $B \, d\sigma / dx^+$. The curve is a fit to the distribution predicted by the Lund Monte Carlo procedure.

FIG. 14. The experimental $\Lambda_c$ fragmentation distribution $B \, d\sigma / dx^+$. The curve is a fit to the distribution predicted by the Lund Monte Carlo procedure.
### TABLE I. $D^*^+$ fragmentation data, $x^+$ variable.

<table>
<thead>
<tr>
<th>$x^+$</th>
<th>Efficiency</th>
<th>Yield</th>
<th>$B \frac{d\sigma}{dx^+}$ (pb)</th>
<th>$s \frac{d\sigma}{dx^+}$ (GeV^2nb)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a) $D^*^+ \rightarrow D^0\pi^+$, $D^0 \rightarrow K^-\pi^+$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.37–0.47</td>
<td>0.19±0.01</td>
<td>13±5</td>
<td>19±7</td>
<td>82±32</td>
</tr>
<tr>
<td>0.47–0.57</td>
<td>0.31±0.01</td>
<td>29±6</td>
<td>27±6</td>
<td>119±25</td>
</tr>
<tr>
<td>0.57–0.62</td>
<td>0.35±0.02</td>
<td>80±10</td>
<td>40±5</td>
<td>177±24</td>
</tr>
<tr>
<td>0.62–0.67</td>
<td>0.37±0.02</td>
<td>80±10</td>
<td>38±5</td>
<td>168±23</td>
</tr>
<tr>
<td>0.67–0.72</td>
<td>0.38±0.02</td>
<td>96±11</td>
<td>44±6</td>
<td>195±25</td>
</tr>
<tr>
<td>0.72–0.77</td>
<td>0.39±0.03</td>
<td>52±9</td>
<td>23±4</td>
<td>104±19</td>
</tr>
<tr>
<td>0.77–0.82</td>
<td>0.40±0.03</td>
<td>47±8</td>
<td>21±4</td>
<td>93±17</td>
</tr>
<tr>
<td>0.82–0.87</td>
<td>0.40±0.03</td>
<td>45±8</td>
<td>20±4</td>
<td>88±17</td>
</tr>
<tr>
<td>0.87–0.92</td>
<td>0.41±0.03</td>
<td>36±7</td>
<td>16±3</td>
<td>69±15</td>
</tr>
<tr>
<td>0.92–0.97</td>
<td>0.42±0.03</td>
<td>13±5</td>
<td>6±2</td>
<td>24±10</td>
</tr>
<tr>
<td>0.97–1.00</td>
<td>0.43±0.03</td>
<td>3±2</td>
<td>2±1</td>
<td>9±5</td>
</tr>
<tr>
<td>(b) $D^*^+ \rightarrow D^0\pi^+$, $D^0 \rightarrow K^-\pi^+\pi^+$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.47–0.57</td>
<td>0.18±0.02</td>
<td>38±12</td>
<td>59±20</td>
<td>120±41</td>
</tr>
<tr>
<td>0.57–0.62</td>
<td>0.23±0.02</td>
<td>88±15</td>
<td>68±13</td>
<td>139±27</td>
</tr>
<tr>
<td>0.62–0.67</td>
<td>0.25±0.02</td>
<td>100±13</td>
<td>70±11</td>
<td>143±23</td>
</tr>
<tr>
<td>0.67–0.72</td>
<td>0.27±0.02</td>
<td>117±16</td>
<td>76±12</td>
<td>154±25</td>
</tr>
<tr>
<td>0.72–0.77</td>
<td>0.29±0.02</td>
<td>101±14</td>
<td>62±10</td>
<td>126±21</td>
</tr>
<tr>
<td>0.77–0.82</td>
<td>0.30±0.03</td>
<td>98±12</td>
<td>58±9</td>
<td>119±17</td>
</tr>
<tr>
<td>0.82–0.87</td>
<td>0.31±0.03</td>
<td>87±11</td>
<td>50±8</td>
<td>102±16</td>
</tr>
<tr>
<td>0.87–0.92</td>
<td>0.31±0.03</td>
<td>70±10</td>
<td>40±7</td>
<td>82±14</td>
</tr>
<tr>
<td>0.92–0.97</td>
<td>0.31±0.03</td>
<td>39±8</td>
<td>22±5</td>
<td>46±10</td>
</tr>
<tr>
<td>0.97–1.00</td>
<td>0.30±0.03</td>
<td>8±4</td>
<td>8±4</td>
<td>16±8</td>
</tr>
</tbody>
</table>

### TABLE II. $D^0$ fragmentation data, $x^+$ variable.

<table>
<thead>
<tr>
<th>$x^+$</th>
<th>Efficiency</th>
<th>Yield</th>
<th>$B \frac{d\sigma}{dx^+}$ (pb)</th>
<th>$s \frac{d\sigma}{dx^+}$ (GeV^2nb)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.16–0.26</td>
<td>0.61±0.02</td>
<td>50±37</td>
<td>22±17</td>
<td>59±44</td>
</tr>
<tr>
<td>0.26–0.36</td>
<td>0.57±0.02</td>
<td>123±65</td>
<td>59±32</td>
<td>157±84</td>
</tr>
<tr>
<td>0.36–0.46</td>
<td>0.54±0.02</td>
<td>156±48</td>
<td>79±24</td>
<td>209±64</td>
</tr>
<tr>
<td>0.46–0.56</td>
<td>0.53±0.02</td>
<td>191±36</td>
<td>100±19</td>
<td>262±49</td>
</tr>
<tr>
<td>0.56–0.61</td>
<td>0.53±0.02</td>
<td>257±40</td>
<td>86±13</td>
<td>229±35</td>
</tr>
<tr>
<td>0.61–0.66</td>
<td>0.53±0.02</td>
<td>378±38</td>
<td>125±13</td>
<td>334±34</td>
</tr>
<tr>
<td>0.66–0.71</td>
<td>0.54±0.02</td>
<td>248±32</td>
<td>81±11</td>
<td>216±28</td>
</tr>
<tr>
<td>0.71–0.76</td>
<td>0.54±0.02</td>
<td>237±28</td>
<td>77±9</td>
<td>206±25</td>
</tr>
<tr>
<td>0.76–0.81</td>
<td>0.55±0.02</td>
<td>205±25</td>
<td>66±8</td>
<td>175±21</td>
</tr>
<tr>
<td>0.81–0.86</td>
<td>0.56±0.02</td>
<td>123±20</td>
<td>39±6</td>
<td>103±17</td>
</tr>
<tr>
<td>0.86–0.91</td>
<td>0.57±0.02</td>
<td>86±15</td>
<td>27±5</td>
<td>71±12</td>
</tr>
<tr>
<td>0.91–0.96</td>
<td>0.58±0.02</td>
<td>38±11</td>
<td>11±3</td>
<td>30±8</td>
</tr>
<tr>
<td>0.96–1.00</td>
<td>0.59±0.02</td>
<td>13±8</td>
<td>4±2</td>
<td>11±6</td>
</tr>
</tbody>
</table>

### TABLE III. $D^+$ fragmentation data, $x^+$ variable.

<table>
<thead>
<tr>
<th>$x^+$</th>
<th>Efficiency</th>
<th>Yield</th>
<th>$B \frac{d\sigma}{dx^+}$ (pb)</th>
<th>$s \frac{d\sigma}{dx^+}$ (GeV^2nb)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.20–0.40</td>
<td>0.38±0.01</td>
<td>−34±26</td>
<td>−51±39</td>
<td>−62±47</td>
</tr>
<tr>
<td>0.40–0.55</td>
<td>0.37±0.01</td>
<td>92±25</td>
<td>139±38</td>
<td>166±46</td>
</tr>
<tr>
<td>0.55–0.60</td>
<td>0.37±0.01</td>
<td>186±58</td>
<td>88±28</td>
<td>106±33</td>
</tr>
<tr>
<td>0.60–0.65</td>
<td>0.37±0.01</td>
<td>314±55</td>
<td>148±26</td>
<td>177±31</td>
</tr>
<tr>
<td>0.65–0.70</td>
<td>0.38±0.01</td>
<td>159±46</td>
<td>74±21</td>
<td>89±26</td>
</tr>
<tr>
<td>0.70–0.75</td>
<td>0.38±0.01</td>
<td>197±38</td>
<td>90±18</td>
<td>108±21</td>
</tr>
<tr>
<td>0.75–0.80</td>
<td>0.39±0.01</td>
<td>193±32</td>
<td>87±15</td>
<td>104±17</td>
</tr>
<tr>
<td>0.80–0.85</td>
<td>0.40±0.01</td>
<td>128±25</td>
<td>57±11</td>
<td>68±14</td>
</tr>
<tr>
<td>0.85–0.90</td>
<td>0.41±0.01</td>
<td>85±19</td>
<td>37±8</td>
<td>44±10</td>
</tr>
<tr>
<td>0.90–1.00</td>
<td>0.42±0.01</td>
<td>22±6</td>
<td>9±3</td>
<td>11±3</td>
</tr>
</tbody>
</table>
sistent with each other, the relative \( \chi^2 \) being 8.2 for nine
degrees of freedom. The two results have been combined
in Fig. 10 and also in Fig. 15 (Ref. 33), where we show
the fully corrected, scaling fragmentation distribution
\( s \, d\sigma/dx^+ \) for \( D^* \) compared with data from the ARGUS
Collaboration.\(^{20} \) The ARGUS data were scaled by 0.610
to take into account the different decay branching frac-
tions used. The agreement is excellent. The curve in Fig.
15 will be discussed later.

Because of the large statistical errors due to the small
signal-to-background ratio, the \( D^{*0} \) sample was divided
into only two \( x^+ \) intervals. In Table VI we give the in-
formation as in the previous tables for the two \( x^+ \) inter-
vals, including the systematic uncertainty in the modeling
of the detection efficiency.

In the case of the \( D_1 \) and \( \Lambda_c \), no fully corrected
differential cross sections are listed because of the large
uncertainty in their decay branching fractions.

C. Comparison with PEP and PETRA results

As has been noted by Bethke\(^{34} \) and others, the com-
parison of data at CESR energies to that of PEP and/or
PETRA requires an understanding of how the large QCD
radiative corrections change with increasing center-of-
mass energy.

For this study we use only the \( D^{*+} \) sample because
similar measurements exist at the PEP/PETRA energies.\(^{12-14,16,19} \) Furthermore, this sample is statistically
the most accurate, has the least background, and is mea-
sured through two different \( D^0 \) decay modes, allowing a
check of the systematic errors. For the fragmentation
variable we use \( x^+ \) since that, being Lorentz invariant,
facilitates the comparison of data at various energies.

Our method of comparison uses an evolution equation
for QCD which relates the fragmentation function at one

\[
\frac{dD(x^+, t_0)}{dt} = \frac{24}{75 t_0} \left[ \frac{1+z^2}{1-z} \frac{D(x^+/z, t_0)}{z} - D(x^+, t_0) \right] \frac{dz}{dz} + \frac{D(x^+, t_0)}{1+z} \left[ \frac{x^+ + (1+z^2)/2}{1} + 2 \ln(1-x^+) \right],
\]

where \( D(x^+, t) \) is the fragmentation function at a par-
ticular dimensionless energy defined as \( t = \ln(s/\Lambda^2) \), where
\( \Lambda \) is the QCD parameter. We then use our \( D^{*+} \) distri-
bution from Fig. 10 as \( D(x^+, t_0) \) at \( \sqrt{s} = 10.55 \) GeV and
evolve the distribution to \( \sqrt{s} = 30.4 \) GeV, which is an
average of the PEP and PETRA center-of-mass energies.
The analysis assumes four quark flavors (to calculate the
two numerical parameters 24 and 75), a QCD parameter

| TABLE IV. \( D_1 \) fragmentation data, \( x^+ \) variable. |
|-------------------|-------------------|-------------------|-------------------|-------------------|
| \( x^+ \)      | Efficiency | Yield       | \( B \frac{d\sigma}{dx^+} \) (pb) |
| 0.20–0.30       | 0.08±0.01 | 2.1±1.5     | −8±5            |
| 0.30–0.40       | 0.09±0.01 | 0.1±0.37    | 0±12            |
| 0.40–0.50       | 0.08±0.01 | 4.3±4.0     | 15±14           |
| 0.50–0.60       | 0.08±0.01 | 11.5±6.7    | 12±7            |
| 0.60–0.70       | 0.10±0.01 | 20.6±6.2    | 19±6            |
| 0.70–0.80       | 0.09±0.01 | 19.7±5.8    | 19±5            |
| 0.80–1.00       | 0.11±0.01 | 11.3±4.3    | 5±2             |

| TABLE V. \( \Lambda_c \) fragmentation data, \( x^+ \) variable. |
|-------------------|-------------------|-------------------|-------------------|-------------------|
| \( x^+ \)      | Efficiency | Yield       | \( B \frac{d\sigma}{dx^+} \) (pb) |
| 0.22–0.30       | 0.30±0.04 | −13±15      | −15±17           |
| 0.30–0.50       | 0.24±0.02 | 29±32       | 17±18            |
| 0.50–0.60       | 0.23±0.02 | 30±15       | 35±19            |
| 0.60–0.70       | 0.21±0.02 | 93±21       | 39±9             |
| 0.70–0.80       | 0.19±0.02 | 49±15       | 22±7             |
| 0.80–0.90       | 0.14±0.02 | 21±9        | 13±6             |
| 0.90–1.00       | 0.20±0.03 | 4±5         | 2±2              |
TABLE VI. \(D^*\) fragmentation data, \(x^+\) variable. \(D^* \to D^0\gamma\) or \(D^0\pi^0, D^0 \to K^-\pi^+\).

<table>
<thead>
<tr>
<th>(x^+)</th>
<th>Efficiency</th>
<th>Yield</th>
<th>(B \frac{d\sigma}{dx^+}) (pb)</th>
<th>(s \frac{d\sigma}{dx^+}) (GeV^2nb)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.51–0.66</td>
<td>0.13±0.03</td>
<td>413±59</td>
<td>72±10±17</td>
<td>190±27±44</td>
</tr>
<tr>
<td>0.66–1.00</td>
<td>0.14±0.03</td>
<td>345±42</td>
<td>25±3±6</td>
<td>65±8±15</td>
</tr>
</tbody>
</table>

TABLE VII. PEP and PETRA \(D^*\) data.

**TASSO** (Ref. 16)

<table>
<thead>
<tr>
<th>Range in (z)</th>
<th>((s/\beta)d\sigma/dz) ((\mu b/GeV^2))</th>
<th>Range in (x^+)</th>
<th>(s d\sigma/dx^+) ((\mu b/GeV^2))</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.30–0.40</td>
<td>0.03±0.17</td>
<td>0.289–0.393</td>
<td>0.027±0.155</td>
</tr>
<tr>
<td>0.40–0.50</td>
<td>0.08±0.11</td>
<td>0.393–0.495</td>
<td>0.076±0.104</td>
</tr>
<tr>
<td>0.50–0.60</td>
<td>0.33±0.12</td>
<td>0.495–0.596</td>
<td>0.318±0.115</td>
</tr>
<tr>
<td>0.60–0.70</td>
<td>0.27±0.09</td>
<td>0.596–0.697</td>
<td>0.262±0.087</td>
</tr>
<tr>
<td>0.70–0.80</td>
<td>0.26±0.09</td>
<td>0.697–0.798</td>
<td>0.254±0.088</td>
</tr>
<tr>
<td>0.80–0.90</td>
<td>0.10±0.06</td>
<td>0.798–0.899</td>
<td>0.098±0.059</td>
</tr>
<tr>
<td>0.90–1.00</td>
<td>0.01±0.04</td>
<td>0.899–1.000</td>
<td>0.010±0.039</td>
</tr>
</tbody>
</table>

**JADE** (Ref. 19)

<table>
<thead>
<tr>
<th>Range in (z)</th>
<th>(s d\sigma/dz) ((\mu b/GeV^2))</th>
<th>Range in (x^+)</th>
<th>(s d\sigma/dx^+) ((\mu b/GeV^2))</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.28–0.40</td>
<td>0.04±0.13</td>
<td>0.268–0.391</td>
<td>0.039±0.125</td>
</tr>
<tr>
<td>0.40–0.52</td>
<td>0.29±0.09</td>
<td>0.391–0.515</td>
<td>0.284±0.088</td>
</tr>
<tr>
<td>0.52–0.64</td>
<td>0.54±0.12</td>
<td>0.515–0.637</td>
<td>0.532±0.118</td>
</tr>
<tr>
<td>0.64–0.76</td>
<td>0.30±0.11</td>
<td>0.637–0.758</td>
<td>0.297±0.109</td>
</tr>
<tr>
<td>0.76–0.88</td>
<td>0.15±0.09</td>
<td>0.758–0.879</td>
<td>0.149±0.089</td>
</tr>
<tr>
<td>0.88–1.00</td>
<td>0.11±0.09</td>
<td>0.879–1.000</td>
<td>0.109±0.089</td>
</tr>
</tbody>
</table>

**HRS** (Ref. 13)

<table>
<thead>
<tr>
<th>Range in (z)</th>
<th>((s/\beta)d\sigma/dz) ((\mu b/GeV^2))</th>
<th>Range in (x^+)</th>
<th>(s d\sigma/dx^+) ((\mu b/GeV^2))</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.20–0.40</td>
<td>0.168±0.049</td>
<td>0.173–0.389</td>
<td>0.134±0.039</td>
</tr>
<tr>
<td>0.40–0.50</td>
<td>0.185±0.060</td>
<td>0.389–0.493</td>
<td>0.171±0.055</td>
</tr>
<tr>
<td>0.50–0.60</td>
<td>0.391±0.070</td>
<td>0.493–0.595</td>
<td>0.370±0.066</td>
</tr>
<tr>
<td>0.60–0.70</td>
<td>0.211±0.050</td>
<td>0.595–0.696</td>
<td>0.203±0.048</td>
</tr>
<tr>
<td>0.70–0.80</td>
<td>0.118±0.035</td>
<td>0.696–0.798</td>
<td>0.114±0.034</td>
</tr>
<tr>
<td>0.80–1.00</td>
<td>0.026±0.011</td>
<td>0.798–1.000</td>
<td>0.025±0.011</td>
</tr>
</tbody>
</table>

**TPC** (Ref. 14)

<table>
<thead>
<tr>
<th>Range in (z)</th>
<th>((s/\beta)d\sigma/dz) ((\mu b/GeV^2))</th>
<th>Range in (x^+)</th>
<th>(s d\sigma/dx^+) ((\mu b/GeV^2))</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.20–0.30</td>
<td>0.00±0.10</td>
<td>0.173–0.284</td>
<td>0.000±0.074</td>
</tr>
<tr>
<td>0.30–0.40</td>
<td>0.21±0.07</td>
<td>0.284–0.389</td>
<td>0.183±0.061</td>
</tr>
<tr>
<td>0.40–0.50</td>
<td>0.22±0.07</td>
<td>0.389–0.493</td>
<td>0.203±0.065</td>
</tr>
<tr>
<td>0.50–0.60</td>
<td>0.25±0.07</td>
<td>0.493–0.595</td>
<td>0.237±0.066</td>
</tr>
<tr>
<td>0.60–0.70</td>
<td>0.33±0.08</td>
<td>0.595–0.696</td>
<td>0.317±0.077</td>
</tr>
<tr>
<td>0.70–0.80</td>
<td>0.15±0.06</td>
<td>0.696–0.798</td>
<td>0.145±0.058</td>
</tr>
<tr>
<td>0.80–0.90</td>
<td>0.08±0.04</td>
<td>0.798–0.899</td>
<td>0.078±0.039</td>
</tr>
<tr>
<td>0.90–1.00</td>
<td>0.04±0.02</td>
<td>0.899–1.000</td>
<td>0.039±0.195</td>
</tr>
</tbody>
</table>
We now consider the fragmentation distributions of $D^{*+}$, which were measured in Ref. 16 and Ref. 19. We have used these data to determine the shape of the fragmentation function for $D^{*+}$, and the results are shown in Fig. 16.

The fitted $D^{*+}$ fragmentation distribution is depicted as the solid line in Fig. 16, and the shape of the distribution is given by

$$ s d\sigma/dx^+ = \frac{1}{p_{T\text{max}}} \frac{d^2N}{dE_x dx^+} $$

where $p_{T\text{max}}$ is the maximum momentum of the charged particles in the event.

Listed in Table VIII are the $D^{*+}$ fragmentation distributions of the TASSO (Ref. 16) and JADE (Ref. 19) collaborations at PETRA and of the HRS (Ref. 13) and TPC (Ref. 14) experiments at PEP. Both the published results (in the variable $z = E/E_{\text{max}}$) and the results of converting to $d\sigma/dx^+$ vs $x^+$ are given. No attempt has been made to subtract the contamination from $B$ decay or to alter the distributions for QED radiation. We then take the form from the fitted CLEO $D^{*+}$ data and that from the evolution prescription and vary only the normalizations in attempting to fit the PETRA results. To eliminate $D^{*+}$'s produced via $B$ meson decay, we have only used data for $x^+ > 0.4$ in the fitting procedure.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>CLEO shape</th>
<th>Evolution shape</th>
</tr>
</thead>
<tbody>
<tr>
<td>TASSO (PETRA)</td>
<td>3.5/5</td>
<td>2.8/5</td>
</tr>
<tr>
<td>JADE (PETRA)</td>
<td>4.9/4</td>
<td>2.9/4</td>
</tr>
<tr>
<td>HRS (PEP)</td>
<td>29.0/4</td>
<td>18.0/4</td>
</tr>
<tr>
<td>TPC (PEP)</td>
<td>6.8/6</td>
<td>2.9/6</td>
</tr>
</tbody>
</table>

The $\chi^2$ from fitting each experiment's data to our data and to the evolved distribution are listed in Table VIII and depicted in Figs. 17(a)–17(d). With the exception of the HRS data, the agreement is very good and demonstrates the usefulness of this evolution procedure in comparing spectra obtained at different center-of-mass energies. Even in the comparison with the HRS data, the distribution evolved to $\sqrt{s} = 30.4$ GeV gives a much better $\chi^2$ than the original data at $\sqrt{s} = 10.55$ GeV.

D. The total cross sections

In the low-momentum region, $x < 0.50 (x^+ < 0.55)$, the statistical accuracy of our data is poor since the combinatorial background is large and we are restricted to the continuum sample in order to avoid including charmed particles from $B$ decay. Furthermore, the $D^{*+}$ acceptance drops to zero for $x < 0.3 (x^+ < 0.4)$. We therefore present in Table IX our measured products of cross section times decay branching fraction, $B\sigma$, integrated over the interval $0.50 < x < 1.0 (0.55 < x^+ < 1.0)$.

To find the total cross sections, we extrapolate over the unseen part of the momentum spectrum. In the case of the $D^{*+}$ we use our fits to the theoretical fragmentation models described later in Sec. VII C. The spread of values for the integrals of the fitted fragmentation functions is less than the statistical error. We quote as a total $B\sigma$ the mean of these values and assign their rms spread as a systematic error.

For the $D^0$, $D^+$, $D_s$, and $\Lambda_c$, the models used to describe the fragmentation distributions are not expected to be meaningful because of the large feed down from heavier charmed particles. However, we have used those models which adequately fit the data in order to extrapolate to low momenta, as was done for the $D^{*+}$. Again, we use the spread in the resulting values as a measure of the systematic error. The measured $B\sigma (x > 0.50)$, the extrapolated $B\sigma$, and the total cross sections, with the decay branching fractions used, are given in Table IX. In order to obtain the total cross section for $D^{*0}$ production, we assume that the shape of the differential cross section is the same as that of the $D^{*+}$. The total cross section so obtained is consistent with that for $D^{*+}$ production. It is one of the best measurements of $D^{*0}$ production cross section in $e^+e^-$ annihilation.

E. The total cross section into charmed particles

Using the extrapolated cross sections for $D^0$ and $D^+$ and the branching fractions measured by the Mark III Collaboration, we calculate the total inclusive cross section for $D^0$ and $D^+$ production. The result is $\sigma(D^0 + D^+) = 1.76 \pm 0.15 \pm 0.18$ nb, where the first error is our statistical and systematic uncertainties added in quadrature, while the second error is from the quoted uncertainties in the $D$ decay branching fractions. The total hadronic continuum cross section at $\sqrt{s} = 10.55$ GeV is $3.33 \pm 0.05 \pm 0.21$ nb (Ref. 37). Based on a Monte Carlo study that takes into account initial-state bremsstrahlung and our event-selection efficiency, we find that $\bar{c}\bar{c}$ should account for $(37 \pm 2)$% of the total annihilation cross section into hadrons, where the error is largely due to the
uncertainty in the choice for the maximum photon energy allowed in the initial-state QED radiative corrections. Thus, we expect a charm contribution of $2 \times 0.37 \times 3.33 \text{ nb} = 2.46 \pm 0.04 \pm 0.20 \text{ nb}$. With that assumption, our measured $D^0 + D^+$ production accounts for $(71 \pm 6 \pm 10)\%$ of the expected total charmed-hadron production cross section. The HRS group finds a similar value of $(60 \pm 10)\%$ for the $(D^0 + D^+)$ fraction of the expected charm cross section for $e^+ e^-$ annihilation at $\sqrt{s} = 29$ GeV. Our results imply that as much as $(29 \pm 6 \pm 10)\%$ of the charm cross section goes into $D$, and charmed baryons. The lack of accurate measurements of the $D$,

![Comparison of the evolved CLEO $D^{*+}$ fragmentation distribution from Fig. 16 (solid curve) and a fit to the CLEO data (dashed curve) with the experimental distribution from (a) the TASSO experiment, (b) the JADE experiment, (c) the HRS experiment, and (d) the TPC experiment.](image)
TABLE IX. Total cross sections, $\sqrt{s} = 10.55$ GeV.

<table>
<thead>
<tr>
<th>Decay</th>
<th>Sample size</th>
<th>$B\sigma(x &gt; 0.50)^a$ (pb)</th>
<th>$B\sigma^b$ (pb)</th>
<th>$\sigma_{\text{tot}}^c$ (nb)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D^0 \rightarrow K^- \pi^+$</td>
<td>2244±123</td>
<td>27.0±1.4</td>
<td>52±5±4</td>
<td>1.24±0.11±0.05±0.17</td>
</tr>
<tr>
<td>$D^+ \rightarrow K^- \pi^+ \pi^+$</td>
<td>1376±112</td>
<td>29.3±2.5</td>
<td>47±7±2</td>
<td>0.52±0.08±0.02±0.08</td>
</tr>
<tr>
<td>$D^{*+} \rightarrow D^0 \pi^+$</td>
<td>$K^- \pi^+$</td>
<td>494±26</td>
<td>10.9±0.6</td>
<td>17.0±1.5±1.4</td>
</tr>
<tr>
<td></td>
<td>$K^- \pi^- \pi^+$</td>
<td>746±38</td>
<td>23.1±1.2</td>
<td>33.0±3.0±1.8</td>
</tr>
<tr>
<td>$D^{*0} \rightarrow D^0 (\gamma \text{ or } \pi^0)$</td>
<td>$K^- \pi^+$</td>
<td>758±73</td>
<td>19.8±1.9±3.3c</td>
<td>30.0±3.0±5.8f 0.74±0.07±0.14±0.10</td>
</tr>
<tr>
<td>$D_2 \rightarrow J/\psi K^+$</td>
<td>$K^- K^-$</td>
<td>70±13</td>
<td>5.8±1.0</td>
<td>7.2±1.9±1g</td>
</tr>
<tr>
<td></td>
<td>$\Delta \rightarrow pK^- \pi^+$</td>
<td>225±45</td>
<td>8.6±1.4</td>
<td>13.5±4.0±1.4</td>
</tr>
</tbody>
</table>

$^a$Cross section times branching ratio, $B\sigma$ for $x > 0.50$, for the production of the charmed hadrons detected through the listed decay modes.

$^b$Extrapolated $B\sigma$: values from $a$, scaled by a factor determined from extrapolation of the fitted functions. The first error is the statistical one from fitting the functions; the second is obtained from the variation of the scaling factors for different functions. See $f$ below for the special case of the $D^{*0}$.

$^c$The branching fractions used are $B(D^0 \rightarrow K^- \pi^+ \pi^+) = (4.2\pm0.4\pm0.4\%)$ (Ref. 36), $B(D^0 \rightarrow K^- \pi^- \pi^- \pi^+) = (9.1\pm0.8\pm0.8\%)$ (Ref. 36), $B(D^+ \rightarrow K^- \pi^- \pi^- \pi^+) = (9.1\pm1.3\pm0.4\%)$ (Ref. 36), $B(D^{*+} \rightarrow D^0 \pi^+) = (52\pm7\pm11\%)$, derived in Sec. V, $B(\phi \rightarrow K^+ K^-) = (49\pm1)\%$ (Ref. 31). The third error for $\sigma_{\text{tot}}$ is due to the uncertainties in these branching fractions.

$^d$Weighted average of results for the two decay modes.

$^e$The second error is due to the uncertainty in the relative branching ratio of the two decay modes.

$^f$Assuming that the shape of the differential cross section is the same as that of the $D^{*+}$, we used the scaling factor used for the $D^{*+}$. The first, statistical error is just scaled from the previous column; the second, systematic error combines the scaled, systematic error from the previous column with the error in the scaling factor.

$^g$The lack of knowledge of the decay branching fraction does not allow us to calculate the corrected cross section.

and $\Lambda_c$ decay branching fractions makes it impossible to check this conclusion.

F. Relative decay branching ratio for $D^0$

Since we have measured the $D^{*+}$ cross section independently for two $D^0$ decay modes, the ratio of the two cross sections gives the relative branching fraction of the two modes. For the interval $0.50 < x < 1.0$ where we have the best accuracy, we get

$$\sigma B(D^{*+} \rightarrow (K^- \pi^+) \pi^+) = 10.9\pm0.6\pm0.4 \text{ pb,}$$

$$\sigma B(D^{*+} \rightarrow (K^- \pi^- \pi^- \pi^+) \pi^+) = 23.1\pm1.2\pm0.9 \text{ pb,}$$

where the second error is the systematic error discussed in Sec. IV D. We thus get the ratio

$$B(D^0 \rightarrow K^- \pi^- \pi^- \pi^+) / B(D^0 \rightarrow K^- \pi^-) = 2.12\pm0.16\pm0.09 .$$

This result may be compared to the values reported by the Mark III Collaboration, $2.17\pm0.28\pm0.28$, and by the ARGUS group, $2.17\pm0.28\pm0.23$.

V. VECTOR TO PSEUDOSCALAR RATIO AND THE $D^{*+}$ DECAY BRANCHING RATIO

From our measurement of $D^{*0}$, $D^{*+}$, $D^0$, and $D^+$ production cross sections we can extract two quantities of interest: the $D^{*+}$ decay branching fraction $B_a \equiv B(D^{*+} \rightarrow D^0 \pi^+)$ and the probability $P_V$ for a charmed meson to be produced with spin 1. The four available cross-section values provide redundant information and can be used in different ways to calculate $B_a$, $P_V$, and their product. The equations used to calculate these quantities and the weighted averaging procedure to combine the different results in the best estimate of $B_a$ and $P_V$ are described in Appendix A. The important assumptions are that the $D^{*0}$ and $D^{*+}$ production cross sections are equal and the cross sections for the direct production of $D^0$ and $D^+$ are also equal.

For the branching fraction $B_a \equiv B(D^{*+} \rightarrow D^0 \pi^+)$ we obtain

$$B_a = 0.52\pm0.07\pm0.11 .$$

This value should be compared with the previous results of Goldhaber et al. (0.60±0.15), of Coles et al. (0.44±0.07), and with the recent preliminary result (0.55±0.02±0.06) of the Mark III Collaboration.

For the probability $P_V$ for a charmed meson to be produced as a vector meson we obtain the result

$$P_V = 0.85\pm0.11\pm0.17 .$$

Based on spin counting, one naively expects $P_V = 0.75$. Buchanan and Chun have modified the Lund fragmentation model doing away with strangeness and diquark suppression parameters, relying completely on the hadron masses to differentiate the production of baryons and strange particles from that of ordinary mesons. For charmed mesons they predict $P_V = 0.63$, which is lower than, but not incompatible with our result.

As shown in Appendix A, the product $B_a P_V$ can be
calculated directly from the measured $D^*$ and $D$-production cross sections giving the result
\[ B_0 P_F = 0.44 \pm 0.04 \pm 0.05 \, . \] (13)

VI. FRAGMENTATION DISTRIBUTIONS

In this section we compare our measured differential cross sections to various theoretical fragmentation models. We begin with a review of these models.

A. Models of heavy-quark fragmentation

Despite the current impossibility of performing rigorous QCD calculations of the hadronization process, most fragmentation models are, in different ways, inspired by QCD. The one that seems best to describe the experimental data is the Lund model\(^4\) which views the fragmentation as a succession of breakings of a QCD string due to the creation, through a tunneling process, of $q\bar{q}$ (or diquark-antidiquark) pairs from the vacuum. After the pioneering work of Field and Feynman,\(^3\) the Lund group produced a widely used Monte Carlo computer program\(^32\) of quark and gluon hadronization. This approach is completely stochastic: amplitude phases and interferences effects are ignored.

A substantially different approach is that of the so-called "shower-cluster" model\(^6\)-\(^8\) in which the QCD field-theoretical approach is used to generate a shower of quarks and gluons. The current ignorance of the confining process does not allow carrying out this nice approach to its ultimate result. Depending on the models, when the mass of the clusters generated in the QCD shower becomes less than an assigned parameter or when the parton mass is evolved below some minimum value, the showering is stopped and each of the clusters is transformed into a few hadrons either by a completely random, phase-space mechanism or by reverting to the string model fragmentation. Monte Carlo programs are also available for this model, which has the advantage of preserving the quantum-mechanical amplitude of the process, at least in the perturbative regime. At the center-of-mass energies of our experiment the nonperturbative regime essentially dominates the hadronization process. For this reason, and also because of the lack of a closed analytical expression for the fragmentation function, we do not compare this model with our results.

Closed analytical formulas for the fragmentation function were derived in the context of the string model by Anderson \textit{et al.}\(^2\) and Bowler.\(^45\) They are reproduced in Table X, where first we define the scaling variables to be used. Here $m_Q$ is the heavy-quark mass and $m_H$ ($m_{H^+}$) is the hadron (transverse)\(^46\) mass. According to Bowler's derivation, $B = \Pi/(2\kappa^2)$, where $\Pi$ is the probability of creating a quark-antiquark pair per unit time and per unit string length, and $\kappa$ is the energy per unit length, or tension, of the string. Thus $B$ is a parameter with a direct, and possibly fundamental, physical interpretation. We have introduced a factor $(1-x+)^\beta$ in the Bowler function to take into account radiative corrections. Although they are derived in very different ways, the two expressions differ only by a small logarithmic term in the exponent.

Kartvelishvili \textit{et al.}\(^47\) derived a very different expression for the fragmentation function using the reciprocity rule that states that, for $x \rightarrow 1$, the fragmentation function of a heavy quark into a hadron should equal the structure function of that quark in that hadron. Their result is also given in Table X, where $\alpha_Q$ is a quark flavor-dependent parameter.

A basic quantum-mechanical approach was used by Peterson \textit{et al.}\(^48\) A factor $1/\Delta E$ is necessarily present, they argued, in the perturbative amplitude for the transition $Q \rightarrow H + q$, where $Q$ is a heavy quark, $q$ a light quark, and $H$ a hadron made of $Q\bar{q}$. Here $\Delta E$ is the difference in energy between the initial heavy-quark state and the final state of a hadron plus the remaining light quark. The parameter $\epsilon_Q$ is the square of the ratio between the transverse mass of the light quark and the mass of the heavy-quark involved. When taking into account the one-dimensional phase-space factor $1/x$, the formula in Table X results.

Collins and Spiller\(^49\) argued that Petersen's formula, behaving as $(1-x)^2$ for $x \rightarrow 1$, disagrees with the reciprocity rule. They have calculated a factor that, taking into account also the transverse motion, restores the agreement with the reciprocity rule and results in the formula shown in Table X, where $k_T$ is the hadron's transverse momentum.

It may be useful to summarize the rationale of the individual factors appearing in the formulas of Table X as follows.

The factor
\[ \exp \left( -B \frac{m_{H+}^2}{x^+} \right) , \] (14)
according to Bowler,\(^45\) expresses the probability of the hadron $H$ to be formed in the string fragmentation process at a time and point such as to give the appropriate value of $x^+$, the string not having broken before that time. It provides a strong attenuation at low $x^+$ that may falsely appear as a threshold but is in fact independent of the center-of-mass energy.

The factor $1/x^+$ expresses longitudinal phase space. The factor $(1-x+)^\beta$, with $\beta \approx 1$, approximately takes into account QCD radiative corrections. In other words, because of gluon bremsstrahlung, only a fraction of the primary quark energy is available to the first-rank primary meson. This factor is particularly important in heavy-quark fragmentation for which the corresponding heavy hadron is believed to be always a first-rank hadron.

The Petersen factor is
\[ \left( 1 - \frac{x}{1-x} \frac{\epsilon_Q}{(1-x)} \right)^{-2} . \] (15)

It expresses the presence of a typical $(1/\Delta E)^2$ term in the perturbative process $Q \rightarrow H + q$. It behaves as $(1-x)^2$ for $x \rightarrow 1$, even without a radiative correction factor.
TABLE X. Analytical expressions of the fragmentation functions.

Definition of the scaling variables:
\[ x = \frac{E}{p_{\text{max}}} \quad , \quad x^+ = \frac{E + p_\perp}{E_{\text{max}} + p_{\text{max}}} \]
where \( E \) and \( p_\perp \) are the energy and longitudinal momentum of the hadron; \( E_{\text{max}} \) and \( p_{\text{max}} \) are the maximum values attainable.

Lund symmetric function (Andersson et al.):
\[ D_g^H(x^+) = N \frac{(1 - x^+)^\beta}{x^+} \exp \left\{ -B m_H^2 \left( \frac{m_H^2}{m_\perp x^+} - 1 - \ln \left( \frac{m_H^2}{m_\perp x^+} \right) \right) \right\} \]

Modified Bowler:
\[ D_g^H(x^+) = N \frac{(1 - x^+)^\beta}{x^+} \exp \left\{ -B m_\perp^2 \left( \frac{m_\perp^2}{m_\perp x^+} - 1 - \ln \left( \frac{m_\perp^2}{m_\perp x^+} \right) \right) \right\} \]
where \( B \equiv (\pi/2\kappa^2) \).

Kartvelishvili et al.: \( D_g^H(x) = N x^{\epsilon Q} (1 - x) \).

Peterson et al.:
\[ D_g^H(x) = N \left[ x \left( 1 - \frac{1}{x} - \frac{\epsilon Q}{(1 - x)} \right) \right]^{2 - 1} \]
where \( \epsilon_Q \equiv m_\perp^2 / m_{\perp H} \).

Collins and Spiller:
\[ D_g^H(x) = N \left[ \frac{1 - x}{x} + \frac{2 - x}{1 - x} \epsilon_Q \right]^{(1 + x^2)} \left( 1 - \frac{1 - x}{1 - x} \right)^{-2} \]
where \( \epsilon_Q \equiv \frac{\langle k_\perp^2 \rangle}{m_\perp^2} \) , \( \langle k_\perp^2 \rangle = (0.45 \text{ GeV})^2 \).

B. Effects of gluon and photon radiation and of charmed-hadron excited states

Two factors serve to complicate the comparison of the theoretical fragmentation functions with data. First, a large fraction of the observed \( D^0 \) and \( D^+ \) are known to be decay products of \( D^* \) and a similar situation may well be true for the \( D^0 \) and \( \Lambda_c \). This result in significant softening of the observed spectra relative to those of the hadrons produced directly. Second, QED initial- and final-state radiation as well as QCD gluon radiation contribute to degrading the energy of the initial charm quarks and, as a consequence, of the charmed hadrons.

To minimize the first effect, we limit the direct comparison with the fragmentation functions to the \( D^{*+} \) data which, except for a possible small contamination from \( D^{**} \) decay,\(^{50}\) are believed to be primary charm fragmentation products.

QCD radiation is important even at our center-of-mass energy. The most visible and calculable effect is a suppression of the high \( x \) spectrum, approximately proportional to \((1 - x)\). The fragmentation functions discussed above, with the exception of Petersen's contain a factor \((1 - x)^\beta \) and can thus adjust for this radiation. However, the only correct way to take fully into account the QED and QCD corrections and the feed down effect from excited charmed states, is to use a Monte Carlo simulation that incorporates all these features, thus allowing a comparison with the fragmentation distributions of all the observed charmed particles.

C. Comparison with the fully simulated Lund symmetric model

A complete comparison of our data with the Lund symmetric model of string fragmentation\(^{51}\) can only be done with a full simulation of the model, i.e., using the Lund Monte Carlo procedure\(^{42}\) which includes the effects of QED and QCD radiation, those of conservation of all quantum numbers, and also other effects typical of the string model.\(^{52,53}\) We have performed such a comparison using our \( D^{*+}, D^0, D^+, \Lambda_c \), and \( \Lambda_b \) fragmentation distribution, while optimizing (as described in more detail in Appendix B) the two parameters \( \beta \) and \( B \) of the Lund symmetric fragmentation function (see Table X). An overall normalization factor was determined by comparison with the measured \( D^{*+} \) fragmentation distribution. We used the \( D^{*+} \) sample because, as already mentioned in Sec. IV C, statistically it is the most accurate, has the least background, and is measured through two different
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\(D^0\) decay modes, allowing a check of the systematic errors. The normalization of the \(D^+\) and \(D^0\) distributions are calculated using the known decay branching fractions\(^{36}\) of those particles. Because of large uncertainty in the values for the decay branching ratios of the \(D_s\) and \(\Lambda_c\), we have treated the normalizations of these two fragmentation distributions as independent parameters.

The optimization resulted in the values

\[
\beta = 0.60 \pm 0.10 \pm 0.04, \\
B = 0.52 \pm 0.05 \pm 0.03 \text{ GeV}^{-2},
\]

where the first error is statistical and the second, systematic, is due to the uncertainties in the \(D^0\) and \(D^+\) branching fractions and to the possible range of values of one of the parameters in the simulation of the QCD radiative corrections (see Appendix B).

The resulting Monte Carlo fragmentation distributions are shown as the curves in Figs. 10–14. The \(\chi^2\) confidence level for the fit is 38\%. This shows that the Lund model provides an excellent simultaneous fit to all five distributions using the same values for the two parameters of the Lund symmetric fragmentation function.

Since the Lund Monte Carlo procedure takes into account the QCD radiative corrections, it should correctly predict the fragmentation distribution at any center-of-mass energy if it has the parameters appropriate to reproduce the experimental distribution at one energy. We have tested this using the Lund Monte Carlo procedure, with the parameter values we obtained above from our data, to calculate the predicted \(D^+\) fragmentation distribution at a center-of-mass energy (\(\sqrt{s} = 30.4\) GeV) that is the average of the PEP and PETRA energies used in Sec. IV.C. Figure 18 shows the comparison of this distribution with the one obtained through the evolution equation in that section. The two approaches seem completely equivalent.

The parameters \(\beta\) and \(B\) also determine the particle multiplicity in \(e^+e^-\) annihilation into hadrons. In fact, as reported in Ref. 32, the JADE Collaboration found empirically that, in order to reproduce the observed multiplicity, the combination \((\beta + 0.3)/B\) should have a value of \(~1.86\). This is in agreement with the result of our fit that gives \((\beta + 0.3)/B = 1.73 \pm 0.11 \pm 0.06\).

The ratio \(B \equiv (\Pi/2\kappa^2)\) of the probability of creating a quark-antiquark pair per unit time and per unit string length to twice the square of the energy per unit length, or tension, of the string is a basic, physically meaningful parameter of the string model. Our procedure for determining this parameter takes into account all the details of the model as simulated in the Lund Monte Carlo procedure and is thus more reliable than the value obtained by directly fitting the fragmentation distributions with the analytical formula of the Lund symmetric function described in the next section. Assuming \(\kappa \sim 0.2 \text{ GeV}^2 = 1 \text{ GeV}^2/\text{fm}\) (from the slope of the Regge trajectories) we get \(\Pi \sim 0.04 \text{ GeV}^{-2}\).

It should be mentioned that the Lund Monte Carlo simulation does not, at present, produce excited meson states beyond the vector mesons. If a fraction of the \(D^{*+}\)'s are decay products of a \(D^{**}\), the softening of the \(D^{*+}\) spectrum may affect the value of both \(\beta\) and \(B\).

### Table XI. Fitted parameters for \(D^+\) fragmentation models.

<table>
<thead>
<tr>
<th>Model</th>
<th>(\chi^2/DF)</th>
<th>(s\sigma_{\text{tot}}) (nb GeV(^2))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anderson model:</td>
<td>(\beta = 1.02 \pm 0.12) , (B = 0.43 \pm 0.07) GeV(^{-2})</td>
<td>7.5/8</td>
</tr>
<tr>
<td>Bowler model:</td>
<td>(\beta = 0.95 \pm 0.11) , (B = 0.63 \pm 0.11) GeV(^{-2})</td>
<td>7.1/8</td>
</tr>
<tr>
<td>Peterson model:</td>
<td>(e_q = (m_q^2 + p_q^2)/m^2 = 0.156 \pm 0.015)</td>
<td>40.0/10</td>
</tr>
<tr>
<td>Collins model:</td>
<td>(e_q = (k_f^2)/m^2 = 0.64 \pm 0.14)</td>
<td>6.3/10</td>
</tr>
<tr>
<td>Kartvelishvili model:</td>
<td>(\alpha_q = 1.40 \pm 0.18)</td>
<td>6.0/10</td>
</tr>
</tbody>
</table>
D. Analytical fits to the $D^{**}$ fragmentation distribution

Previous experiments have compared their measured fragmentation distributions directly with the analytical fragmentation functions discussed in Sec. VI B. For reasons of comparison with the other experiments we have therefore also fitted those analytical fragmentation functions directly to our measured $D^{**}$-production differential cross section. We have used the Andersson and Bowler functions to fit the $x^+$ distribution, according to their theoretical derivation. For the Collins, Kartvelishvili, and Peterson functions we have used the distribution in the $x$ variable. This is consistent with their theoretical derivation and it is also a necessity since these functions remain quite large even below the kinematical limit for $x^+$. The $D^{**}$ distribution and its fits are shown in Fig. 19. The fitted values of the fragmentation parameters and the resulting value of the total scaling cross section $s\sigma_{\text{tot}}$ are tabulated in Table XI.

Not surprisingly, the values for the two parameters $\beta$ and $B$ of the Lund symmetric function found with this method are considerably different from those obtained in the previous section. The parameter $B$ is thus strongly dependent on the radiative and other corrections present in the Lund Monte Carlo procedure and, in so far as those corrections are correctly handled, only the value $B=0.52\pm0.05\pm0.03$ GeV$^{-2}$, obtained through the full simulation of the model in the Monte Carlo procedure, should be considered to have physical meaning.

One can see that all the models give a very satisfactory $\chi^2$ except Peterson’s. Direct fits of the Peterson function have been quite successful in describing previous results of heavy-quark fragmentation, but the substantially improved accuracy of the current experiment makes the discrepancy quite apparent. The poor fit of the Peterson function is largely due to its $(1-x)^2$ behavior at high $x$, in strong disagreement with the three highest bins of the experimental distribution. The introduction of a further factor $(1-x)$ to account for the QCD radiative corrections would seem only to worsen the disagreement. We found, however, that use of the Petersen function within the Lund Monte Carlo procedure gives a very good $\chi^2/DF=7.8/9$ with $\epsilon_Q=0.076\pm0.009$. This value of $\epsilon_Q$ is quite different from the value of $0.156\pm0.015$ obtained by directly fitting the analytical formula to the data, but is in agreement with the theoretically expected value of $\epsilon=(m_Q^2+p_T^2)/m_Q^2-0.07$. Apparently, the spectrum-softening string model corrections already mentioned, combined with the hard spectrum given by a small value of $\epsilon$, give a good description of the data. This was previously pointed out by Bethke. Also in this case, we see the danger of attributing physical meaning to the fragmentation function parameters unless a full simulation of the fragmentation process is carried out in a Monte Carlo calculation.

The value of $\epsilon=0.156\pm0.015$ obtained by directly fitting the analytical formula, is in good agreement with our previous result $(0.14\pm0.03)$ (Ref. 23) as well as with that from the ARGUS group $(0.19\pm0.03)$ (Ref. 20) at the same center-of-mass energy, and with that of the TASSO (0.18$\pm0.07$) (Ref. 16) and the JADE experiment $(0.24\pm0.08)$ (Ref. 18) at the PETRA energy. However, it is appreciably smaller than the values found by the HRS $(0.41\pm0.10)$ (Ref. 11) and the DELCO $(0.31\pm0.08)$ (Ref. 11) Collaborations.

Our value for the parameter $\epsilon_Q$ in the Collins fragmentation function is surprisingly much bigger than the one they predict, $(0.45/m_Q)^2=0.09$, for $m_Q=1.5$ GeV (Ref. 49). Here too we could expect to obtain a smaller value of $\epsilon_Q$ if we were to use the Collins function within the Lund Monte Carlo procedure, as was the case for the
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**FIG. 19.** A fit of the experimental $D^{**}$ fragmentation distribution to the analytical, theoretical fragmentation functions (Tables X and XI) of (a) Andersson and Bowler and (b) Collins, Kartvelishvili, and Peterson.
Peterson function. We doubt, however, that this is a sufficient explanation for the discrepancy.

The fragmentation of quarks into charmed baryons can be formulated in a similar way to meson formation, with either diquark-pair creation replacing quark-pair creation, or modeled as having two independent quark-pair vertices as done by DeGrand. In the latter model, the same value of the Peterson parameter \( \varepsilon = 0.2 \) that fits the charmed-meson fragmentation distributions should be used. As shown in Fig. 20, when this is done the DeGrand model disagrees strongly with our \( \Lambda_c \) data \( [\chi^2 = 34 \text{ with six degrees of freedom (DF)}] \). On the other hand, the diquark model, either through our global fit with the Lund symmetric function in the Lund Monte Carlo procedure (Fig. 14, \( \chi^2 = 6.8 \) with seven DF), or through a direct fit with the analytical Peterson fragmentation function (Fig. 20, \( \chi^2 = 3 \) with five DF, \( \varepsilon_0 = 0.24 \pm 0.10 \)), gives an excellent fit to the data. This confirms our earlier result that the diquark model is a preferable explanation for charmed-baryon fragmentation. However, the Lund symmetric function gives a theoretical distribution slightly harder than the data (Fig. 14).

VII. SUMMARY

Experimental fragmentation distributions for \( D^{*+}, D^{*0}, D^0, D^+, D_c^+ \), and \( \Lambda_c \) from \( e^+e^- \) annihilations at \( \sqrt{s} = 10.55 \text{ GeV} \) have been presented. They have been shown to be described very well by the Lund symmetric string fragmentation model, when including the QED and QCD radiative corrections built in the Lund Monte Carlo procedure.

For the ratio of the probability of creating a quark-antiquark pair per unit time and per unit string length to twice the square of the energy per unit length, or tension, of the string, we find \( B \equiv (1/2k^2) = 0.52 \pm 0.05 \pm 0.03 \text{ GeV}^{-2} \). This measurement should be compared to the value of \( 0.43 \pm 0.07 \text{ GeV}^{-2} \) obtained by directly fitting the analytical formula for the Lund fragmentation function to the \( D^{*+} \) distribution. We believe that the former result should be used since its determination takes into account all the known features of the string fragmentation model. It implies for the probability of creating a quark-antiquark pair per unit time and per unit string length a value \( II = 0.04 \text{ GeV}^{-2} \).

A larger discrepancy between the value of the fragmentation parameter obtained through a full simulation of string fragmentation and that obtained by a direct fit of the fragmentation function to the data is found in fitting the Peterson fragmentation function to the \( D^+ \) data. By the former method we find \( \varepsilon_0 = 0.07 \pm 0.09 \), while direct fitting results in \( \varepsilon_0 = 0.156 \pm 0.015 \). This shows the sensitivity of model parameters to the actual implementation of the full fragmentation scheme, including QCD radiative corrections.

The importance of the QCD corrections is supported by the comparison of our \( D^{*+} \) fragmentation distribution with those obtained from experiments at higher center-of-mass energies at PEP and PETRA. The agreement is appreciably improved when we evolve our distribution to the higher energies using the QCD evolution equation. The evolved distribution also agrees with the Lund Monte Carlo prediction when using the parameters that fit our data.

We have measured the probability \( P_\nu \) for a charmed meson to be produced as a vector meson using our measured values of the total \( D^{*+}, D^{*0}, D^0, \) and \( D^+ \) production cross sections and the known \( D^0 \) and \( D^+ \) decay branching fractions. Our best estimate of this quantity is \( P_\nu = 0.85 \pm 0.11 \pm 0.17 \). It is to be compared with the naive expectation, based on spin state counting, of \( P_\nu = 0.75 \) and with the prediction of \( P_\nu = 0.63 \) by Buchanan and Chun.

Also the branching fraction \( B_\nu \equiv B(D^{*+} \to D^0 + \pi^+) \) can be calculated from our measured values of the total \( D^{*+}, D^{*0}, D^0, \) and \( D^+ \) production cross sections and the known \( D^0 \) and \( D^+ \) decay branching fractions, obtaining \( B_\nu = 0.52 \pm 0.07 \pm 0.11 \). This result should be compared with the previous results of Goldhaber et al. (0.60 \pm 0.15), of Coles et al. (0.44 \pm 0.07), and with the recent preliminary result (0.55 \pm 0.02 \pm 0.06) of the Mark III Collaboration.

The total \( (D^0 + D^+) \) production cross section, fully corrected using the \( D^0 \) and \( D^+ \) decay branching ratios from the Mark III experiment, accounts for \( (71 \pm 6 \pm 10)\% \) of the expected charmed-particle production cross section if we assume that a \( c\bar{c} \) pair is produced in \( (37 \pm 2)\% \) of the \( e^+e^- \) annihilations into hadrons. This result is consistent with other experiments.

We have also determined with higher precision than previous experiments the ratio of two \( D^0 \) branching...
fractions:

\[ B(D^0 \rightarrow K^-\pi^+\pi^-\pi^+)/B(D^0 \rightarrow K^-\pi^+) = 2.12 \pm 0.16 \pm 0.09 \]
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**APPENDIX A: CALCULATION OF B_+ AND P_\nu FROM THE OBSERVED CROSS SECTIONS**

We define the following notation:

\[ P_\nu \equiv \text{vector}/(\text{pseudoscalar }+ \text{vector}) \]

i.e., the probability that a meson be a vector meson

\[ B_+ \equiv B(D^{*+} \rightarrow D^0\pi^+) \]

\[ B_{+0} \equiv B(D^+ \rightarrow K^-\pi^+\pi^+) \]

\[ B_0 \equiv B_0(B_{+0} + B_{04}) \]

\[ N(X) \equiv \sigma(X) \equiv \text{total production cross section} \]

for particle X,

\[ n(X) \equiv B \sigma(X) \equiv \text{production cross section} \]

for particle X decaying into the observed decay mode.

We obtain the following relations:

\[ n(D^{*+}) = n(D^{*+})B_+B_0 \]

\[ n(D^{*0}) = n(D^{*0})B_{+0} \]

\[ n(D^+) = [N_{\text{dir}}(D^+)] + n(D^{*+})(1-B_+) \]

\[ n(D^0) = [N_{\text{dir}}(D^0)] + n(D^{*0}) + B_+N(D^{*+})B_{+0} \]

where \( N_{\text{dir}}(D^+) \) and \( N_{\text{dir}}(D^0) \) are the numbers of \( D^+ \) and \( D^0 \) directly produced.

Assuming that \( N(D^{*+}) = N(D^{*0}) \) and that \( N_{\text{dir}}(D^+) = N_{\text{dir}}(D^0) \), one can calculate \( B_+ \), \( P_\nu \), and their product in various ways from the four relations above as different but not independent functions of the measured cross sections and the decay branching ratios. These functions are described below. The best estimates of \( B_+ \), \( P_\nu \), and \( B_+P_\nu \) are the weighted averages of these different functions, using as weights the inverse of the sum of the squares of their statistical and systematic errors. The errors on the weighted averages are calculated using the weighted averages of the partial derivatives of the different functions with respect to the measured cross sections and branching ratios, thus taking into account the correlations among the different functions.

We can calculate the \( D^{*+} \) decay branching ratio \( B_+ \) by taking the ratio of Eqs. (A1) and (A2) and using the equality of the \( D^{*0} \) and \( D^{*+} \)-production cross sections:

\[ B_+ = \frac{n(D^{*+} \rightarrow K^-\pi^+\pi^+) / n(D^{*0})}{n(D^+)} \]

where we have used the \( D^{*+} \)-production cross section for \( D^{*+} \) with daughter \( D^0 \) decaying into \( K^-\pi^+\pi^+ \). Equation (A5) gives \( B_+ = 0.55 \pm 0.07 \pm 0.11 \).

Using the \( D^{*+} \) production cross section for \( D^{*+} \) with daughter \( D^0 \) decaying into \( K^-\pi^+\pi^+ \), the ratio of Eqs. (A1) and (A2) gives

\[ B_+ = \frac{n(D^{*+} \rightarrow K^-\pi^+\pi^+)B_{+0} / n(D^{*0}B_0)}{B_{+0} = 0.49 \pm 0.07 \pm 0.13} \]

Recalling that \( (1-P_\nu)/P_\nu \) is the ratio of the number of pseudoscalar to vector mesons and that \( D^{*0} \) decays entirely to \( D^0 \), Eqs. (A3) and (A4) give, respectively,

\[ \frac{n(D^+)}{B_+} = \frac{n(D^{*0})}{B_{+0}} \left[ \frac{1}{P_\nu} - B_+ \right] \]

\[ \frac{n(D^0)}{B_{+0}} = \frac{n(D^{*0})}{B_{+0}} \left[ \frac{1}{P_\nu} + B_+ \right] \]

Taking the difference of these two equations we obtain the relation

\[ B_+ = \frac{B_{+0}}{2n(D^{*0})} \left[ \frac{n(D^0)}{B_{+0}} - \frac{n(D^+)}{B_+} \right] \]

which gives \( B_+ = 0.49 \pm 0.10 \pm 0.12 \).

The weighted average of these three measurements gives our best estimate for the \( D^{*+} \) decay branching ratio:

\[ B_+ = 0.52 \pm 0.07 \pm 0.11 \]

To calculate the product \( B_+P_\nu \) we make the same assumptions used in deriving Eqs. (A7) and (A8), but use the \( D^{*+} \) production cross section, to obtain the relations

\[ \frac{n(D^+)}{B_+} = \frac{n(D^{*+})}{B_{+0}} \left[ \frac{1}{P_\nu B_+} - 1 \right] \]

\[ \frac{n(D^0)}{B_{+0}} = \frac{n(D^{*+})}{B_{+0}} \left[ \frac{1}{P_\nu B_+} + 1 \right] \]

Equation (A11) results in \( 1/(B_+P_\nu) = 2.12 \pm 0.35 \pm 0.46 \) and Eq. (A12) gives \( 1/(B_+P_\nu) = 2.31 \pm 0.21 \pm 0.25 \). The weighted average of these two values is
1/(B_P) = 2.21 ± 0.22 ± 0.29, which corresponds to 

\[ B_P = 0.44 ± 0.04 ± 0.05. \]

Dividing this value of \( B_P \) by the value \( A10 \) of \( B_+ \), we obtain one estimate of \( P_V \):

\[ P_V = 0.86 ± 0.11 ± 0.19. \] (A13)

Another way to calculate \( P_V \) is to take the sum of Eqs. (A7) and (A8):

\[ \frac{1}{P_V} = \frac{B_{02}}{2n(D^*^0)} \left( \frac{n(D^+) + n(D^0)}{B_+} \right), \] (A14)

which gives \( P_V = 0.814 ± 0.10 ± 0.17 \). The weighted average of this value and the one in Eq. (A13) gives our final answer of

\[ P_V = 0.85 ± 0.11 ± 0.17. \] (A15)

**APPENDIX B: OPTIMIZATION OF THE LUND FRAGMENTATION PARAMETERS**

Samples of 800,000 \( e^+e^- \to e\overline{e} \) events were generated by version 5.2 of the Lund Monte Carlo simulation using the string fragmentation scheme and the Lund symmetric function, and including second-order radiative corrections for QCD and QED. The parameters \( \beta \) and \( B \) of the Lund symmetric function (see Table X) were varied.

Since obtaining the \( \chi^2 \) for each set of values for the two parameters required a separate Monte Carlo run, we minimized the running time by treating the primary hadrons as stable particles except for the excited charmed mesons \( (D^* \) and \( D^*_+ \)) and charmed baryons \( (\Sigma^*_c) \). Hence, Monte Carlo parameters such as the probabilities for vector-meson production of light hadrons \([P(V)/P(V) + P(PS)] = 0.50\), for strange-particle production \([P(s)/P(u)] = 0.29\), and for baryon production \([P(q)/P(q)] = 0.0068\), are largely irrelevant to the fit.

The Monte Carlo (MC) simulated \( D^*^+ \) fragmentation distribution was normalized to the corresponding data and the normalization factor so obtained, together with the parameter \( P_V \) and the \( D^*^+ \), \( D^0 \), and \( D^+ \) branching ratios, was used to normalize the \( D^0 \) and \( D^+ \) distributions.

We use the same notation as in Appendix A, and in addition we define \( M^*, M^+, M^0 \equiv \) number of \( D^*^+ \), \( D^+ \), \( D^0 \) generated in the Monte Carlo.

The normalization factor \( r^* \) for the \( D^*^+ \) is calculated from a direct comparison of the total number of entries in the data and Monte Carlo fragmentation distributions, for the region of \( x^+ \) in which data are available:

\[ r^* = \frac{n(D^*)}{M^*} = \frac{N(D^*)}{M^*}. \] (B1)

The normalization factors for the \( D^+ \) and \( D^0 \) (\( r^+ \) and \( r^0 \)) can then be easily calculated by recalling that \( D^*^0 \) decays entirely to \( D^0 \) and assuming that \( N(D^*) = N(D^0) \);

\[ r^+ = \frac{n(D^+)}{M^+} = \frac{n(D^*)}{B_+ B_0} \left( \frac{1 - P_{B_+}}{P_V} + (1 - B_+) \right) \]

\[ = \frac{n(D^*)}{B_+ B_0} \left( \frac{1}{P_V} - 1 \right), \] (B2)

\[ r^0 = \frac{n(D^0)}{M^0} = \frac{n(D^*)}{B_0} \left( \frac{1}{B_+ P_V} - 1 \right). \] (B3)

For \( P_V \) and \( B_+ \) we used the values determined in this experiment (Sec. V), while we used the values in Ref. 36 for the \( D^0 \) and \( D^+ \) decay branching ratios. The \( D^+ \) and \( \Lambda_c \) \( MC \) \( x^+ \) distributions were directly normalized to the corresponding distributions in the data. The \( \chi^2 \) for each Monte Carlo run is obtained by comparing bin by bin the \( MC \) \( x^+ \) distributions for the \( D^*^+ \), \( D^0 \), \( D^+ \), \( D^0 \), and \( \Lambda_c \) thus normalized, to the corresponding data distributions.

After a random search for an approximately optimum set of values for the two parameters, four MC samples were generated, varying one parameter at a time by plus or minus a suitable step. If any one of the four \( \chi^2 \) values was smaller than the central one, the corresponding parameter values were chosen as the new optimum set and the procedure repeated with smaller steps until the central value remained the best. At that stage the optimum value of the parameters was calculated by minimizing the \( \chi^2 \) using a simple parabolic approximation independently for each parameter. One MC sample with the optimum values of the parameters, four MC samples varying one parameter at a time, and four MC samples changing two parameters at a time were generated. The \( \chi^2 \)'s for these nine samples allowed the calculation of the Hessian (the second-derivative matrix) of the \( \chi^2 \) as a function of the two parameters. Inversion of the Hessian provided the variance matrix and hence the statistical errors. The optimum values and their errors are

\[ \beta = 0.60 ± 0.08, \quad B = 0.52 ± 0.03 \text{ GeV}^{-2}. \] (B4)

The total \( \chi^2 \) for the five fragmentation distributions was 45.3 with 43 degrees of freedom, giving a confidence level of 38%.

Since the parameters \( P_V \) and \( B_+ \) are calculated from the same data sample, their errors contribute to the statistical error in \( \beta \) and \( B \). The main effect of \( P_V \) and \( B_+ \) is to determine the relative amount of \( D^*^+ \)'s with respect to \( D^+ \)'s and \( D^0 \)'s; however, they also affect the shape of the momentum distribution of the latter two, because of the lower momentum of the \( D^0 \)'s that are decay products of \( D^*^+ \)'s. We have conducted an independent optimization varying, besides \( \beta \) and \( B \), also \( P_V \) and \( B_+ \). This procedure gave, as statistical errors

\[ \sigma_\beta = 0.10, \quad \sigma_B = 0.05 \text{ GeV}^{-2}, \] (B5)

which, taking into account the variability of \( P_V \) and \( B_+ \), give a better estimate of the errors than those in Eq. (B4). The procedure just described neglects the error due to statistical fluctuations in \( n(D^*^+) \), the observed number of \( D^*^+ \). We have therefore repeated the fitting of the two parameters by changing the value of \( n(D^*^+) \) by
\[ (f(D^+))^{1/2} \] The differences between the resulting fitted parameters and the previous set give us the following contributions to the statistical errors:

\[
\sigma_p = 0.025, \quad \sigma_B = 0.020 \text{ GeV}^{-2}.
\]

We have combined these errors quadratically with the ones in (B3) to give the statistical errors quoted in the text.

Also, the \( D^0 \) and \( D^+ \) decay branching fractions affect the normalization of the respective fragmentation distributions. We used the errors due to the fluctuations in \( n(D^*) \) found above to estimate the systematic uncertainty due to the errors in these branching fractions. We obtain

\[
\sigma_p = 0.039, \quad \sigma_B = 0.032 \text{ GeV}^{-2}.
\]

We notice, however, that the branching fractions used all come from the same experiment\(^{36}\) and appear in ratios in the expressions for the normalization factors above; if the errors quoted in Ref. 36 were correlated, the errors above would be overestimated.

Estimating the systematic errors in a model-dependent calculation is fairly arbitrary. We are, however, aware of the effect of a parameter used in handling gluon bremsstrahlung: \( \gamma_{\text{min}} = (m_i / s)_{\text{min}} \) which is the scaled minimum invariant mass between partons \( i \) and \( j \) for the two partons not to merge into one. It influences the initial four-momentum of the charm quarks and hence the charmed-particle spectrum. We have used the default value of 0.02, but, following the suggestion of Bethke,\(^{34}\) we have also produced the optimization using 0.04. The half differences between the two results are

\[
\sigma_p = 0.004, \quad \sigma_B = 0.008 \text{ GeV}^{-2}.
\]

We have combined quadratically the two systematic errors above to give the systematic error shown in the main text.


\(^{21}\)ARGUS Collaboration, H. Albrecht et al., in Proceedings of the XXIII International Conference on High Energy Physics (Ref. 15).


\(^{30}\)Note that we do not use the lower sideband to avoid contamination present from \( D^+ \to K \pi \pi^0 \), where the \( \pi^0 \) is unobserved and the \( K \pi \) invariant mass therefore falls slightly below the true \( D \) mass.


\(^{33}\)In Figs. 10 and 15 we also show an upper limit to the cross section for \( D^* \) production in the interval \( 0.20 < x_+ < 0.43 \) derived, as explained in Sec. III C, assuming equal charged-neutral \( D^* \) production and no direct \( D^0 \) production. Taking our measured \( D^0 \) visible cross section

\[ B \alpha(D^0, 0.0 < x < 0.30) = 5.7 \pm 3.8 \text{ pb} \]

and the decay branching fractions listed in Sec. IV D, we obtain

\[ B \frac{d \sigma(D^*)}{dx} = 29 \pm 20 \text{ pb in the interval} \]
0.20 < x^+ < 0.43. The statistical uncertainty in the measurement dominates over the uncertainty in the rate of direct D^0 production. This point was not used in any of the fits described later.

38In D. Bortoletto et al., Phys. Rev. D 35, 19 (1987), we reported a result that used the D decay branching fractions in Ref. 59.
39See Ref. 11. Their result was multiplied by 1.3 to take into account the most recent D decay branching fractions. See Refs. 36 and 40.
46Here, and in the following, “transverse” means transverse with respect to the string direction. A transverse mass m_t = \sqrt{m^2 + p_T^2} is an effective mass with respect to the essentially one-dimensional string fragmentation model.
52We have used version 5.2 of the Lund Monte Carlo program. QED and QCD radiation up to second order were allowed, with \Lambda = 0.5 GeV and the minimum scaled invariant mass squared between two partons y = 0.02 (the Lund default values).
53According to the Lund string model, Ref. 5, quark-antiquark pairs are produced through a tunneling mechanism. Because of the (transverse) mass of the pair, the model requires that the string has stretched enough to provide the energy for the pair. This, in turn, has the major effect of softening the high-momentum end of the fragmentation distribution.
54As a check we fitted the optimized Monte Carlo simulation at the D*+ distribution with the analytical formula for the Lund symmetric function (Table X; we obtained B = 1.070 \pm 0.003 and B = 0.435 \pm 0.001 GeV^{-2}, which are as expected very close to the values obtained by directly fitting the data, since the Monte Carlo simulation accurately reproduces the data.
55The Lund Monte Carlo program, Ref. 32, allows the use of several fragmentation functions, besides the Lund symmetric one.