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Abstract

We present a search for the Standard Model (SM) Higgs boson decaying to two pho-

tons using the 9.6 fb−1 of pp̄ collisions at
√

s= 1.96 TeV collected by the D0 detec-

tor at the Tevatron from July 2002 to September 2011. The datacorresponds to the

complete data-set in the RunII period of the Tevatron. This thesis employs a multivari-

ate technique, boosted decision trees, to optimize the discrimination of signal from

background. No significant excess of data above theoreticalprediction is observed,

so limits on the ratio of the production cross section times the branching ratio to the

SM value are set at 95% confidence level as a function of hypothetical Higgs boson

mass. The expected and observed limits on this ratio are 8.7 and 12.8 respectively at

125 GeV. We also interpret the data in the fermiophobic Higgsmodel. The result has

reached a sensitivity of 114 GeV, and we set a lower limit on the fermiophobic Higgs

mass ofMH f > 113 GeV.
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Chapter 1

Introduction

It is human nature to be curious about the fundamental composition of the universe, matter, and

even ourselves-human beings. Particle physics tries to satisfy this curiosity by exploring what the

fundamental particles are and explaining how they interactwith one another.

Since the late 1970’s, the Standard Model (SM) became the cornerstone theory to describe

elementary particles and their interactions. The elementary particles include three generations of

quarks and leptons, and the mediators of the interactions, the gauge bosons. The interactions are

based on the symmetry groupSU(3)C×SU(2)L×U(1)Y, whereSU(3)C is the QCD gauge theory

[1] to explain interactions between quarks, andSU(2)L ×U(1)Y is the Glashow-Weinberg-Salam

electroweak theory [2] to explain electromagnetic and weakinteractions of quarks and leptons.

The last decades have witnessed the success of the Standard Model through the prediction and

discovery of theW± andZ weak bosons, charm, bottom and top quarks, and numerous precision

measurements that are consistent with SM predictions.

One of the most profound insights that the SM provides is the origin of mass of the fundamen-

tal particles. In the mid 1960’s, the mechanism of spontaneous electroweak symmetry breaking

(EWSB) was proposed by Higgs, Brout, Englert, Guralnik, Hagen and Kibble [3] to generate the

three weak boson (W± andZ) masses. This led to the prediction of the existence of a massive

particle-the Higgs boson. Great efforts have been taken to search for this particle at the CERN
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e+e− Collider (LEP), the Tevatron and the LHC over the decades, andto improve the constraints

on the Higgs boson mass,MH .

Direct searches at LEP [4] set a lower limit ofMH > 114.4 GeV at 95% confidence level (CL);

indirect constraints from precision electroweak observables [5] set an upper limit ofMH < 152 GeV

at 95% CL. The direct and indirect constraints are shown in Figure 1.1.

The search for the SM Higgs boson did not have a major breakthrough until the summer of

2012. The combination of searches at the Tevatron [6] excluded the mass ranges of 100< MH <

103 GeV and 147< MH < 180 GeV, and observed an excess with a maximum local significance

of 3.1 standard deviations (s.d.) atMH = 125 GeV from theVH(H → bb̄) searches [7], see Figure

1.2; more strikingly, the ATLAS and CMS Collaborations at the LHC observed significant excesses

of events in data atMH ≈ 125 GeV with local significances of 5.9 s.d. (see Figure 1.3) and 5.0 s.d.

(see Figure 1.4) respectively [8, 9].

TheH → γγ andH → ZZ∗ decays play significant roles in the above combined searchesat the

LHC, as shown in Figure 1.5. In particular,H → γγ is sensitive to new physics beyond the SM

because of the loop-mediated production modegg→ H and decay modeH → γγ. For instance,

alternative models of electroweak symmetry breaking [10] can suppress the coupling of Higgs

bosons to fermions, in which a so-called benchmark fermiophobic Higgs boson has no tree-level

couplings to fermions at all. This results in a greatly enhanced diphoton branching ratio,B(H →

γγ). Interestingly, the best-fit cross sections to the excess inH → γγ decays at the LHC showed

a deviation of about 1.5 s.d. from the theory prediction (Figure 1.6), even though a more detailed

global fit shows no significant deviations [11]. Thus, analyzing more data can be beneficial to a

more definitive conclusion.

In this chapter, we first present a brief review of the Standard Model, followed by the Higgs

mechanism, and then the production and decay modes of the Higgs boson, and finally the fermio-

phobic model.
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Figure 1.1: (a) The indirect and direct constraints on the Higgs boson mass are shown with dashed and
solid 68% CL contour. (b) This figure “shows the∆χ2 curve derived from high-Q2 precision electroweak
measurements, performed at LEP and by SLD, CDF, and D0, as a functionof the Higgs-boson mass, assum-
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Figure 1.4:(a) The CLS values for the SM Higgs boson hypothesis as a function of the Higgs bosonmass
in the range 110–145 GeV. The background-only expectations are represented by their median (dashed line)
and by the 68% and 95% CL bands. (b) The observed local p-value for7 TeV and 8 TeV data, and their
combination as a function of the SM Higgs boson mass. The dashed line showsthe expected local p-values
for a SM Higgs boson with a massmH [9].
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Figure 1.5:The observed local p-value for the five decay modes and the overall combination as a function
of the SM Higgs boson mass. The dashed line shows the expected local p-values for a SM Higgs boson with
a massmH [9].
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1.1 Standard Model

In general, there are two groups of particles: bosons and fermions. Bosons are the integer-spin par-

ticles that are characterized by Bose-Einstein statistics. Fermions are the half-integer spin particles

that are described by Fermi-Dirac statistics and follow thePauli exclusion principle.

For the elementary particles in the Standard Model, the fermions consists of 6 quarks and 6

leptons. The six quarks are named as up (u), down (d), charm (c), strange (s), top (t) and bottom

(b). The six leptons are the electron (e), muon (µ), tau (τ ), electron neutrino (νe), muon neutrino

(νµ ) and tau neutrino (ντ ). The quarks and leptons are grouped into 3 generations withmass

increasing with each generation, as shown in Figure 1.7 [12]. Quarks have fractional electric

charge. For instance, the up-type quarks have an electric charge of +2/3 and the down-type quarks

possess charge of -1/3. Besides the electric charge, quarksalso carry color charge: red, green

and blue. In the SM, each elementary particle has a counterpart whose electric charge is opposite;

it is called an anti-particle. So taking into account anti-particle and color charge, there are 36

quarks and 12 leptons. Quarks are not allowed to exist alone in the SM due to color confinement.

But multiple quarks can constitute a particle, called a hadron. A hadron is called a meson if it is

comprised of a quark and an anti-quark. If a hadron is made up of three quarks (anti-quarks), it is

called a baryon (anti-baryon).

Quarks and leptons are fundamental particles to construct matter. Their interactions are medi-

ated by the four bosons: gluon, photon,W andZ boson. The strong interaction between quarks is

mediated by gluons. The photon,W andZ boson are the “force carriers” in electroweak interac-

tions.

The strong and electroweak interactions can be described bythe SM Lagrangian. This La-

grangian keeps local gauge symmetry,ie, is invariant under localSU(3)C×SU(2)L×U(1)Y gauge

transformations for fermions and gauge bosons. However, the fermion field and gauge field in this

Lagrangian are massless. The mass term cannot be added without violatingSU(2)×U(1) gauge

symmetry, which is the most important and fundamental concept in the SM. A solution was pro-

posed in the mid 1960’s to solve this problem. This solution is the Higgs-Brout-Englert-Guralnik-

9



Hagen-Kibble mechanism of spontaneous symmetry breaking,a.k.a the Higgs mechanism.
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Figure 1.7:The elementary particles of the Standard Model [12].

1.2 Higgs Mechanism

The Higgs mechanism introduces a complex doublet scalar field φ.

φ =

(

φ1 + iφ2

φ3 + iφ4

)

=

(

φ+

φ0

)

. (1.1)

This is the simplest choice to keep the Lagrangian to be gaugeinvariant and also generate the

masses of the three gauge bosons (W± and Z boson) because at least three degrees of freedom are

required. The Lagrangian of the scalar field is given by

L = (Dµφ)†(Dµφ)−V(φ), (1.2)
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whereV(φ) is the potential

V(φ) = µ2φ†φ+λ (φ†φ)2. (1.3)

The sign ofµ2 andλ determine the shape of this potentialV(φ). λ can only be positive to make

sure the potential has a lower bound. Whenµ2 is positive, the scalar fieldφ has a zero vacuum

expectation value (vev) at the potential minimum.The first term−µ2φ†φ in the Lagrangian is the

mass term and it simply represents a particle with a mass ofµ2. Whenµ2 is negative, the potential

has a “sombrero” shape as shown in Figure 1.8 [13]. It is worthnoting that the ground state or

vaccum expectation value (vev) is not at zero now but atv with a value given by< 0|φ|0 >

vev=< 0|φ|0 >=

(

0
v√
2

)

, (1.4)

v =

√

−µ2

λ
. (1.5)

Figure 1.8:The potential of the scalar fieldφ in the case ofµ2 < 0, λ > 0 [13].
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Now φ can be written as an expansion around thevevafter removing the phase by a gauge

transformation.

φ =

(

0
v+H√

2

)

. (1.6)

After substitution ofφ into the Lagrangian and collecting bilinear terms (mass terms) after

redefining the gauge fields, the masses of the gauge bosons including the Higgs boson are given by

MW =
1
2

vg2, (1.7)

MZ =
1
2

v
√

g2
2 +g2

1, (1.8)

MA = 0, (1.9)

MH =
√

2λ v2. (1.10)

whereg1,2 are gauge coupling constants.

The vacuum expectation valuev can be determined from measurements of theW andZ mass

but this can only constrain one of the two parameters in the expression for the mass of the Higgs

boson, which leads to the Higgs mass being a free parameter inthe Standard Model.

However, the Higgs mass can be constrained from the measurement of theW and top mass

because the Higgs boson couples to theW and top quark through loop diagrams. In the past

decades, the electroweak precision measurements have constrained the Higgs mass. The goodness

of the fit provides an indirect indication of the most probable Higgs mass as shown in Figure 1.1.

1.3 Higgs Boson Production and Decay Modes

At hadron colliders such as the Tevatron, the dominant production mechanisms for a light SM

Higgs boson are gluon fusion (GF) (gg→ H), associated production with aW or Z boson (qq̄′ →

VH, V = W,Z), and vector boson fusion (VBF) (VV → H). Since the LHC is a proton-proton

collider operating at a higher energy (
√

s= 7(8) TeV), besides the three production mechanisms
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enumerated above, the associated production with a top quark pair (qq̄→ tt̄H) can have a sizeable

contribution. The Feynman diagrams of the four production processes are shown in Figure 1.9 [14]

and the production cross sections are shown in Figure 1.10 [15].

Figure 1.9:Feynman diagrams of (a) gluon fusion, (b) vector boson fusion, (c) associated production with
a weak boson and (d) associated production with a top quark pair [14].

Figure 1.11 [16] shows the decay modes and branching ratios as a function of the Higgs mass.

At the Tevatron the most sensitive SM Higgs boson searches rely on theVH(H → bb̄) process for

MH < 125 GeV. While at the LHC, theH → γγ decay mode becomes one of the most promising

discovery channels at lowMH (< 140 GeV), although the branching ratio ofB(H → γγ) is rel-

atively small (≈ 0.2%). Since the Higgs boson does not couple to massless photons directly, the

Feynman diagram for the standard model Higgs boson decayinginto a photon pair is through top

quark andW boson loops, as shown in Figure 1.12 [17].
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Figure 1.11:SM Higgs boson decay modes and branching ratios [16].

Figure 1.12:Feynman diagrams of the SM Higgs boson decaying into a photon pair throughtop quark and
W boson loops [17].
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1.4 Fermiophobic model

As discussed in the previous sections, the search for the SM Higgs boson in theH → γγchannel at

the Tevatron is difficult due to the fairly small branching ratio. However, the loop mediated decay

through top quarks and weak bosons are sensitive to new physics. In some models, as extensions

to the standard model [18, 19, 20, 21, 22], the Higgs boson decaying into a photon pair can be

enhanced through suppressing the coupling to fermions. Thegreatly enhanced branching ratio

provides sensitivity to direct searches for the so-calledfermiophobicHiggs boson in the diphoton

channel at the Tevatron [10, 23]. Particularly in Ref. [10],three scenarios suppressing the coupling

of a Higgs boson to fermions are considered: (i) all fermionsare not coupled to the Higgs boson;

(ii) only down-type fermions are not coupled; (iii) only topand bottom quarks are not coupled to

the Higgs boson. The resultingγγ branching ratios are all larger than those in the SM, which is

shown in Figure 1.13 [24].

 (GeV)HM
100 105 110 115 120 125 130 135 140 145 150

)γγ
B

(

-310

-210

-110

SMH

ewH

fH

uH

Figure 1.13:Branching ratios for the SM Higgs boson and the three scenarios in Ref. [10]. HSM is the
standard model Higgs boson.Hu is a Higgs boson with Yukawa couplings only with up-type fermions.Hew

is a Higgs boson that couples to all particles except the top and bottom quark. Hf is a Higgs boson with no
tree-level coupling to fermions [24].

Among the various fermionic coupling suppression models, we consider the benchmark fermio-

phobic Higgs boson1 that assumes zero tree-level couplings to all fermions, while the coupling

1A benchmark fermiophobic Higgs boson is called a fermiophobic Higgs boson in the following text.
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strengths to bosons are retained. Thus the production mechanism through gluon fusion in Figure

1.9 (a)(d) and the decay mode in Figure 1.12 (c) are forbidden.

This Higgs boson is theHf in Figure 1.13. Table 1.1 [25] lists the cross sections and the

branching ratios.

mass (GeV) ggH(NNLO) WH(NNLO) ZH(NNLO) VBF(NLO) B(SM) B(fermiophobic)
100 1.82 0.281 0.163 0.100 0.00159 0.185
105 1.58 0.239 0.140 0.0924 0.00178 0.104
110 1.39 0.204 0.120 0.0852 0.00197 0.0603
115 1.22 0.175 0.104 0.0787 0.00213 0.0366
120 1.07 0.150 0.0902 0.0727 0.00225 0.0233
125 0.949 0.130 0.0785 0.0672 0.00230 0.0156
130 0.843 0.112 0.0685 0.0622 0.00226 0.0107
135 0.751 0.0972 0.060 0.0576 0.00214 0.00759
140 0.671 0.0846 0.0527 0.0533 0.00194 0.00544
145 0.601 0.0737 0.0463 0.0494 0.00168 0.00390
150 0.539 0.0644 0.0408 0.0458 0.00137 0.00273

Table 1.1: Cross sections (pb) and branching ratios in the standard model and fermiophobic model
for the signal samples [25].

Searches for the fermiophobic Higgs boson have been performed at the CERNe+e− Collider

(LEP) [26, 27, 28, 29] and the combined result [30] from the four experiments at LEP excluded a

fermiophobic Higgs boson with a mass below 109.7 GeV at 95% confidence level. Searches have

been done at the Tevatron by CDF [31, 32, 33] and DØ [34, 35, 36],and at the LHC by ATLAS [37]

and CMS [38]. The most restrictive mass range for the fermiophobic Higgs boson comes from the

combination ofH → γγ, H →W+W− andH → ZZ searches by CMS, excluding 110< MH f < 194

GeV.
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Chapter 2

Accelerator and Detector

The data used in this study are collected with the DØ detectorat the Tevatron. The Tevatron is part

of the Fermi National Accelerator Laboratory located in Batavia, Illinois, USA. The accelerator

system generates proton and anti-proton beams and collidesthem at a center of mass energy of
√

s= 1.96 TeV. Before the LHC started smooth running on March 30th 2010 at
√

s= 7 TeV, it was

the hadron collider with the highest energy in the world [39,40]. In this Chapter, we first sketch the

production process of the proton and anti-proton beams in Section 2.1 on the accelerator system

and then detail how particles are detected after collisionsin Section 2.2 on the DØ detector.

2.1 Accelerator System

The accelerator system is mainly composed of four parts in terms of function: the proton source,

Main Injector, antiproton source, and Tevatron. The whole system is shown in Figure 2.1 [41].

The proton source system includes the Pre-accelerator (Preacc), the Linear Accelerator (Linac)

and the Booster. The linac is a Cockcroft-Walton acceleratorthat provides a source of negatively

charged hydrogen ions (H−). The H− gas gains an energy of 750 keV through a column from the

charged dome (-750 kV) to the grounded wall. The linac further accelerates the H− ions from the

Preacc to an energy of 400 MeV through two sections: the low energy drift tube Linac (DTL) and

the high energy side coupled cavity Linac (SCL). After the Linac, the 400 MeV negative hydrogen
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Figure 2.1:Accelerator Overview [41].

ions move into a circular accelerator, the Booster. In the Booster, H− ions are stripped of their two

electrons by a thin carbon film and become protons. The protons are then accelerated to 8 GeV

and prepared to pass into the Main Injector (MI).

The MI is a synchrotron accelerator seven times the circumference of the Booster. It can

accelerate the proton beam from 8 GeV to either 120 GeV when itis used to generate anti-protons,

or to 150 GeV when preparing the proton beam for the Tevatron.

When the 120 GeV proton beam enters the antiproton source thatis composed of the Debuncher

and Accumulator, it strikes a nickel target and produces secondary particles from which 8 GeV

anti-protons are collected and sent to the Debuncher. In theDebuncher, high momentum spread

anti-protons are captured and sent to the Accumulator for storage.

The final stage of proton and anti-proton beam preparation happens in the Tevatron. The Teva-

tron is the largest synchrotron accelerator at Fermilab with a circumference of 6.28 km. The

electric fields produced in a series of radio frequency cavities provide the energy to accelerate the

proton and anti-proton to the final energy of 980 GeV. The magnets made from superconducting
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niobium/titanium alloy are kept in∼4 K liquid helium and are used to steer and focus the beams.

The proton and anti-proton beams are not continuous but are split into 36 individual bunches and

spread out in the ring accordingly. The interval between every two bunch crossings is 396 ns.

Collisions of proton and anti-proton bunches happen at two places around the Tevatron ring

where the two detectors are placed: DØ and CDF.

2.2 DØ Detector

The DØ experiment was proposed in 1983 and its life can be divided into two major periods.

Between 1992 and 1996, the DØ detector was used to study highpT phenomena at
√

s= 1.8 TeV.

This period is called Run I. During the 1996-2001 period, along with the Tevatron upgrades [42],

the DØ detector was significantly upgraded. After upgrading[43], it consists of a central tracking

system, a preshower system, a calorimeter system and a muon system. Then the DØ experiment

began the so-called Run II operation from March 2001 until the final shut down in September

2011. The data we analyzed in this study is from the RunII period and so the upgraded RunII DØ

detector will be described in detail. Figure 2.2 shows the overview of the upgraded DØ detector

since 2001.

2.2.1 Coordinates, Kinematic Quantities and Units

Before further describing the DØ detector in detail, it is necessary to define the coordinates and a

few simple kinematic quantities.

A Cartesian coordinate system is used with its origin at the detector center. Thez-axis is along

the direction of the proton beam and they-axis is upward. Thex-axis is then naturally defined by

the vector product of they-axis andz-axis, pointing out of the Tevatron ring and parallel to the

horizon.

x̂ = ŷ× ẑ. (2.1)

Thex−y plane, or the transverse plane, is of special importance because the kinematics along
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thez-axis cannot be reconstructed due to the beam pipe. For example, the transverse momentum

pT is an important kinematic variable, defined in Equation 2.2.

pT =
√

p2
x + p2

y. (2.2)

It is also sometimes useful to convert the Cartesian coordinate system(x,y,z) into a spherical

coordinate system(r,θ,φ). For instance, the rapidityy, shown in Equation 2.3, is a boost parameter

and can be used to describe the direction of a particle relative to the beam line.

y =
1
2

ln(
E + pz

E− pz
), (2.3)

whereE is the energy of the particle andpz is the momentum along thez axis.

When the energy is much larger than the mass, which is usually satisfied in high energy ex-

periments, the pseudorapidity,η 1, is more convenient to use as an approximation of rapidity. It is

defined in Equation 2.4

η = −ln(tan
θ
2

). (2.4)

Now a particle’s 4-momentum vector(E,~p) can be represented as(E, pT ,η ,φ).

The natural unit system with̄h = c = 1 is used, where the mass, momentum and energy are in

electron-volts (eV), 1 eV= 1.6×10−19 J in SI units.

2.2.2 Central Tracking System

The central tracking system consists of the silicon microstrip tracker (SMT) and the central fiber

tracker (CFT) surrounded by a 2T solenoidal magnet as shown inFigure 2.3, covering up to|η | .

1.7. The main functions of the tracker include: 1) locate the primary interaction vertex with a

resolution of∼ 35µm; 2) provide high precision momentum measurement of chargedparticles in

the central region. It is necessary for studies of the top quark, electroweak physics, B physics and

1Physicsη represents the particle position with respect to the primary interaction vertex, often denoted asηphy. If
the origin is set to be the center of the detector, it is calleddetectorη or denoted asηdet
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Figure 2.2:The upgraded DØ Detector [43].

searches for new phenomena and the Higgs boson.

Silicon Microstrip Tracker (SMT)

The SMT [44] is used for both tracking and vertexing over nearly the full coverage of the calorime-

ter and muon systems. The large coverage is achieved by constructing the geometry as in Figure

2.4.

There are six barrels in the central region, with four concentric silicon readout layers for each

barrel. On each layer, there is an array of sensors called ladders. When charged particles pass

through the silicon material, electron-hole pairs are produced and signals are collected by sensors

via bias voltage. The first two layers have 12 ladders each andthe outer two layers have 24 ladders

each, for a total of 432 ladders. After the barrels are the F-disks. An F-disk has 12 double-sided

wedge detectors at high |z|. In the most forward regions, two large-diameter disks called H-disks

are placed to help tracking of charged particles with large|η |.

Central Fiber Tracker (CFT)
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Figure 2.3:DØ Tracking System [43].

Surrounding the SMT is the Central Fiber Tracker (CFT) [45]. Wefirst sketch the geometry of the

CFT and then describe the working principle of how charged particles are detected with the CFT.

The CFT consists of scintillating fibers mounted on eight concentric support cylinders with

radii of 20-52 cm. The length of the innermost two and outer six cylinders are 1.66 m and 2.52 m

respectively. The length difference allows the placement of the SMT H-disks. The outer cylinders

cover up toη . 1.7. Each cylinder has a doublet layer of fibers with one layer (axial layer)

oriented along the beam direction (z) and a second layer (stereo) at a stereo angle inφ of +3
◦

(u) or −3
◦

(v). From the center moving outward, the doublet layers are placed in the order of

zu−zv−zu−zv−zu−zv−zu−zv. All scintillating fibers are connected to clear fiber waveguides

that propagate the scintillation light to visible light photon counters (VLPCs).

The journey of a charged particle begins with interaction with the scintillating fibers. The

scintillating fibers are 835µm in diameter and 1.66 or 2.52 m in length. The scintillating fibers
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Figure 2.4:DØ Silicon Detector [43].

are assembled into ribbons consisting of two layers of 128 fibers each, as seen in Figure 2.5. The

curved ribbons are then installed on the support cylinders.The scintillating fibers are made of

polystyrene (PS) doped with an organic fluorescent dye paraterphenyl (pT), a wave-shifter dye 3-

hydroxyflavone (3HF) and two claddings. Photons at a wavelength of 340 nm are produced by the

interaction of charged particles with the PS and pT, and thenabsorbed by 3HF but re-emitted at

530 nm. The re-emitted photons from scintillating fibers propagate to clear fiber waveguides. The

clear fiber is structurally and chemically similar to the scintillating fiber, but without fluorescent

dyes. The attenuation lengths are∼ 5 m for the scintillating fibers and∼ 8 m for clear fibers.

The length of the waveguides range from 7.8 m to 11.9 m. Figure2.6 illustrates the routing of

the waveguides. The other ends of waveguides point to VLPCs where the photons are converted

to electronic signals. VLPCs are impurity-band silicon avalanche photodetectors that operate at 9

K. They provide rapid response, good quantum efficiency (≥ 75%), high gain (22000 to 65000),

low gain dispersion and the capability of functioning in a high background environment. 8 VLPCs

are mounted on a VLPC chip and 128 chips are installed on a VLPCcassette. So each cassette

provides 1024 VLPC pixels, or channels, of light-sensitivedetector. There are, in total, 76800

channels in the CFT. The electronic signals from the VLPCs are amplified by the analog front-end

boards (AFEs) that are also mounted on the cassette body. In addition to amplifying the signals,

the AFEs also provide trigger discriminator signals, temperature control, and bias-voltage control.

After the passage of scintillating light through all the fibers to VLPCs, the generated signals

are usually small,∼ 6 photoelectrons (pe). In order to keep acceptable efficiency for triggers while
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controlling noise rates, the individual channel thresholds are set at around 1.0 pe. In order to test

the connectivity, monitor the stability of the VLPC readoutand calibrate the response of VLPCs

channel-by-channel, fast Nichia blue-emitting LED pulsers are used to generate LED spectra as in

Figure 2.7

Figure 2.5:A curved ribbon consisting of two layers of scintillating fibers [43].

Figure 2.6:A cross section view of the routing of the clear fiber waveguides on the south face of the central
cryostat [43].
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Figure 2.7:An example fit to the LED spectrum from an axial CFT fiber. The solid histogram is the data;
the smooth curve is the fit [43].

2.2.3 Preshower System

The preshower system is a hybrid of a tracking system and a calorimeter. It not only enhances the

spatial matching between tracks and calorimeter showers, but also can be used offline to correct the

electromagnetic energy measurement of the central and end calorimeters for losses in the solenoid

and upstream material. Therefore, the preshower system is helpful for photon and electron iden-

tification. By location and structure, it consists of two sub-components. The central preshower

detector (CPS) [46] covers the region|η | < 1.3 and the two forward preshower detectors (FPS)

[47] cover 1.5 < |η | < 2.5. Both the CPS and FPS are made from triangular strips of scintillators,

as shown in Figure 2.8. Embedded at the center of each strip isa wavelength shifting (WLS) fiber

that collects and transfers the emitted light to the read-out. Since the triangles are interleaved, there

is no dead space between strips. Most tracks traverse more than one strip, allowing for strip-to-

strip interpolations and improving the position measurement, which aids the vertex identification

for photons.

Central Preshower (CPS)

The CPS is comprised of three concentric cylindrical layers of triangular scintillator strips. The

three layers of scintillator are arranged in an axial-u-v geometry, with au stereo angle of 23.774
◦
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and av stereo angle of 24.016
◦
. Each layer has 1280 strips and is made from eight octant modules.

The modules consist of two 1/32” stainless steel skins with the scintillator strips sandwiched in

between.

���� ���� ��� ��� ������ ��� ��� ���� ���� ���� ���� ���� �������� ���� ����
Figure 2.8:Cross section and geometrical layout of the CPS and FPS scintillator strips [43].

Forward Preshower (FPS)

The two FPS detectors are mounted on the spherical heads of the end calorimeter cryostats. Each

detector is made from two layers of two planes of scintillator strips. The two layers are separated by

a 2 radiation length (X0) thick lead-stainless-steel absorber, as shown in Figure 2.9. The upstream

layers are known as the minimum ionizing particle (MIP) layers; the downstream layers behind the

absorber are called the shower layers. Charged particles passing through the detector will register

minimum ionizing signals in the MIP layer, allowing measurement of the location (inη , φ and

z) of the track. However, photons generally do not interact with the MIP layer, but do produce a

shower signal in the shower layer.

2.2.4 Calorimeter

The energy of particles, either charged or neutral, are measured with the calorimeter system, pri-

marily a uranium/liquid-argon sampling calorimeter system [48]. Since the momentum of a photon

cannot be determined with the central tracker, the calorimeter system is the most important indi-

vidual sub-detector for this study.

The whole system consists of a central calorimeter (CC) covering |η |< 1.1 and two (north and
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Figure 2.9:Completeφ-segment of a FPS module [43].

south) end calorimeters (EC) covering the forward region, 1.5 < |η | < 4.2. The calorimeters con-

tain an electromagnetic (EM) section followed outward by fine hadronic (FH) and coarse hadronic

(CH) sections. An isometric view of the system geometry is shown in Figure 2.10 [49].

Each calorimeter is made from a number of cells. A typical cell structure is shown in Figure

2.11. It has a thin absorption plate made of almost pure depleted uranium for the EM sections,

or uranium niobium (2%) alloy for the FH sections. The CH sections use relatively thick copper

(in CC) or stainless steel (in EC) plates. The gaps between the absorption plates are filled with

liquid argon as the active medium. Liquid argon is abundant in nature and relatively cheap. It

does not trap charges and allows the ionization produced in electromagnetic or hadronic showers

to be collected by the signal boards without amplification. It also provides the relative simplicity of

calibration, the flexibility provided in segmenting the calorimeter into transverse and longitudinal

cells, good radiation hardness, and relatively low cost perchannel for readout electronics [50].

Particles traverse and ionize the liquid argon, generatinga number of liberated electrons. The

liberated electrons drift to the signal boards for readout under a 2.0 kV potential. The electron drift

time across the 2.3 mm liquid argon gap is approximately 450 ns. The gap thickness was chosen to

be large enough to observe minimum ionizing particle signals and to avoid fabrication difficulties.
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DØ's LIQUID-ARGON / URANIUM
CALORIMETER
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Figure 2.10:DØ Uranium/Liquid-argon Calorimeter [49].

Figure 2.11:Liquid argon gap and signal board unit cell for the calorimeter [43].

As shown in Figure 2.12, the readout cells form pseudo-projective towers with a size of∆η ×

∆φ ≈ 0.1× 0.1. The EM section is segmented into 4 layers of 1.4, 2.0, 6.8, and 9.8X0 thick-

ness. The third layer, where an electromagnetic shower usually reaches its maximum, is further

segmented twice into cells covering 0.05×0.05 in theη ×φ plane. In theφ direction, the CC-EM

section has 32 modules. The detector responses are different when particles are incident on the

modules and intermodule crack (φ-crack). A region is calledφ-fiducial in CC, if a EM cluster

position inφ at the third layer is> 0.02 from the crack.
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Figure 2.12:DØ Uranium/Liquid-argon Calorimeter showing segmentation inη and depth [43].

2.2.5 Muon System

Muons traverse further than electrons, photons and jets. They are detected by the muon system

located at the outer most part of the DØ detector. The upgraded DØ detector adds a brand-new for-

ward muon system in addition to the original central muon system and toroidal magnet, extending

muon detection from|η | ≤ 1.0 to|η | ≈ 2.0.

The central muon system contains proportional drift tubes (PDTs) in three layers (A, B and C).

Layers A and B have trigger scintillation counters. Insteadof PDTs, the new forward muon system

uses mini drift tubes (MDTs), and also trigger scintillation counters and beam pipe shielding.

The toroidal iron magnet generates a 1.8 T magnetic field outside the calorimeter, providing a

second measurement of the muon momentum in addition to the central tracker.

2.2.6 Luminosity Monitor

The luminosity monitor (LM) serves to determine the luminosity at the DØ interaction region by

detecting inelasticpp̄ collisions. It is placed in front of the end calorimeters atz = ±140 cm,

covering 2.7 < |η | < 4.4, as shown in Figure 2.13.

The luminosityL is determined from the average number of inelastic collisions per beam

crossing (̄NLM) measured by the LM:

L =
f N̄LM

σLM
, (2.5)
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Figure 2.13:A schematic view of the location of the LM detectors [43].

where f is the beam frequency andσLM is the effective cross section that includes the acceptance

and efficiency of the LM detector [51].

It is important to remove beam halo backgrounds when counting pp̄ interactions. It is done

by constraining thez coordinate of the interaction vertex to be|zv| < 100 cm.zv is calculated by

Equation 2.6

zv =
c
2
(t−− t+), (2.6)

wheret± are the times-of-flight for particles hitting the LM placed at±140 cm. Beam halo particles

usually have|zv| ≈ 140 cm, and so are usually eliminated by the requirement of|zv| < 100 cm.

2.2.7 Trigger System

The Tevatron accelerator system provides bunch crossings every 396 ns, which is 1/396≈ 2.5

MHz. To record every single event becomes unrealistic because of dead time of the trigger system,

data recording rate and disk space. The DØ detector uses the trigger system with three distinct

successive levels, called level 1 (L1) level 2 (L2) and level3 (L3), to only select those interesting

physics events to be recorded. Each succeeding level examines fewer events but in greater detail

and more complexity. This is shown in Figure 2.14.

L1 examines every event for interesting properties in hardware. For example, the L1 calorime-

ter trigger (L1Cal) searches for energy deposition patternsexceeding programmed limits on trans-

verse energy deposits; the central track trigger (L1CTT) examines track candidates to see if thepT

exceeds a preset threshold. After L1 selection, the triggeraccept rate is reduced to 2 kHz.
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Figure 2.14:A schematic view of the trigger system of the DØ detector [43].

The second stage, L2, collects data from the L1 trigger system to form physics objects and test

for correlations in these physics objects across detector sub-systems. The L2 trigger system further

selects events for L3 to process and decide, reducing the trigger rate from 2 kHz to 1 kHz.

Candidate events passing the L1 and L2 selection, come to L3 for the decision whether or

not to be recorded on tape. L3 is a fully programmable software trigger system and it decides on

complete physics objects and their correlations. Additionally, L3 performs a limited reconstruction

of events. The output rate of L3 is capped at around 300 Hz limited by data recording speed, media

costs and reconstruction capacities.
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Chapter 3

Object Reconstruction and Identification

When particles traverse the materials of the DØ detector, theinteraction happens in different sub-

detectors, as shown in Figure 3.1 [52] (neutrinos usually donot interact with the materials at all

and are not detected directly). Moreover, the interaction with materials, shower width and depth

for example, are different between photons, electrons and jets. In this Chapter, we describe the

methods and variables for particle reconstruction and identification relevant to this study, mainly

for photons since this is a study based on the di-photon final state.

Figure 3.1:A schematic diagram of typical particle interaction locations in the DØ detector [52].
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3.1 Tracks

When a charged particle (with chargeq) traverses the detector in the uniform magnetic field (B),

it results in a cluster of hits in adjacent SMT strips and CFT fibers in the tracker. The connection

of these hits form a track showing the trajectory of the charged particle in the magnetic field. The

curvature (ρ) of a track can be used to measure the transverse momentum (pT) of a physics object

(electron for example), sinceρ = q|B|/pT . In this study, tracks are used to reconstruct the primary

vertex and distinguish photons from electrons.

In reality, there are a lot of hits observed in the tracker anda number of combinations for

possible tracks. DØ adopts two different track reconstruction algorithms to find tracks and then

remove duplicate tracks.

The first is the Histogramming Track Finder (HTF) [53] that determines track parameters by

finding the intersection of clusters of hits for possible tracks in the parameter space. The hit

positions in(x,y) coordinates are transformed into lines in the(ρ,φ) parameter space through the

Hough transform.1 Because clusters of hits belonging to the same track have thesame(ρ,φ), the

intersection of lines represents the parameters of the track. This is implemented for each cluster

of hits and form a 2D histogram. The peaks of the histogram represent the parameters of the track

candidates. Then a 2D Kalman filter [54] is used to extract thetrack parameters more accurately

through a fit and remove bad tracks from the candidate pool.

The second is called Alternative Algorithm (AA) [55]. It first searches for a “track seed” that

consists of three SMT hits and the hits must satisfy several conditions. Then the track seed grows

outward through the remaining layers of the tracker, and incorporates the hits within a small spatial

separation along the extrapolation using the Kalman filter.The algorithm stops if encountering

three consecutive misses.
1The Hough transform is a concept extensively used in image analysis. A very simple case is to transform a straight

line in (x,y) space into a point in the parameter space(r,θ), or polar coordinate.r =
√

x2 +y2,θ = tan−1( y
x).
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3.2 Primary Vertices

A vertex is a common point from which tracks originate. It is reconstructed from a fit to a group of

tracks consistent with originating from the same point. Each vertex must have at least two tracks

with pT > 0.5 GeV associated with it and the tracks must have at least two SMT hits.

For a single bunch crossing, there can be multiple primary vertices close to multiplepp̄ in-

teractions. These vertices form a vertex list. One of them onthe list, denoted the hard scatter

vertex , should be from the hard scattering that produces thephysics objects with high transverse

momenta that we are interested in; the others are from soft parton interactions, called minimum

bias (min-bias) vertices. Tracks from the hard scatter vertex tend to have higherpT . DØ uses this

fact to construct a probability to identify the hard scattervertex in the list.

However, the default algorithm in DØ to identify the hard scatter vertex from the vertex list

yields low efficiency to find the true hard scatter vertex in our study of diphoton final states. In

Section 5.1 of Chapter 5, we will discuss the algorithm forrevertexingdiphoton events in detail.

3.3 Photons

3.3.1 Photon Reconstruction

Photons, similar to electrons, develop showers and depositenergies in the cells of the EM section

of the calorimeter. A group of such cells is called an EM cluster. Photons are, in the perspective

of detection, EM clusters that are reconstructed by a SimpleCone algorithm [56]. The cluster

energy is calculated as the sum of the energies in all the EM and FH1 cells in a cone of size

∆R=
√

(∆η )2 +(∆φ)2 = 0.2, centered on the tower with the highest fraction of the photon energy.

To be an EM cluster that looks like a photon/electron candidate, the transverse energy of the

cluster should satisfyET > 1.5 GeV, deposit most of its energy in the EM section of the calorimeter,

be well isolated,etc. In the following, we define and explain these variables individually.

EM fraction ( fEM)
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fEM is the fraction of a cluster’s energy deposited in the EM section of the calorimeter with respect

to the total energy deposited in the EM and hadronic sections.

fEM =
EEM

EEM +EHad
, (3.1)

whereEEM andEHad are the energy measured in the EM and hadronic sections of thecalorimeter

in a cone of radius∆R= 0.2, respectively.

Isolation ( fiso)

fiso is the isolation defined in Equation 3.2.

fiso =
Etot(∆R< 0.4)−EEM(∆R< 0.2)

EEM(∆R< 0.2)
, (3.2)

whereEtot(∆R< 0.4) is the total energy in a cone of radius∆R= 0.4 around the direction of the

cluster, summed over the entire cluster layers of the calorimeter andEEM(∆R< 0.2) is the energy

in a cone of∆R = 0.2, summed over the cells of only the EM layers. Figure 3.2 illustrates the

calculation offiso.

Figure 3.2:A schematic view of the isolation definition [24].

It is worthy to note that photons, as well as electrons, deposit most of their energies in the
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EM section of the calorimeter and they are well isolated physics objects. Contrary to photons and

electrons, hadronic jets deposit most of their energy in thehadronic section and are composed of

a number of particles resulting in poor isolation. Therefore, the EM clusters found by the DØ

reconstruction algorithm (EMReco) are required to havefEM > 0.9 and fiso < 0.15.

Shower width (sigphi)

A shower shape variable for a CC photon (a photon in the centralregion with|η | < 1.1) is defined

using the width of the cluster in ther −φ plane,sigphi. It equals the energy weighted distance

between all fired EM3 cells and the centroid position, definedbelow.

sigphi= ∑ log(
Ei

cell

EEM3
)× (∆r i)

2

= ∑ log(
Ei

cell

EEM3
)× (−sinφEM ·xi

cell +cosφEM ·yi
cell)

2,

(3.3)

whereEi
cell is the energy of the celli, EEM3 is the total energy in the EM3 layer, and∆r i is the

transverse distance between celli and the centroid position.

H-Matrix ( HMx7(8))

HMx7(8) is a variable based on a 7(8)× 7(8) covariance matrix (M) of 7(8) longitudinal and

transverse shower variables. It is mainly used to discriminate electrons from hadronic jets. But

since photons showers share similarities with electrons, this variable (HMx8) is used in the EC

region to identify photon candidates.

The 8 observables include the four energy fractions in each of the four EM layers, the total EM

cluster energy, the primary vertexz-position, and transverse shower widths inφ andz. HMx7 uses

the same variables except the transverse shower width inz.

The covariance matrix M is built using Monte Carlo electrons,with the matrix elements given

by Equation 3.4

Mi j =
1
N ∑

n=1
N(xn

i − x̄i)(x
n
j − x̄ j), (3.4)

where the sum is performed over N electrons;xn
i is the value of variablei for thenth electron.

The consistency of the cluster shape with an EM cluster is given by aχ2 computed with Equa-
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tion 3.5

χ2 = ∑
i, j

(x
′
i − x̄i)Hi j (x

′
j − x̄ j), (3.5)

whereH ≡ M. An EM cluster will have a lowχ2.

Artificial neural network ( ANN)

To further suppress jets misidentified as photons, an artificial neural network (ANN) [57] is trained

to combine the information from a set of variables sensitiveto the differences between photons and

jets in the tracker and the energy distributions in the calorimeter and CPS. The ANN input contains

the following variables2.

• trkiso, i.e. the scalar sum of thepT of all pT > 0.5 GeV tracks (psum
Ttrk) originating from the

hard scatter vertex in an annulus of 0.05< ∆R< 0.4 around the EM cluster,

• the number of cells above the transverse energy (ET) dependent threshold (0.004×ET +0.25

GeV) in the first EM calorimeter layer within∆R< 0.2 and 0.2< ∆R< 0.4 of the EM cluster,

• the number of CPS clusters within∆R< 0.1 of the EM cluster,

• the squared-energy-weighted width of the energy deposit inthe CPS [59]:∑i E
2
i ×(φEM−φi)

2

∑i E
2
i

,

whereEi andφi are the energy and azimuthal angle of theith strip, andφEM is the azimuthal

angle of the EM cluster at the EM3 layer.

Distributions of these variables are shown in Figure 3.3.

2These 5 variables are for CC photons, so the ANN is also calledANN5. For EC photons, there are 4 input
variables and the ANN is also called ANN4. Please refer to [58] for details.
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Figure 3.3:NormalizedONN input variables for photons and jets [24].
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The ANN is trained using diphoton and dijet Monte Carlo (MC) samples and its performance is

verified using a data sample ofZ → ℓ+ℓ−γ (ℓ = e,µ) events (see Figure 3.4). Figure 3.5 compares

the ANN output (ONN) spectrum for photons and jets. WhenONN > 0.1 is required for a photon

candidate, it is almost fully efficient for real photons while rejecting∼ 40% of misidentified jets.

 [GeV]llM
210

 [G
eV

]
γll

M

210

 -1DØ 1fb

γee

γµµ

Figure 3.4: The three-body (di-lepton+γ) mass versus the two-body (di-lepton) mass fromZ → ℓ+ℓ−γ
(ℓ = e,µ) data events [60]. To pick up the pure final state radiation (FSR)γ candidates, the two-body mass
is required to be less than 82 GeV while simultaneously the three-body mass is required to be within 82 -
102 GeV.

Spatial track match probability ( Ptrk)

Photons are similar to electrons in shower shape and development but they still have distinctions,

one of which is that photons usually do not have associated tracks.Ptrk is a probability calculated

from the χ2
trk of the spatial separation significance between the EM cluster position in the third

layer of the EM calorimeter (EM3) and the position from extrapolated tracks.

χ2
trk = (

∆η
ση

)2 +(
∆φ
σφ

)2, (3.6)

where∆η and∆φ are the differences between the extrapolated track position and the EM cluster

position in the EM calorimeter.ση andσφ are the extrapolated track uncertainties inη andφ,

respectively.
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Figure 3.5:Normalized distributions ofONN from real and fake photons.

Hits-on-the-road discriminant (DHOR)

Sometimes an electron leads to an EM cluster but the associated track is neither reconstructed nor

matched to the EM cluster due to tracking inefficiency, leaving only a series of hits in the tracker.

The tracking inefficiency also becomes worse in events with ahigh number ofpp̄ interactions. A

“hits-on-the-road" discriminant (DHOR) [61] is used to include the hits information and so further

separate photons from electrons.

For an EM object, a road is defined from the hard scatter vertexof the event to either the EM

cluster in EM3, or the CPS cluster if the EM cluster matches with a CPS cluster. Two roads (left

and right) are considered as shown in Figure 3.6 to allow for the electron and positron hypotheses.

Figure 3.6:Illustration of the Hits-on-the-road algorithm [61].
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The number of fired CFT fibers and SMT hits are counted within 4σ from the road.DHOR is

calculated by Equation 3.7

DHOR =
Pe(Nhits)

Pe(Nhits)+Pγ(Nhits)
,

Pe(Nhits) =
∑Nhits

i=0 (Ne
hits(i))

∑24
i=0(N

e
hits(i))

,

Pγ(Nhits) =
∑24

i=Nhits
(Nγ

hits(i))

∑24
i=0(N

γ
hits(i))

,

(3.7)

wherePe andPγ are the probabilities for an EM object to be an electron or photon; Ne
hits andNγ

hits

are the distributions for the total number of hits for electrons and photons. The maximum number

of hits is 24, dictated by the geometry of of CFT (8 doublet layers, 8×2 = 16) and the SMT (8

measurement planes).

3.3.2 Photon Identification

The photon identification (ID) is constructed by certain requirements on the variables described in

Section 3.3.1.

The following photon ID definitions, named “core cut”, are chosen and optimized for DØ

RunII data [62]. The core cut efficiencies are different in data and MC, therefore the ratio of the

efficiency in data and MC, also denoted as scale factors, are measured and implemented in MC

as corrections. The scale factors for photon ID are a productof two factors that are measured

individually. The first factor relates to the requirements on shower shapes. This factor is measured

via the tag-and-probe method implemented onZ/γ∗ → e+e− data and MC, which takes advantage

of the fact that an electron’s shower profile is similar to that of a photon and thatZ/γ∗ → e+e−

events are statistically abundant in both data and MC. The second factor relates to the track veto

for photons. A genuine photon could be rejected by the track veto in two cases: 1) the photon

converts to ane+e− pair in the upstream material and one or more tracks are reconstructed, with

a probability of(5.9±0.2)%; 2) a random track from underlying events is matched to the photon,

with a probability of∼ 0.05% [63]. This factor is measured using radiated photons from the
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Z/γ∗ → l+l−γ (l = e,µ) process.

Taking into account the two factors stated above, the measured scale factors are presented in

Ref. [62] (RunIIa) and Ref. [64] (RunIIb).

Variables CC core0 CC core1 CC core2 EC core0 EC core1 EC core2
fiso < 0.15 0.10 0.07 0.15 0.10 0.07
fEM > 0.90 0.95 0.97 0.90 0.95 0.97

trkiso< 2.0 2.0 1.5 1.5 1.5 1.5
HMx8 < - - - - 30 30
sigphi< 18(14) 18(14) 18(14) eq1 eq1 eq1
sigz< - - - eq2 eq2 eq2

ANN5 > 0.1 0.1 0.3 - - -
ANN4 > - - - 0.05 0.1 0.3

Ptrk < 0.0(10−4) 0.0(10−4) 0.0(10−4) 0.001 0.0(10−4) 0.0(10−4)
Dhor < 0.8(0.5) 0.9(0.5) 0.9(0.5) - - -

Table 3.1:p20 (p17) core cuts definitions for CC (−1.1 < ηdet < 1.1) and EC (1.5 < |ηdet| < 2.5) regions.
For p20, eq1 = 7.3η 2

det - 35.9|ηdet| + 45.7, and eq2 = 7.5η 2
det - 36.0|ηdet| + 44.8. For p17, eq1 = 2.74η 2

det -
16.3|ηdet| + 25.0, and eq2 = 5.96η 2

det - 30.6|ηdet| + 40.7.
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3.3.3 Photon Energy Scale and Resolution

At the Tevatron, there are not statistically large amounts of pure photon data coming from a reso-

nance to study the photon energy scale and resolution, whichis still true even if the Higgs boson

is found. However, because electrons share similar shower profiles with photons and they are both

identified as EM clusters in the calorimeter,Z/γ∗ → e+e− events are used for photon energy cali-

bration. There is a shortcoming of this method for the energyscale calibration because an electron

loses more energy in the material in front of the calorimeterespecially at larger rapidities, resulting

an “over-correction” for photons. In the previous studies [36, 65], this over-correction is covered

by a large systematic uncertainty (0.59%). In this study, weapply anη -dependent correction (∼1-

5%) based onGEANT simulation of the DØ detector response to compensate for thedifference.

Photon energy scale

The photon energy scale re-calibration [66] is done on top ofthe existing corrections forφmod [67]

and instantaneous luminosity [68], rather than derived from scratch. Single photon MC events are

generated at energy points ofE = 15,20,25, ...,70,80,90 and 100 GeV, and then used to measure

the ratio of the photon transverse momentum at generator level (ptrue
T ) to the average reconstructed

photon transverse momentum ¯preco
T as a function of ¯preco

T . The shape of the functionf (p̄reco
T ) is

dependent on the physicsη , and so the events are examined in 7 rapidity bins.

ptrue
T

p̄reco
T

= f (p̄reco
T ). (3.8)

Photon energy resolution

The energy resolution of the calorimeter can be written as Equation 3.9 [69].

σ(E)

E
=

√

C2 +
S2

E
+

N2

E2 . (3.9)

The constant termC comes from the non-uniformities in the gain calibration. The sampling term

S

E
1
2

relates to the fluctuations of the shower development, such as fluctuations of the sampling
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fraction (the fraction of the energy deposited in the activemedium). The noise termNE is due to the

electronic noise and the low activity of the uranium. For high energy photons, the energy resolution

is approximately equal to the constant termC in the leading order.C is measured to be∼ 2% [70].

Worse energy resolution in data is observed than in MC eventsgiven by theGEANT simulation

of the DØ detector. Thus the MC events are further smeared to match data through a “over-

smearing” process [67].

3.4 Jets

The hard-scattering ofpp̄ collisions produces high momentum quarks and gluons (quarks and

gluons are collectively called partons). Partons cannot exist in free form due to color confinement

in QCD, and so hadronize on the fly into a narrow cone of particles such as pions and kaons. Such

a collection of particles is called a jet. In this sense, a jetis the observable of a parton.

A jet is reconstructed from the clusters in the calorimeter within a cone of a certain radius3

using the Ban iterative midpoint cone algorithm [71]. The basic idea of this algorithm is:1) find

proto-jets from preclusters that are composed of reconstructed calorimeter towers; 2) use midpoints

of proto-jets pairs as seeds to find more proto-jets so as to suppress jets from soft radiation;3)

update the increased proto-jets lists via a split-and-merge process to ensure that each tower belongs

to one jet only.

Since a jet usually contains charged particles, there are some reconstructed tracks inside a jet

cone. By using tracks, a jet is said to be “vertex confirmed” ifthere are at least two tracks in the jet

cone associated with the primary vertex. The vertex confirmation is used to improve the counting

of jet multiplicity since the resolution in thezaxis is much better for tracks than jets. Another way

to use track information isb-tagging [72].

The measured jet energy is usually different from the parton’s energy for various reasons. To

compensate for the difference, the energy scale is corrected by a jet energy scale correction (JES),

3The algorithm “JCCA(JCCB)” uses a cone of radiusR = 0.7(0.5).
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and the jet resolution in MC is corrected by a method of jet shifting, smearing, and removal (JSSR)

[71].

3.5 Missing Transverse Energy

In pp̄ collisions at the Tevatron, the transverse momenta of the initial partons are close to zero,

which implies that the sum of the transverse momenta of all final state physics particles should

almost vanish by momentum conservation. However, neutrinos or any new physics particles that

escape from direct detection by the DØ detector, as well as instrumental reasons (thermal noise

in the calorimeter,etc), may result in an imbalance of the total transverse momentum, i.e., the

missing transverse energy/ET .

The/ET calculation is performed in two stages. Firstly, it is computed as the negative vector sum

of the energies from all cells of the EM and FH calorimeters. The cells from the CH calorimeter

are excluded due to a high-level noise.

In the second stage where physics objects are already reconstructed and identified, the/ET is

re-computed by incorporating corrections to the physics objects. For instance, an EM cluster that

could be an electron or photon need be corrected for its energy scale; jet energies are corrected

for JES, JSSR, in-cone muons, and leakage of hadronic showers in the CH calorimeter, and so

on. After these corrections to the physics objects, a re-computation of/ET is performed for more

accuracy. Since the physics objects such as electrons, photons and jets are identified as clusters of

energies in the calorimeter, the vector sum of the unclustered energies (UE) can be calculated to

characterize the underlying activity of the calorimeter inan event.
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Chapter 4

Samples

In this chapter, we describe the data sample and Monte Carlo (MC) simulations used in this study.

4.1 Data Sample

For the RunII period, the accelerator division delivered 11.9 fb−1 of pp̄ collisions, with 10.7 fb−1

recorded by the D0 detector from April 2002 to September 2012, see Figure 4.1 [73]. The recorded

data is filtered to remove bad luminosity blocks and events bythe Data Quality Group [74], result-

ing in a data sample corresponding to an integrated luminosity of 9.6 fb−1 that is used for this

study.

In 2006, the DØ detector was upgraded with the “layer 0” installed in the SMT as the innermost

layer. Since then, the reconstruction software was updatedto incorporate the hardware configura-

tion change. So the data sample is divided into two subsets, often called RunIIa which corresponds

to the 1.1 fb−1 data before the upgrade in 2006, and RunIIb1 for the rest of the data. The recon-

struction software version begins with p17 and p20 for RunIIa and RunIIb data respectively. So

RunIIa (b) data are often referred as p17 (p20) data, as well as Monte Carlo simulations.

For efficient usage of computer resource, the data sample is reduced to variousskimsaccording

1There are mainly four updates on the physics object reconstruction after the year of 2006, and so the RunIIb data
can be further subdivided into RunIIb1, 2, 3,and 4 datasets.
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to the final states by the Common Sample Group [75]. In this study, we use the 2EMhighptskim

that requires two EM clusters withpT > 12 GeV be present in each event.

Figure 4.1:The delivered and recorded integrated luminosity as a function of time at the DØ detector [73].

4.2 Monte Carlo Simulation

All the signal and background processes are modelled using Monte Carlo simulations, except for

theγ+ jet and dijet backgrounds.

Signal samples

The signal Monte Carlo samples for the SM Higgs boson are generated usingPYTHIA [76] with

the CTEQ6L1 [77] parton distribution functions (PDFs), for 100 GeV≤MH ≤150 GeV in intervals

of 5 GeV. The samples corresponding to each of the three dominant SM Higgs boson production

mechanisms at the Tevatron are normalized using the next-to-next-to-leading order (NNLO) plus
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next-to-next-to-leading-logarithm (NNLL) theoretical cross sections for GF [78] and NNLO cross

sections for VH and VBF processes [79, 80], computed with theMSTW 2008 PDF set [81].

The branching ratio predictions are fromHDECAY [82]. Moreover, thepT of the Higgs boson

in the GF process is corrected to match the calculations byHQT at NNLO and NNLL accuracy

[83].

In the fermiophobic model where the GF process is absent, we assume the VH and VBF signals

are produced at the same rate as the SM. The branching ratios are also calculated withHDECAY

but with the option “fermiophobic” turned on in the software.

Background samples

Backgrounds of instrumental and physical origin are considered in this search. The major instru-

mental backgrounds includeγ + jet (γ j), dijet (j j ) andZ/γ∗ → l+l−(l = e,τ ) (ZDY) production,

with jets or electrons misidentified as photons. The major physical background is from directγγ

production (DDP) where two isolated photons with high transverse momenta are produced.

γ j + j j events are obtained from independent data control samples as discussed later in Sec-

tion 5.3. The sample for the ZDY process is simulated usingALPGEN [84], with showering and

hadronization fromPYTHIA, and with the NNLO cross section [85] for normalization. Addition-

ally, theZ bosonpT spectrum is corrected to match data [86]. The DDP sample is generated using

SHERPA[87].

All the MC samples are processed through a detailedGEANT-based [88] simulation of the D0

detector. In order to accurately model the effects of multiple pp̄ interactions and detector noise,

data events from randompp̄ crossings that have an instantaneous luminosity spectrum similar to

the events in this analysis are overlaid on the MC samples. These MC events are then processed

using the same reconstruction algorithm as data.
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Chapter 5

Analysis

In this Chapter, we elaborate in detail the data analysis. Thesearch for the SM Higgs boson in the

channel ofH → γγ is conducted by using the samples described in Chapter 4.

An innovation implemented in this study is therevertexing, it significantly enhanced the effi-

ciency to find the true vertex. In Section 5.1, the algorithm and calibration are described.

Section 5.2 and Section 5.3 illustrate the event selection and background modeling, which

provides the foundation of another important innovation, the multivariate technique.

It is known that the search for theH → γγchannel at the Tevatron is challenging due to the small

branching ratio (maximum of≈ 0.2% near 125 GeV). Nevertheless, the experimental signatureis

very clean thanks to a narrow resonance on top of a smoothly-falling background in the diphoton

mass spectrum. So the analyses at DØ [65] and at CDF [89] in the past focused only on the peak-

searching by examining the diphoton invariant mass distribution. In this study, we implement

the multivariate technique (Section 5.4) for the first time and achieve the best sensitivity in this

channel at the Tevatron. In the multivariate analysis, the diphoton mass spectrum still provides

the majority of the discriminating power between signal andbackground. So we also scan the

diphoton mass spectrum for a resonance (Section 5.3.5) and compare it with the result from the

multivariate analysis.

The last Section 5.5 of this Chapter deals with systematic uncertainties.
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5.1 Revertexing

From Section 3.2 in Chapter 3, we know that the reconstructionof the primary vertex relies on the

associated tracks and the trackpT . It performs well for hard scatter (highpT) events with electrons

because the electrons themselves usually result in highpT associated tracks. However, photons are

charge-neutral particles that usually do not have tracks. So the default DØ vertex reconstruction

(reco) algorithm yields a low efficiency to find the true hard-scatter vertex, for the diphoton final

states. The previous search forH → γγ [65] and the diphoton differential cross section measure-

ment [90] replace the default DØ vertex reco algorithm with amax-trackalgorithm. The algorithm

identifies the hard scatter vertex in a diphoton event as the vertex with the maximum number of

associated tracks in the vertex list, regardless of the track pT . We use the signal MC sample (gluon

fusion) to demonstrate the performance difference of the default DØ reco and max-track algo-

rithms, as shown in Figure 5.1 The true primary vertex is saidto be found or matched if the chosen

vertex is within 1 cm of the true vertex in thez direction,i.e., |dz| < 1 cm. Within 1 cm, even if

the chosen vertex is notthetrue primary vertex, the resulting kinematic difference isnegligible.

In this study, we add another element called “photon pointing” to increase the chance of finding

the true primary vertex. It is best explained together with the concept of “CPS match”.

CPS match and photon pointing

When a photon deposits energy in the CPS stereo layers as well asthe four layers of the EM

calorimeter, the spatial information that these five layersprovide can significantly improve the

knowledge of thez-position of the photon point-of-origin. Because of the finesegmentation, the

spatial resolution of the CPS is excellent. Table 5.1 shows the resolutions in the central region for

the CPS and EM layers.

Quantity CPS EM1 EM2 EM3 EM4
σz 3.7 mm 15 mm 16 mm 6.8 mm 19 mm

Table 5.1: Resolution inz-position for the central preshower detector and the four electromagnetic
calorimeter layers for RunII.

For the CPS cluster associated with an EM object, the centroidpositions of the CPS cluster and
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Figure 5.1:The efficiencies for finding the true hard scatter vertex by using the default DØ reconstruction
algorithm (d0reco) and max-track algorithm (mntrk) as a function of diphoton transverse momentum in the
gluon fusion signal MC sample. They are shown as the black and red lines respectively in the plot. The blue
line illustrates the frequency with which the two algorithms yield the same vertex or close enough.
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the four EM clusters in the four layers are calculated and then fit to a straight line. If theχ2 of the

fit is less than 25, the EM object is said to have a “CPS match” [91]. The fitted line is extrapolated

to the origin to extract thez-coordinate of the EM object’s origin, as well as impact parameter. This

procedure is called “photon pointing” [92], illustrated inFigure 5.2. We use photon pointing when

the photon candidate has a CPS match as discussed below. It is worth mentioning that “photon

pointing” merely uses the information from the central preshower detector and the calorimeter

while no track information is included. So it can serve as an independent method to locate the

hard-scatter vertex of the diphoton event.

Figure 5.2:A schematic illustration of the photon pointing in thez− y plane (left) andx− y plane (right)
[91].

5.1.1 Algorithm

As mentioned above, the max-track vertexing means to identify the vertex with the maximum asso-

ciated track multiplicity as the hard-scatter vertex. The photon pointing is used in such a way that

the vertex from the primary vertex list closest to the pointed z-coordinate is identified as the hard-

scatter vertex. The two vertexing methods have strengths indifferent cases. For example, when no

vertex can be found near the photon pointed position, it is better to use max-track vertexing.

The algorithm combines the usage of max-track vertexing andphoton pointing as illustrated in

the following:

53



• If neither photon candidate has a CPS match, the max-track vertexing is used.

• If only one photon candidate has a CPS match and the pointing significance1 is less than 3,

the photon pointing from the matched photon is used. Otherwise, the max-track vertexing is

used.

• If both photon candidates have a CPS match with the following two conditions satisfied: i)

the 2-photon pointing significance2 is less than 3 and ii) the pointing difference significance3

is less than 3, then the photon pointing from both photons is used (< zp > is used to select

the hard-scatter vertex from the vertex list). If the two conditions are not satisfied simultane-

ously, we examine whether one photon pointing significance is larger than 3 and the other’s

is less than 3. If this is the case, the photon pointing from the photon with less pointing

significance is used. Otherwise, we use the max-track vertexing.

5.1.2 Calibration

To ensure the same performance of the algorithm in data and MC,we calibrate the two ingredients

of the algorithm, the max-track vertexing and photon pointing, by usingZ/γ∗ → e+e− data and

MC samples.

1The 1-photon pointing significanceS1 is defined as

S1 = |zp−zvtx|/σp,

wherezp andσp are the pointedz-coordinate and error;zvtx is thez-coordinate of the vertex closest to the pointed
position from the photon with CPS match.

2The 2-photon pointing significanceS2 is defined as

S2 = | < zp > − < zvtx > |/ < σp >,

< zp > = (z1pσ2
2p +z2pσ2

1p)/(σ2
1p +σ2

2p),

< σp > = (σ1pσ2p)/
√

σ2
1p +σ2

2p,

wherez1(2)p andσ1(2)p are pointedz-coordinates and errors from photon 1 and 2;< zvtx > is thez-coordinate of the
vertex closest to the error-weighted pointed position< zp > from the two photons.

3The 2-photon pointing difference significanceSD is defined as

SD = |z1p−z2p|/
√

σ2
1p +σ2

2p.
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Max-track vertexing calibration

For max-track vertexing, we find that the MC is different fromdata in three aspects:

• The number of vertices: MC has fewer vertices than data, so for this aspect we reweight the

distribution of the number of vertices of MC to that of data.

• The track multiplicity of the hard-scatter vertex: the MC has higher track multiplicity due

to higher tracking efficiency. So we apply “track-loose” tracking scale factors from Muon

ID [93] to the hard-scatter vertex in MC events to correct itstrack multiplicity, as shown in

Figure 5.3.

• The track multiplicity of the min-bias vertices: it is knownthat the cluster error of hits of

the overlaid events are mistakenly from MC (should be directly from data). So we randomly

generate track multiplicities for min-bias vertices by sampling from the track multiplicity

distribution in data, as shown in Figure 5.4.

After the three corrections, we evaluate the efficiencies for max-track vertexing to find the

correct vertex as a function of diphotonpT in Z/γ∗ → e+e− data and MC samples. The true vertex

in the Z/γ∗ → eedata/MC is defined as the default DØ reco vertex verified by both of the two

electron tracks. But when counting the number of tracks for the true vertex, two are subtracted to

emulate two photons. The average efficiencies are about the same for data and MC. For p20, we

measure 64.6±0.1% for data and 65.8±0.1% for MC. For p17, we measure 80.7±0.3% for data

and 80.9±0.2% for MC. The di-EMpT dependent efficiencies are shown in Figure 5.5.

Photon pointing calibration

For CPS pointing, we mainly calibrate

• the pointing resolution (|zp − zvtx|), the difference between thez-coordinate from photon

pointing and the true vertex

• the pointing significance (|zp−zvtx|/σp), the pointing resolution divided by pointing error.
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To calibrate pointing resolution, we fit the|zp−zvtx| distribution inZ/γ∗ → e+e− data and MC

samples to measure the resolutions,σdata andσMC. This is done in four rapidity bins:|η | < 0.4,

0.4< |η |< 0.6, 0.6< |η |< 0.8 and|η |> 0.8. Figure 5.6 shows the fit in an example rapidity bin,

|η | < 0.4. Thenzp in the MC sample is smeared according to Equation 5.1. Figure5.7 shows the

pointing resolution in MC agrees well with data after the smearing.

Znew pointing= Zold pointing+RND·
√

σ2
data−σ2

MC, (5.1)

whereRND is a random number generated from a standard normal distribution N(0,1).

After calibration of the pointing resolution, we continue to examine the pointing significance

for both data and MC samples, as shown in Figure 5.8. Because the vertexing algorithm decides

when to use the photon pointing based upon the pointing significance, it makes more sense statis-

tically to calibrate the significance distribution to be a standard normal distribution N(0,1). This is

done by multiplying the pointing error by the fitted standarddeviation from Figure 5.8. Then both

data and MC have a standard normal distribution for the pointing significance, shown in Figure

5.9.

After the above calibrations of each element in the new algorithm, the average efficiencies

for the new algorithm to find the true vertex for p20 data and MCsamples are 94.0±0.1% and

95.7±0.1%, and that for p17 data and MC samples are 97.6±0.1% and 98.7±0.1% respectively.

Figure 5.10 shows the efficiency as a function of diphotonpT .
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Figure 5.3:Track multiplicity distribution of the hard-scatter vertex in p20 (upper) and p17 (lower) data
(black), uncorrected MC (red) and corrected MC (magenta) usingZ/γ∗ → eeevents.
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Figure 5.4: Track multiplicity distribution of the min-bias vertices in p20 (upper) and p17 (lower) data
(black), uncorrected MC (red) and corrected MC (magenta) usingZ/γ∗ → eeevents.
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Figure 5.6:Photon pointing resolution fit in an example rapidity bin|η |< 0.4 for p20 data (upper) and MC
(lower) samples usingZ/γ∗ → eeevents.
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Figure 5.8:Photon pointing significance fit in an example rapidity bin|η | < 0.4 for p20 data (upper) and
MC (lower) samples usingZ/γ∗ → eeevents.
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Figure 5.9:Photon pointing significance after calibration in an example rapidity bin|η | < 0.4 for p20 data
(upper) and MC (lower) samples usingZ/γ∗ → e+e− events.
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5.2 Event Selection

To extract interesting diphoton events from the data and MC samples, a set of requirements should

be satisfied besides the good quality of data. It includes requirements on the trigger, the hard-scatter

vertex position, photon quality and CPS match.

Trigger requirement

Each event is required to fire the di-EM trigger. There are 6 di-EM trigger lists in different data

taking epochs: v8-11, v12, v13, v14, v15 and v16. Each trigger list is a combination of the triggers

in the three-level trigger system, requiring that there areat least two EM clusters with loose shower

shapes andpT above a threshold varying from 15 GeV to 25 GeV.

The trigger efficiency for v8-v14 is estimated to be 100% at a precision of 0.1% withMee> 50

GeV usingZ/γ∗ → e+e− events [94]. For v15 and v16 the trigger efficiency is found tobe greater

than 97% for a di-EM invariant mass of 50 GeV and increases to about 100% at 90 GeV. So in

this study, the invariant mass of the two photon candidates is required to be greater than 60 GeV

to ensure very high trigger efficiency. The dependence of thetrigger efficiency on di-EM invariant

mass for v15 and v16 is shown in Figure 5.11 and parametrized empirically as

εv15,16
trigger(Mdi-EM) =

1
2

p2(1.0+erf(
Mdi-EM − p0√

2p1
)) (5.2)

p0 = −16.39, p1 = 34.55, p2 = 0.9995; (5.3)

Primary vertex position requirement

The revertexingis discussed in Section 5.1 at the beginning of this Chapter. The z-coordinate

of the vertex is required to be within 60 cm of the geometricalcenter of the detector. After the

revertexingprocedure, the photon kinematics and related photon ID variables are updated.

Photon quality requirement

The photon candidates are selected in the central region, with pT > 25 GeV and satisfy the “core1”

quality requirement discussed in Section 3.3.2 of Chapter 3.
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Tables 5.2 shows the selection efficiencies for the gluon fusion, associated and vector boson

fusion production of 130 GeV Higgs MC. The average event selection efficiency for the signal MC

events is about 21%.

sample gluon fusion associated productionvector boson fusion
p17 0.222± 0.001 0.208± 0.001 0.233± 0.001
p20 0.219± 0.001 0.206± 0.001 0.234± 0.001

Table 5.2:Event selection efficiencies from 130 GeV Higgs MC for p17 and p20.

CPS match requirement

Additionally, we require at least one of the two photon candidates has a CPS match. The CPS

matching efficiencies are measured using the method documented in Ref. [62]. Table 5.3 shows

the CPS match efficiencies for different core cuts in the central region.

corecut CC core0 CC core1 CC core2
average efficiency(data) 0.725 0.726 0.730
average efficiency(MC) 0.745 0.748 0.752

scale factor(data/MC) 0.983± 0.014 0.980± 0.015 0.980± 0.016

Table 5.3:CPS match efficiencies and scale factors measured with Zγ data and MC.
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5.3 Background Modeling

Three major backgrounds are considered in this study: (i)Z/γ∗ → l+l−(l = e,τ ) (ZDY) produc-

tion, where both electrons are misidentified as photons due to tracking inefficiency; (ii)γ+jet and

dijet events, where the jet(s) are misidentified as photon(s); (iii) direct γγproduction (DDP), which

is the irreducible physics background. In this Section, we first describe some important corrections

to the Monte Carlo simulations and then describe how each background is modeled.

5.3.1 Corrections

The Monte Carlo simulations have general corrections (luminosity profile correction, and beam

z-reweighting), EM cluster pre-selection efficiency [95], photon ID efficiency and CPS match effi-

ciency corrections applied. Here we describe another two corrections that are unique to this study:

the ANN output (ONN) shape correction and the unclustered energy correction.

ONN Shape Correction

ONN is an essential variable in photon identification and is usedextensively in this study, so it

is important to calibrate its shape. As mentioned in Section4.1 in Chapter 4, the RunIIb data

epoch can be divided into finer subepochs, namely RunIIb1, 2,3, and 4. In principle, it is ideal

to model each data taking epoch with Monte Carlo simulation ofthe corresponding reco version.

For example, RunIIb1 MC is used to model RunIIb1 data. However, the ideal sometimes cannot

be achieved with limited resources. For instance, we only have RunIIb1 MC to model the DDP

background.

We observed that theONN shape varies in different data epochs, as shown in Figure 5.12.

More specifically, theONN shapes in RunIIb2,3,4 data are very similar while they are different

from that in RunIIb1 data, which means that RunIIb1 MC with a specific correction can simulate

adequately theONN shapes of the full RunIIb dataset. The correction is shown inEquation 5.4 and
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implemented in three regions:|ηdet| < 0.4, 0.4 < |ηdet| < 0.8 and 0.8 < |ηdet| < 1.1.

correction=
RunIIb1ONN shape×LRunIIb1+RunIIb3ONN shape×LRunIIb234

RunIIb1ONN shape×LRunIIb1234
, (5.4)

whereLX is the integrated luminosity for epoch X.
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Figure 5.12:The photonONN distributions in different data taking epochs are compared in differentηdet

bins.
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Unclustered Energy Correction

The total unclustered energy in the transverse plane (UET) is the total scalarpT of calorimeter

cells not associated by the d0correct algorithm to a clustered object. UET is used in the calculation

of /ET , so a calibration of UET results in a better modeling of/ET . The correction is derived in this

way: first subtract the UET distribution of data from that of the data-based background, and then

divide it by the MC-based background after normalizing the MC-based background to the same

integral. The final ratio is the correction that should be applied to MC samples. After correction,

the UET distribution in background agrees well with data as shown in Figure 5.13.
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Figure 5.13:UET distribution after correction to MC simulations.

5.3.2 Z/γ∗ → eeDrell-Yan (ZDY) Background

TheZ/γ∗ → eebackground is estimated from Monte Carlo simulation usingALPGEN [84], with

showering and hadronization fromPYTHIA, and using the NNLO cross section [85] for normaliza-
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tion. Besides the general corrections, the MC events are also corrected for the “electron no-track”

efficiency. This efficiency measured the probability of an electron that fails the track veto to fake a

photon. We find that the probability is about 1-3%, dependingon azimuthal angleφ [64].

5.3.3 γ+jet and Di-jet Backgrounds

Theγ+jet and dijet backgrounds are estimated with data. The estimate is performed in two steps.

In the first step, a so-called “4× 4 matrix method” is used to estimate the yields of this back-

ground. It basically decomposes the data events into components belonging to each of the three

backgrounds. One drawback of this approach is the limited statistics of data. Therefore in the

second step, we select an orthogonal data sample, or controldata sample, by reversing certain

requirements in the event selection. In this way, we can significantly boost the statistics for this

background, and more importantly, the shape of this background can be estimated with higher

statistical precision.

4x4 matrix method

The idea of the “4×4 matrix method” is to use the observed classified data eventsto calculate the

background composition of the data through an efficiency matrix [96].

Following the event selection, a tightenedONN requirement4 (ONN > 0.75) is used to classify

the events into four classes: (i) both photons, (ii) only thephoton with the highestpT (leading

photon), (iii) only the photon with the second highestpT (trailing photon), or (iv) neither of the

two photons, pass this requirement.

The corresponding numbers of events, after subtracting theZDY contribution, are denoted as

(i) Npp, (ii) Np f , (iii) Nf p and (iv)Nf f . The different efficiencies of theONN > 0.75 requirement

for photons (εγ) and jets (εjet) allow us to estimate the sample composition by solving a system of

linear equations 5.5:

(Npp,Np f ,Nf p,Nf f )
T = E × (Nγγ,Nγ j ,Njγ,Nj j )

T , (5.5)

4Note that this requirement is not an event selection requirement. It can be viewed as a boundary to classify events.
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whereNγγ (Nj j ) is the number ofγγ ( j j ) events andNγ j (Njγ) is the number ofγ j events with

the leading (trailing) cluster as the photon. The 4×4 matrixE is constructed with the efficiency

termsεγ andεjet as in Equation 5.6, parametrized as a function of|η | for each photon candidate

and estimated in photon and jet MC samples. We validateεγ with data of radiated photons from

charged leptons inZ boson decays (Z → l+l−γ, l = e,µ) andεjet with jet data [90].
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(5.6)

The method is implemented on an event-by-event basis, resulting in weights corresponding to

γ+jet, dijet andγγ. The sum of the weights forγ+jet and dijet over all events are the estimated

yields for theγ+jet and dijet background respectively. Table 5.3.3 shows the classification and

results of the 4×4 matrix method.

(a)

Nf f 2719
Nf p 3600
Np f 4916
Npp 7796
Data 19031

(b)

NDY 795± 17
Nj j 3330± 222

Nγ j +Njγ 5738± 406
Nγγ 9168± 262
Data 19031

Table 5.4:(a) shows the number of events in the data for the 4 categories. (b) showsthe number ofγγ,
γ+jet and dijet events in the data from the 4x4 matrix method. The number of DY events is estimated from
MC. The quoted uncertainties are statistical only.

The 4×4 matrix method not only provides the estimation for background yields but also a val-

idation of shape modeling for each of theγγ, γ+jet and dijet backgrounds, even though statistically

limited . Figure 5.14 shows the comparison of backgrounds from the 4×4 matrix method with

those from the more statistics-enriched samples discussedin this Section.

Orthogonal sample

Due to the limited statistics of the matrix method, especially in the high mass region, we obtain the
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shapes of theγ+jet and dijet backgrounds from an orthogonal data sample by reversing theONN

requirement in the event selection (i.e., ONN < 0.1), dropping thesigphirequirement, and relaxing

the trkiso requirement to 5 GeV. The shapes of kinematic distributionsfor theγ+jet background

are obtained by requiring one of the two photon candidates tosatisfyONN < 0.1. And the shapes

of kinematic distributions for dijet background are obtained by requiring both of the two photon

candidates to satisfyONN < 0.1.
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Figure 5.14: Validation of the shape of theMγγ distribution in the CCCC region. Theγγ back-
ground from theSHERPAMC and theγ+jet and jet+jet backgrounds from the orthogonal sample
are compared to their corresponding 4x4 matrix method solutions.
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5.3.4 Direct Di-photon Production (DDP)

The hadronic SM processes are a copious source of diphoton events, in which high momentum

photon pairs can be produced and constitute the physics background in the form of a steeply-falling

continuum mass spectrum. They are produced from scatterings of quark-antiquark, (anti)quark-

gluon, and gluon-gluon. Figure 5.15 [97] shows the possibleFeynman diagrams for direct diphoton

production (DDP). Figure 5.15 (a) shows the lowest order process where a photon pair is produced

from qq̄ annihilation. The process involves radiative correctionsin Figures 5.15 (b)-(e), (h), (i)-(l)

of O(αs), O(α 2
s ) andO(α 3

s ) in the strong coupling strength, respectively. Figures 5.15 (f) and (g)

represent the single-photon fragmentation scenarios.

Figure 5.15: Feynman diagrams that contribute to the directdiphoton production. Solid lines are
quarks and antiquarks. Wavy and curly lines represent photons and gluons. (a)-(e) and (h)-(l) are
considered as leading order and next-to-leading order processes respectively in Ref. [97]. The
diagrams of (f) and (g) are single and double fragmentation.

In practice, we chooseSHERPA[87] to model DDP because the DDP differential cross section

measurement [90, 98] shows that this process is best modeledby the Simulation of High-Energy

Reactions of Particles, namelySHERPA. The photon fragmentation function inSHERPAis modeled

74



by an interleaved QCD+QED parton shower including higher-order real-emission matrix elements.

Figure 5.16 shows good agreement between data andSHERPApredictions.
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Figure 5.16: An example of the measured differential cross section in direct diphoton production
as a function ofMγγ, pγγ

T , ∆φγγ and|cosθ∗| (cosθ∗ = tanh[(η1−η2)/2]). The data are compared
to the theoretical predictions fromRESBOS, DIPHOX, PYTHIA AND SHERPA. The ratio of the dif-
ferential cross sections between data andSHERPAare displayed as black points with uncertainties
in the bottom plots [98].
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5.3.5 Diphoton Invariant Mass Distribution

The signature of the Higgs boson inH → γγ is a narrow resonance on top of a smoothly falling

background in the diphoton invariant mass spectrum. Therefore, examining the mass spectrum for

a narrow resonance is an important and robust approach. We use this approach as a cross check

with the multivariate technique for each assumed Higgs mass. The data and modeled background

are shown in Figure 5.17. The SM signal yield is scaled up by a factor of 100 to be visible in the

figure. The modeled background agrees well with the data.
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Figure 5.17:Diphoton invariant mass distribution of signal, background and data. A hypothetical standard
model signal at 125 GeV is shown. The signal yield is scaled by a factor of100 for better visualization.

The diphoton mass resolution is∼ 3 GeV. It is determined from a fit to the invariant mass

spectrum. The fit function is a sum of a Crystal Ball function [99] as shown in Equation 5.7 and a

Gaussian function. The former is used to model the narrow resonance and tails toward the lower

mass region, and the latter with a wider standard deviation to model the right tail and outliers.
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Figure 5.18 (a) shows an example fit for the 125 GeV signal. Themass resolution is extracted from

the core component of the fit function, namely the width of theCrystal Ball function. The mass

resolution as a function of assumed Higgs mass is shown in Figure 5.18 (b).

t = (mγγ−µCB)/σCB,

f =















N ·e−t2/2 t > −αCB

( nCB
αCB

)nCB · ( nCB
αCB

−αCB− t)−nCB ·e−α 2
CB/2 otherwise.

(5.7)

whereµCB,σCB are the mean and width of the Crystal Ball function;αCB,nCB dictate the location

and shapes of the non-Gaussian tail;N is the normalization parameter.
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Figure 5.18: (a) Reconstructed diphoton invariant mass distribution for a SM Higgs boson signal MC
sample withMH = 125 GeV. The red line represents the fit to the distribution described in the text. (b) Mass
resolution as a function of diphoton invariant mass from the fit to SM Higgs boson signal MC samples.
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5.4 Multivariate Analysis

Traditional cut-based techniques rely on a series of cuts onevent selection variables to discriminate

signal from background. For example, the searches forH → γγ in Ref. [65] and Ref. [89] only

examine the diphoton invariant mass for a narrow resonance.However, the separation power of

the traditional technique is not optimized because the signal can be different from the background

in several variables. In this study, we adopt a multivariatetechnique combining information from

a list of variables into a final discriminant to achieve better signal significanceS/
√

B.

There are several multivariate techniques such as a neural network. The one we used is a

boosted decision tree (BDT), implemented with the Toolkit for Multivariate Analysis (TMVA)

[100]. The BDT technique is extensively used in High Energy Physics, such as in the single top

quark measurement [101]. In this Section, we first describe the BDT technique, and then show the

selection of variables used in the BDT and the final discriminant.

5.4.1 Decision Tree and Boosting

Decision Tree

A decision tree is a supervised machine learning technique to extend a simple cut-based approach

to a multivariate technique by recursively separating events based on a binary decision and contin-

uing to analyze events that fail a particular criterion.

The usage can be split into two phases. Firstly, the decisiontree needs to learn the difference

between signal and background, and build a tree-structuredclassifier. This phase is calledtraining.

Training is performed with known signal and background samples. After training, the decision tree

is implemented on statistically independent, signal and background samples. More importantly, the

decision tree is also applied on data to separate data into signal-like and background-like events.

After the second phase, the final discriminant distributionis populated and examined for a signal

excess.

A decision treeis a binary tree. Consider the training phase, all the known signal and back-
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ground events come to the first binary separation point, theroot node. Given a list ofn variables

of interestx1,x2, ...xn, for each variablexi, the splitting value that gives the “best separation” of the

events is found. Then the variable that gives the best separation is selected and the splitting value

is the one found in the previous step. The root node is now split into two collections of events,

or child nodes, one with mostly signal events and the other with mostly background events. This

procedure is applied recursively to the two child nodes until “some condition” is met to stop the

splitting. The terminal node is called alea f.

There are two concepts above worthy of more explanation: thedefinition of best separation and

the conditions that terminate the splitting.

At each node, the signalpurity p is defined as the sum of signal weights divided by the sum of

signal and background weights. When the node is composed of all signal or background,p gives

two different values, 1 or 0. However, we need a measure of theimpurity such that it reaches its

maximum when signal and background are equally mixed, and itfalls to its minimum when there

are only signal events, or background events by symmetry. One of the popular choices is called the

Gini Index, or Gini for short, as defined in Equation 5.8. As splitting moves forward, the impurity

or Gini should decrease to achieve the goal of separation of signal and background. A desired

splitting method, or best separation, should maximize the decrease of impurity. This is done by

maximizing the difference of a parent node Gini and purity-weighted child nodes Gini, as shown

in Equation 5.9.

Gini = 1− p2− (1− p)2 = 2p(1− p). (5.8)

∆(impurity) = Gini(parent)− [pA ·Gini(child A)+ pB ·Gini(child B)]. (5.9)

The splitting of nodes would continue if it is not terminated, until each node contains either one

signal event or one background event. This certainly results in 100% classification of signal and

background events in the training phase but it loses its generality of classification on the unknown

events, which is calledover-training. So a minimum number of events in a node is required to

minimize over-training. Additionally, it is not useful to further split nodes if the improvement on

80



the signal purity is under a certain threshold. If either of the two conditions above is met, the

splitting is terminated and the training of a decision tree is finished. The output for a certain event

from a decision tree is given by the purity of the terminal node it finally falls in.

Boosting

The terminal nodes can be categorized as signal leaves or background leaves according to the

purity. The non-zero signal purity in a background leaf indicates misclassification of signal events,

which affects the performance of a decision tree. This is discussed and solved by the introduction of

a technique calledboostingin the 90’s [102]. The idea behind boosting is to assign a larger weight

to the misclassified events, and train a new decision tree with the modified event weight, which

allows the new tree to “learn” harder on the misidentified events. The procedure is performed

iteratively, resulting in a collection of trees. The outputof the decision trees is the weighted output

of single decision trees.

A popular boosting method is called AdaBoost. After a treeTn is trained, its associated error

errn is calculated as the fraction of the sum of misclassified event weights, as in Equation 5.10.

errn = (∑
i

wi × In)/∑
i

wi , (5.10)

wherewi is the event weight andIn is an indicator function for treeTn. In = 1 for misclassified

events, otherwise it is zero.

Then the tree weightαn is defined fromerrn as in Equation 5.11.

αn = β ln(
1−errn

errn
), (5.11)

whereβ is a parameter to provide users with the option of adjusting the boosting strength.

For each misclassified event, its weight is multiplied by a factor of eαn. The sum of the total

weights of the entire sample should be renormalized so that for each tree the number of events

remains constant. Finally, the output of an event from theN boosted decision trees (T) is diluted
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by the weighted outputs of single trees as shown in Equation 5.12.

T =
N

∑
n=1

αnTn. (5.12)

The mathematical meaning of the boosting procedure is to minimize the deviation of the model

response (F(x)), namely theT in the AdaBoost example above from the true value,y, obtained

from the training sample. The measure of the deviation is called theloss function L(F,y). It can

be shown that the boosting procedure is dictated by the loss function. For example, the AdaBoost

method is derived from the loss functionL(F,y) = eF(x)y, which leads to the reweighting proce-

dure described in Equations 5.10-5.11. The exponential loss function has drawbacks of lack of

robustness in the presence of outliers or mislabeled events. To overcome this weakness, the TMVA

toolkit implements a technique calledGradientBoostwith the loss function of Equation 5.13. The

boosting procedure dictated by this loss function cannot beobtained as straightforwardly as that

for AdaBoost, but has to use a “steepest descent” step for theminimization, in which the gradient

of the loss function needs to be calculated.

L(F,y) = ln(1+e−2F(x)y). (5.13)

In this study, we find that the decision trees with gradient boosting provide the best performance

for rejecting background.

5.4.2 Input Variables and Training

Input Variables

Ten variables including the diphoton invariant mass are used as input variables to train decision

trees:

• diphoton invariant mass,Mγγ

• leading photon transverse momentum,p1
T
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• trailing photon transverse momentum,p2
T

• diphoton transverse momentum,pγγ
T

• azimuthal angle between the two photon candidates,∆φγγ

• cosθ∗, in the Collins-Soper frame [103]

• φ∗, in the Collins-Soper frame

• missing transverse energy,/ET

• leading photon ANN output,O1
NN

• trailing photon ANN output,O2
NN

Complementary toMγγ, the kinematic variables ofp1
T , p2

T , pγγ
T , ∆φγγ separate signal from the

non-resonant background in momentum and opening angle distributions.

To minimize the uncertain impact of transverse momenta frominitial-state quarks, the Collins-

Soper frame [103] is used to explore more (di)photon angulardistributions such as cosθ∗ andφ∗.

In this frame, thez axis is defined as the bisector of the proton beam momentum andthe negative

of the anti-proton beam momentum when they are boosted into the center-of-mass frame of the

diphoton pair. The variableθ∗ is defined as the angle between the photon momentum and thez

axis. The variableφ∗ is defined as the angle between the diphoton plane and the proton-anti-proton

plane. A schematic view of the frame and definitions of cosθ∗ andφ∗ are illustrated in Figure 5.19.

When the Higgs boson is produced in association with a vector boson (W boson orZ boson),

a large/ET can be observed when the final states fromW or Z boson decays contain neutrinos.

It is more dramatic in the fermiophobic model in which VH is the dominant signal production

mechanism. Moreover, photon identification variables suchasO1
NN andO2

NN are included to further

reject the residual background from misidentified photons.

The distributions of the ten input variables for signals, backgrounds and data in the inclusive

mass range [60, 200] GeV are shown in Figures 5.20-5.29. The modeled background agrees well

with data.
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Figure 5.19: Collins-Soper frame illustration:P1, P2 are the proton and anti-proton momenta.l , l ′

are the photon momenta. ˆz is a unit vector along the bisector of the proton beam momentum and
the negative of the anti-proton beam momentum when they are boosted into the center-of-mass
frame of the diphoton pair. The white plane is the diphoton plane; the gray plane is the proton-
anti-proton plane.̂h is a unit vector in the proton-anti-proton plane but transverse toẑ. θ andφ are
theθ∗ andφ∗ in our notation.
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Training

All the signal and background samples are separated into twoindependent samples by the parity

of each event number. One is used for training; the other is used to populate the final discrimi-

nant distributions. In order to concentrate on the area nearthe Higgs boson resonance, a narrow

mass window, for example±10 GeV, should be applied for an assumed Higgs boson mass. But

considering the statistics for training, the mass window isenlarged to±30 GeV. After the training,

the BDT response is tested on an independent sample (obtained by the TMVA framework dur-

ing training) to check for over-training. This procedure iscalling testing. The reasonable values

of the Kolmogorov-Smirnov test in Figure 5.30 indicate thatthe training is robust and no severe

over-training is observed.
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(a) Mγγ in linear scale

 (GeV)γγM
60 80 100 120 140 160 180 200

E
ve

nt
s 

/ 5
 G

eV

-110

1

10

210

310

410

510

610

710

810

910 -1DØ, 9.6 fb
Data
γγ
+jetγ

jet+jet
 ee→*γZ/

=125 GeV)
H

signal x 100 (M
=125 GeV)

Hf
signal x 100 (M

-1DØ, 9.6 fb

 (GeV)γγM
60 80 100 120 140 160 180 200

E
ve

nt
s 

/ 5
 G

eV

-110

1

10

210

310

410

510

610

710

810

910

(b) Mγγ in log scale

Figure 5.20:Mγγ distributions for signals, backgrounds and data in the massrange [60, 200] GeV.
The standard model signal and fermiophobic signal are represented by the red solid line and the
magenta dotted line respectively. Signals with a mass of 125GeV are assumed and multiplied by
a factor of 1000 to be visible.
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Figure 5.21:p1
T distributions for signals, backgrounds and data in the massrange [60, 200] GeV.

The standard model signal and fermiophobic signal are represented by the red solid line and the
magenta dotted line respectively. Signals with a mass of 125GeV are assumed and multiplied by
a factor of 1000 to be visible.
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Figure 5.22:p2
T distributions for signals, backgrounds and data in the massrange [60, 200] GeV.

The standard model signal and fermiophobic signal are represented by the red solid line and the
magenta dotted line respectively. Signals with a mass of 125GeV are assumed and multiplied by
a factor of 1000 to be visible.
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Figure 5.23:pγγ
T distributions for signals, backgrounds and data in the massrange [60, 200] GeV.

The standard model signal and fermiophobic signal are represented by the red solid line and the
magenta dotted line respectively. Signals with a mass of 125GeV are assumed and multiplied by
a factor of 1000 to be visible.
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Figure 5.24:∆φγγ distributions for signals, backgrounds and data in the massrange [60, 200] GeV.
The standard model signal and fermiophobic signal are represented by the red solid line and the
magenta dotted line respectively. Signals with a mass of 125GeV are assumed and multiplied by
a factor of 1000 to be visible.
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Figure 5.25: cosθ∗ distributions for signals, backgrounds and data in the massrange [60, 200]
GeV. The standard model signal and fermiophobic signal are represented by the red solid line and
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Figure 5.26:φ∗ distributions for signals, backgrounds and data in the massrange [60, 200] GeV.
The standard model signal and fermiophobic signal are represented by the red solid line and the
magenta dotted line respectively. Signals with a mass of 125GeV are assumed and multiplied by
a factor of 1000 to be visible.
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Figure 5.27:/ET distributions for signals, backgrounds and data in the massrange [60, 200] GeV.
The standard model signal and fermiophobic signal are represented by the red solid line and the
magenta dotted line respectively. Signals with a mass of 125GeV are assumed and multiplied by
a factor of 1000 to be visible.
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Figure 5.28:O1
NN distributions for signals, backgrounds and data in the massrange [60, 200] GeV.

The standard model signal and fermiophobic signal are represented by the red solid line and the
magenta dotted line respectively. Signals with a mass of 125GeV are assumed and multiplied by
a factor of 1000 to be visible.
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Figure 5.29:O2
NN distributions for signals, backgrounds and data in the massrange [60, 200] GeV.

The standard model signal and fermiophobic signal are represented by the red solid line and the
magenta dotted line respectively. Signals with a mass of 125GeV are assumed and multiplied by
a factor of 1000 to be visible.
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5.4.3 Final Discriminant

The BDT output distributions are categorized into two classes: the photon-enriched region (both

photon candidates withONN > 0.75) and the jet-enriched region (at least one photon candidate

with ONN < 0.75). As mentioned, the BDT output distributions are obtained from events within

MH ± 30 GeV for each assumed Higgs mass. In this study, sideband regions of the invariant

mass spectrum outside theMH ± 30 interval are also included as final discriminants. Therefore

for eachMH hypothesis, the four distributions (two BDT output distributions in the photon/jet-

enriched regions plus two corresponding sidebands) are treated as independent sub-channels. As

an illustration, the four final discriminant distributionsfor MH = 125 GeV are shown in Figure 5.31

and Figure 5.32 with linear and logarithmic scales respectively.
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Figure 5.31: Final discriminants for 125 GeV signal with a linear scale.
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Figure 5.32: Final discriminants for 125 GeV signal with a log scale.
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5.5 Systematic Uncertainties

Systematic uncertainties involved in this analysis are:

• The total integrated luminosity uncertainty: 6.1%.

• The parton distribution functions (PDFs): the effect of thePDF uncertainty [104] on the

signal acceptance is 1.7−2.2% as a function of the assumed Higgs mass.

• Higgs pT re-weighting: we re-weight the gluon-gluon fusion HiggspT spectrum from

PYTHIA MC to the spectrum from the HQT NNLO event generator [83] for each assumed

Higgs mass. In order to account for the systematic uncertainty from the soft gluon resum-

mation procedure, we derive the shape systematic uncertainty by estimating the fractional

change of the HiggspT distribution from RESBOSafter varying the scale up (2MH) and

down (0.5MH).

• Signal cross section uncertainties: 6.96% and 12.24% for the gluon fusion process from scale

and PDF uncertainties; 6.18% for associated production and4.91% for the vector boson

fusion process [105].

• Efficiency scale factor: for Monte Carlo based signals and backgrounds, there are systematic

uncertainties from the scale factors of the trigger efficiency, the EM cluster pre-selection

efficiency, the photon ID efficiency and the track veto efficiency. Except for the Drell-Yan

background, the track veto scale factor uncertainty is combined into the photon ID scale

factor uncertainty. The track veto scale factor uncertainty for a single electron is estimated

to be 9.0% (see Appendix A). The per event uncertainty is determined by simply multiplying

the per object uncertainty by
√

2.

• The theoretical cross section uncertainty on the Drell-YanZ/γ∗ → eenormalization is 3.9%

[85].

100



• εγ andε j : the uncertainties on photons and EM-like jets passing theONN > 0.75 criterion

(εγ,ε j ) propagate into the uncertainty on theγ+jet and dijet background normalizations. The

uncertainties onεγ andε j are 1.5% and 10% according to Ref [90]. See Appendix B for

more detail.

• The scale uncertainty of the the QCDγγ Monte Carlo: the MC prediction of the shape of

QCD γγ kinematics relies on how the scale is chosen. We have 3D (Mγγ− ∆φγγ− pγγ
T )

weights at the generator level fromPYTHIA to SHERPAin nominal scale, scale up and scale

down, where the nominal scale choice is where the renormalization and factorization factor

are equal toMγγ. For the scale up we double the renormalization and factorization factors.

For the scale down we halve the renormalization and factorization factors. We weight the

SHERPAMC by scaleup
nominal to obtain a+1σ variation and byscaledown

nominal to obtain a−1σ variation.

• non-γγ (γ+jet, jet+jet) shape systematics: the shape of systematic uncertainties of the non-γγ

background is estimated by comparing the mass spectrum fromthe orthogonal sample with

the 4×4 matrix method solution. The latter suffers a lot from largestatistical uncertainties.

So we use a first-order polynomial function to fit the ratio of the shapes and symmetrize the

fit function around the constant functiony = 1.

The systematic uncertainties for the signal and each background component are summarized in

Table 5.5.
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source signal Drell-Yan γ+jet jet+jet QCD γγ
luminosity 6.1% 6.1% - - -

PDF forH → γγ acceptance 1.7% -2.2% - - - -
H pT re-weighting shape - - - -

trigger 0.1% 0.1% - - -
pre-selection scale factor 0.5% 0.5% - - -

ID scale factor 2.7% 2.7% - - -
track veto scale factor - 9.0% - - -

cross section 4.91%-12.24% 3.9% - - -
εγ - - 7.3% 5.4% -
ε j - - 0.8% 17% -

QCDγγ MC scale - - - - shape
non-γγ shape: - - 15% 10% -

Table 5.5:Systematic uncertainties for different sources.
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Chapter 6

Result

By examining the final discriminant distributions for various hypothetical Higgs boson masses,

we observed no obvious excess of signal-like events above the background prediction in the data

sample. Therefore upper limits on the product of the cross section and the branching ratio (σ ×

B(H → γγ)) are derived as a function of the assumed Higgs boson masses.In this Chapter, we

first describe the statistical method for setting limits, and then present the results on the searches

for the SM Higgs boson and the fermiophobic Higgs boson.

6.1 Limit Calculation Method

The limits are calculated at the 95% confidence level with theCLS modified frequentist approach

[106], implemented by the Confidence Level Limit Evaluator (COLLIE) [107]. We discuss the

calculation method and treatment of statistical and systematic uncertainties inCOLLIE below.

Generally speaking, limit calculation is about hypothesistesting. Two hypotheses are tested

here. One is the null hypothesisH0, which represents a model where only background (B) is

present and there are no signal events from a Higgs boson; it is also called theB-only hypothesis.

The other is the test hypothesisH1, which represents a model where both background and signal

(S+B) exist; it can be called theS+B hypothesis.

A test statistic should be constructed to discriminate signal-like and background-like events,

103



providing a test of the two hypotheses. A quantity called thelikelihood ratio Q satisfies this

requirement and is defined as in Equation 6.1. From its name,Q is the ratio of the conditional

probabilities of data given the two hypotheses. It measuresthe extent to which the data is more

consistent with the null hypothesis or not, andvice versa.

Q =
p(data|H1)

p(data|H0)
. (6.1)

For High Energy physics experiments, the number of events orthe number of events in a bin

of a histogram follows Poisson statistics. So the likelihood ratioQ can be explicitly expressed in a

Poisson likelihood ratio as in Equation 6.2.

Q(s,b,d) =
p(data|H1)

p(data|H0)

=
p(data|S+B)

p(data|B)

=
e−(s+b)(s+b)d/d!

e−bbd/d!

= e−s(1+
s
d
)d

=
Nbins

∏
i=1

e−si(1+
si

di
)di ,

(6.2)

whereNbins is the number of bins for the final discriminant distributions; si,bi,di are the number

of events in thei-th bin for signal, background and data.

For numerical reasons, it is better to transform the Poissonlikelihood ratio to the negative

log-likelihood ratio, namely LLR, as shown in Equation 6.3.

LLR = −2ln(Q(s,b,d))

= −2ln(
Nbins

∏
i=1

e−si(1+
si

di
)di)

= 2
Nbins

∑
i=1

(si −di ln(1+
si

bi
)).

(6.3)
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With the definition of LLR, we need to know the distributions of LLR for the S+ B andB-

only hypotheses. It is achieved by generation of pseudo-data. Consider a particular bin in the

final discriminant histogram, the pseudo-data model assumes that its number of data events is

stochastically sampled from a Poisson distribution. The mean of the Poisson distribution is the

sum of the physics processes under a certain hypothesis. Forthe B-only hypothesis, the mean

is the number of events for background; for theS+ B hypothesis, the mean is the sum of num-

ber of events for signal and background. A sampling process to generate a pseudo-data event is

called apseudo−experiment. Thus the LLR distributions for the two hypotheses are populated

by generating pseudo-experiments in a number of trials, as in Equation 6.4.

LLR distribution= 2
Nbins

∑
i=1

(si − d̂i ln(1+
si

bi
)), (6.4)

where d̂i is a pseudo-data event sampled from the distribution of Poisson(si + bi) (Poisson(bi))

for theS+ B (B-only) hypothesis. It must be mentioned that there is an important assumption in

Equation 6.4. Each bin of the pseudo-data is independent andso there areNbinsof random variables

that each follows its own Poisson statistics with its own mean.

By using the LLR test statistic, we can calculate a confidencelevel (CL) for signal exclusion.

The method used here is a modified frequentist approach1, CLS. It requires calculation of two

quantities called CLS+B and CLB. CLS+B (CLB) is the probability for theS+B (B-only) hypothesis

to produce an outcome more background-like than that observed in data. So CLS+B is thep-value

and CLB is 1-p-value for their corresponding hypothesis. The calculation is illustrated in Equation

6.5 and Figure 6.1. In Figure 6.1, the separation of the medians for theS+B andB-only hypotheses

indicates the sensitivity of the search.

CLS =
CLS+B

CLB
=

p-valueS+B

1− p-valueB
. (6.5)

1A traditional frequentist approach uses CLS+B, but is likely to produce false exclusion when data have an down-
ward fluctuation significantly below background prediction[107].
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Figure 6.1:Example distributions of log-likelihood ratio (LLR) underS+ B andB-only hypotheses. The
LLR value from the observed data is shown as a vertical dashed line, separating the LLR distributions into
two areas for the two hypotheses each. The red shaded area is CLS+B and also thep-value of the test
hypothesis. The blue shaded area is 1-CLB, representing thep-value of the null hypothesis [108].

With the definition of CLS, we can exclude signal at a confidence level of 1− α such that

CLs < α . The upper limits are usually expressed as ratios of the cross section upper limits to the

theoretical predictions. Such ratios are the multipliers of the signal until the CLS is less than a

threshold, for example, 5%. Then we can say that the upper limits are set at 95% CL.

Until now, we have not included statistical and systematic uncertainties in the limit calculation.

The limits at this stage are calledCLFast limits in theCOLLIE framework.

Still consider a final discriminant histogram, the statistical uncertainties are considered by an

uncorrelated Gaussian smearing for each bin content. The width of the Gaussian is the per-bin

content statistical uncertainty.

The treatment of systematic uncertainties is much more complicated and it involves a concept

callednuisance parameters. A nuisance parameter is a parameter that is not specified butof no

immediate interest to the hypothesis test. For example, theintegrated luminosity is a parameter of

no immediate interest in the context of setting upper limitson cross sections. Systematic uncer-

tainties, accounting for our limited knowledge on nuisanceparameters, are modeled with a prior

probability distribution function (PDF) with the widths specified by the±1 standard deviation. In

the pseudo-experiment, the nuisance parameter value is stochastically sampled from the prior PDF.
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The PDF can be a Gaussian or log-normal distribution. In thisstudy, we use Gaussian distribu-

tions as the prior PDFs. The correlations between systematic uncertainties are maintained during

sampling.

The incorporation of systematic uncertainties usually degrades the sensitivity of a search. The

impact can be significantly reduced by making a modification to the test statistic from the Poisson

log-likelihood ratio defined by Equation 6.3. The modification requires a minimization of a Poisson

χ2 function to determine the best fit of background to data.χ2 is a function of the nuisance

parameters and their uncertainties (systematic uncertainties), as shown in Equation 6.6.

χ2(H) = −2lnP(data|H,~θ), (6.6)

where the hypothesisH can beS+B or B-only; and~θ is a list of nuisance parameters.

Theχ2 is minimized individually for theS+B and theB-only hypotheses2. So Equation 6.3 is

changed to the so called “profile likelihood ratio”.

profile LLR = −2ln(Q)

= −2ln(
p(data|S+B,~θs+b)

p(data|B,~θb)
),

(6.7)

where~θs+b (~θb) is the list of nuisance parameters from minimization ofχ2(S+B) (χ2(B)).

This approach is calledCLFit2 in COLLIE and it is what we used for this study to set limits. A

more detailed discussion about this method and others can befound in Ref. [107].

2The minimization can certainly be done for just theB-only hypothesis to reduce computational load, namely the
CLFit method inCOLLIE, but it does not yield the optimal sensitivity.
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Higgs mass (GeV) 100 105 110 115 120 125 130 135 140 145 150
Expected limit 12.2 10.2 9.3 9.1 8.9 8.7 9.0 10.0 11.2 13.3 16.8
Observed limit 11.9 16.6 10.5 8.3 9.1 12.8 12.3 9.9 13.2 19.2 25.4

Table 6.1: Expected and observed limits on the ratio ofσ ×B(H → γγ) to the SM prediction as a
function of Higgs mass using the BDT.

6.2 SM Higgs Boson Search Result

The upper limits on the cross section times branching ratio (σ ×B(H → γγ)) relative to the SM

prediction are set at 95% CL using the CLFit2 method withCOLLIE version V00-04-12.

Our most stringest expected limits come from the joint usageof the BDT in the±30 GeV mass

window and the sidebands outside. The results of the limits and log-likelihood ratios are shown in

Figure 6.2 and Table 6.1. The best expected limit is 8.5 at 125GeV, where there is a slight excess

over 1σ but less than 2σ . We also calculated the limits based solely on diphoton invariant mass

in Appendix C as a cross check. Apparently, the two methods give consistent trends on the data

and the BDT method provides significantly more stringent limits than the diphoton invariant mass

method.

To examine the fit process discussed in the Section 6.1, we show the event rates after the

fit process (post-fit) for signal, background and data in Tables 6.2-6.3 for the inclusive, photon-

enriched and jet-enriched channels respectively. To better visualize the post-fit results and examine

them for any potential excess, we also plot the data events after subtraction of background. An

example plot is shown in Figure 6.3 at 125 GeV.
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Figure 6.2:Results for the SM Higgs search from using the joint BDT and sideband as the final discrim-
inant. (a) Limits at 95% CL on the ratio ofσ ×B(H → γγ) to the SM prediction as a function of Higgs
mass. The observed limit is shown as a solid black line while the expected limit under the background-only
hypothesis is shown as a dashed red line. The green and yellow areas correspond to 1 and 2 standard devia-
tions (s.d.) around the expected limit for the background-only hypothesis.(b) Log-likelihood ratios (LLR)
as a function of Higgs mass.
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Figure 6.3:Data after subtraction of the post-fit background atMH = 125 GeV in (a) the photon-enriched
sample and (b) the jet-enriched sample. The expected SM Higgs signal is normalized to the correspond-
ing observed limit in Table 6.1. The bands represent the 1 s.d. uncertaintiesfrom the background-only
hypothesis fit.
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MH (GeV) 105 115 125 135 145
γγ (DDP) 2777± 65 1928± 44 1355± 31 980± 22 721± 17
γ+ jet 704± 40 407± 24 238± 14 144± 9 88± 6
jet+ jet 183± 16 93± 9 54± 6 34± 4 19± 2
Z/γ∗ → e+e− 219± 40 149± 30 51± 11 22± 5 11± 3
Total background 3883± 61 2577± 45 1698± 30 1180± 21 839± 16
Data 3777 2475 1664 1147 813
H signal 3.6± 0.4 3.5± 0.4 3.0± 0.4 2.2± 0.3 1.4± 0.2
H f signal 49.8± 1.1 14.0± 0.3 4.8± 0.1 1.9± 0.1 0.79± 0.03

Table 6.2:Signal, backgrounds and data yields for thephoton-enrichedsample within theMH ±30 GeV
mass window, forMH = 105 GeV toMH = 145 GeV in 10 GeV intervals. The background yields are from
a fit to the data. The uncertainties include both statistical and systematic contributions added in quadrature
and take into account correlations among processes. The uncertainty onthe total background is smaller than
the sum in quadrature of the uncertainties in the individual background sources due to the anti-correlation
resulting from the fit.

MH (GeV) 105 115 125 135 145
γγ (DDP) 1969± 47 1406± 33 1012± 24 734± 17 545± 13
γ+ jet 1852± 100 1101± 60 653± 36 391± 22 251± 15
jet+ jet 1188± 94 647± 54 365± 31 219± 19 135± 12
Z/γ∗ → e+e− 227± 39 152± 28 61± 11 30± 7 20± 5
Total background 5236± 67 3307± 45 2091± 29 1374± 21 951± 17
Data 5287 3384 2156 1422 989
H signal 2.7± 0.3 2.6± 0.3 2.2± 0.3 1.7± 0.2 1.1± 0.1
H f signal 34.8± 0.8 9.8± 0.3 3.4± 0.1 1.34± 0.04 0.56± 0.02

Table 6.3:Signal, backgrounds and data yields for thejet-enriched sample within theMH ±30 GeV mass
window, forMH = 105 GeV toMH = 145 GeV in 10 GeV intervals. The background yields are from a fit to
the data. The uncertainties include both statistical and systematic contributions added in quadrature and take
into account correlations among processes. The uncertainty on the total background is smaller than the sum
in quadrature of the uncertainties in the individual background sourcesdue to the anti-correlation resulting
from the fit.
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6.3 Fermiophobic Interpretation

As described in Section 1.4 of Chapter 1, the branching ratio in the fermiophobic model can be

enhanced by an order of magnitude as can be seen in Table 6.4. In this section, we directly interpret

the SM results in the context of the fermiophobic model. We use the same 9.6 fb−1 data samples

and analysis technique as the search for the SM Higgs boson, except we retrain the BDT using

fermiophobic signals. Figure 6.4 and Figure 6.5 show the four final discriminants for an example

signal mass point (115 GeV) in linear and log scale respectively.

MH f (GeV) 100 110 120 130 140 150
BR(H → γγ) 0.0015 0.0019 0.0022 0.0022 0.0019 0.0014
BR(H f → γγ) 0.185 0.060 0.023 0.011 0.005 0.0030

BR(H f → γγ)/BR(H → γγ) 123 32 10 5 3 2

Table 6.4:Branching ratio comparison for a SM Higgs boson(H) and a fermiophobic Higgs boson(H f )
decaying into two photons.

We assume that in the fermiophobic model, the signal production processes for weak boson

associated production and vector boson fusion have the samecross section as in the Standard

Model. Therefore the limits are explicitly expressed as branching ratios in Table 6.5. They are

compared with the existing LEP limits [30] and also the theoretical prediction for signal in Figure

6.6. The search region for the fermiophobic Higgs boson extends to a mass of 150 GeV, and the

expected exclusion reaches 115 GeV, better than the combined 4 LEP experiments (MH f > 109.7

GeV). From the intersection of the observed limit with the theoretical prediction, we set a lower

limit on the fermiophobic Higgs mass ofMH f > 114 GeV at 95% CL.

Higgs mass (GeV) 100 105 110 115 120 125 130 135 140 145 150
Expected limit (%) 3.8 3.9 3.9 3.8 4.3 4.5 4.4 4.7 5.0 5.1 5.4
Observed limit (%) 5.8 4.7 4.0 4.6 4.4 5.5 5.1 7.0 5.3 5.4 4.2

Table 6.5: Expected and observed upper limits at 95% CL on the branching ratio of a fermiophobic
Higgs boson decaying into two photons(H f → γγ) as a function of the mass using the BDT
method.
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Figure 6.4: Final discriminants for the fermiophobic signal at 125 GeV in linear scale.
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Figure 6.5: Final discriminants for the fermiophobic signal at 125 GeV in log scale.
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Chapter 7

Conclusion

In this study, we presented a search for the SM Higgs boson in the diphoton final state using the

complete data collected with the DØ detector at the Tevatronduring the RunII period, April 2002-

September 2011. The data corresponds to an integrated luminosity of 9.6 fb−1 of pp̄ collisions at
√

s= 1.96 TeV. No significant excess of data above prediction is observed and so upper limits are

set on the ratio ofσ ×B(H → γγ) to the SM prediction at 95% CL, as shown in Figure 6.2. The

expected limit reaches its minimum of 8.5 at 125 GeV, representing the best sensitivity search in

theH → γγ channel at the Tevatron.

Considering the SM-like Higgs boson observed at the LHC, the DØdata is consistent with both

the background-only and the S+B hypothesis at 125 GeV.

This search is also extended to the fermiophobic interpretation, in which the gluon fusion signal

is absent. The same analysis technique as that in the SM Higgsboson search is applied. No excess

of data is observed and the upper limits are set on the branching ratioB(H f → γγ) and compared

to the theoretical predictions. The mass region below 113 GeV is excluded at 95% CL.

In the SM case, this search is combined with other searches atthe Tevatron includingH → bb̄,

H →W+W−, H → ZZ andH → τ+τ−, to contribute to the overall Tevatron SM Higgs result. In

the fermiophobic case, this search is combined withH →W+W− to provide the Tevatron’s answer

on the fermiophobic Higgs search.
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Appendix A

Drell-Yan Z/γ∗ → eebackground

To validate theZ/γ∗ background estimated from MC, especially the track-veto scale factors from

reference [62] we use the RunIIb1 dataset and MC to testZ/γ∗ yields in the following categories:

• both electrons are track-matched

• one electron is track-matched and the other electron is track-vetoed

• both electrons are track-vetoed

According to the photon ID algorithm [62], we define:

“track-matched”= track_match_spatialchi2prob> 0.0

“track-vetoed”= track_match_spatialchi2prob< 0.0 andemhits_e_ f _discriminant() < 0.9(hits

on the road)

The two-track-matchedZ/γ∗ distribution is shown in Figure A.1. The one-track-matched-one-

track-vetoedZ/γ∗ distribution is shown in Figure A.2. The two-track-vetoedZ/γ∗ distribution is

shown in Figure A.3.

In the two-track-vetoed case, theZ/γ∗ contribution is already very small.
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Figure A.1:TheZ/γ∗ invariant mass distribution by requiring that both electrons have tracks.
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Figure A.2:TheZ/γ∗ invariant mass distribution by requiring that one electron has a track and one electron
does not. It is fit with an exponentially decaying function to model the smooth background, and with a
convolution of a Gaussian function and a Breit-Wigner function to model the Zboson signal. In the mass
window of [85,100] GeV, the fit yields 4005.7 Z bosons and the Monte Carlo yields 3755.1 Z bosons.
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Figure A.3:TheZ/γ∗ invariant mass distribution by requiring that both electrons have no track.
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Appendix B

SM systematic uncertainties:εγ and ε j

For the 4x4 matrix method, the efficiency matrix needs the efficiencies for photons and EM-like

jets passing theONN > 0.75 cut:εγ andε j . They are estimated from Monte Carlo so that the statis-

tical uncertainties (∼ 0.4%) are negligible compared to their systematic uncertainties (1.5%,10%).

Varying εγ andε j about their systematic uncertainties affects the normalization of theγ+jet and

jet+jet contributions, thus further affecting the normalization and shape of the sum ofγ+jet and

jet+jet components (also called non-γγ).

We varyεγ andε j individually and compare theγ+jet and jet+jet yields to the original solution

from the 4x4 matrix method as shown in Table B.1.

Variation scenarios δNj j /Nj j δNg j/Ng j

εγ +1.5% ,ε j 5.4% 6.5%
εγ−1.5% ,ε j −5.2% −7.3%
εγ , ε j +10.0% 17% −0.3%
εγ , ε j −10.0% −13.6% −0.8%

Table B.1: Yields change in % from the 4x4 matrix method in four scenarios of varyingεγ andε j

about their uncertainties.Nj j andNg j are the yields of jet+jet andγ+jet respectively.
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Appendix C

Diphoton Invariant Mass Method

Using only the diphoton invariant mass as the final discriminant, we have the results of the log-

likelihood ratio and limits shown in Table C.1 and Figure C.1. The shape of the median expected

limits (dashed red line in Figure C.1 (b)) has a minimum, reaching its lowest value around 125

GeV. This shape is consistent with the expectedσ ×B reaching its maximum at∼ 125 GeV. The

best sensitivity given by this mass method is 12.4. Almost all of the observed limits are consistent

with the limits from the background-only hypothesis within1σ , except for a deficit at 115 GeV

and an excess at 125 GeV but within 2σ .

Higgs mass (GeV) 100 105 110 115 120 125 130 135 140 145 150
Expected limit 16.3 14.7 13.6 13.7 12.9 12.4 13.0 13.9 15.5 18.5 23.7
Observed limit 17.1 18.5 14.0 7.7 9.1 17.5 18.7 13.2 16.6 24.8 26.8

Table C.1: Expected and observed limits on the ratio ofσ ×B(H → γγ) to the SM prediction as a
function of Higgs mass using the BDT.
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Figure C.1:Results for the SM Higgs boson search from using the diphoton invariant mass as the final
discriminant. (a) Log-likelihood ratio as a function of Higgs mass. The observed limit is shown as a solid
black line while the expected limit under the background-only hypothesis is shown as a dashed red line. The
green and yellow areas correspond to 1 and 2 standard deviations (s.d.)around the median LLR from the
background-only hypothesis. (b) Limits at 95% CL onσ ×B(H → γγ) relative to the SM prediction as a
function of Higgs mass.
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