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Abstract

The size and complexity in structure of biopharmaceutical products makes them more susceptible to chemical or structural changes leading to lower potency or altered immunogenicity. Sustaining the stability of macromolecules becomes one of the greatest challenges in the development of biopharmaceutical products. The biophysical characterization of macromolecules is an essential step in stable formulation development. Structural changes of macromolecules in response to various environmental stresses or solution additives are measured using various techniques, and can then be analyzed using the empirical phase diagram (EPD).

The empirical phase diagram (EPD) is a colored representation of overall structural integrity and conformational stability of macromolecules in response to various environmental perturbations. Numerous proteins and macromolecular complexes have been analyzed by EPDs to summarize results from large data sets from multiple biophysical techniques. The current EPD method suffers from a number of deficiencies including lack of a meaningful relationship between color and actual molecular features, difficulties in identifying contributions from individual techniques, and a limited ability to be interpreted by color blind individuals. Three improved data visualization approaches are proposed as techniques complementary to the EPD. Experimental data sets can be visualized as (1) RGB colors using three-index empirical phase diagrams, (2) equiangular polygons using radar charts, and (3) human facial features using Chernoff face diagrams.

Recent development of high-throughput and multimodal spectrophotometers help rapidly collect the large volume of data that is required to create EPDs. Incompatible data formats of
various instruments and heterogeneous analysis software are, however, standing in the way of quickly organizing and analyzing such large volumes of data. It is essential to develop dedicated analysis software for such biophysical data to achieve high-throughput systems, in terms of both hardware and software, for biophysical characterization of macromolecules.

For this purpose, a web-based software framework called MiddaughSuite was developed in this work. The software was designed to easily handle data from various instruments, quickly analyze data using multiple mathematical functions, visualize data in the forms of graphs and diagrams including EPDs, radar chars and Chernoff face diagrams, and share data with other researchers.
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Chapter 1. Introduction

Biopharmaceutical products have become one of the major driving forces for the growth of the pharmaceutical industry over the last two decades. The overall sales of all biologics approached USD 100 billion out of total USD 600 billion for the pharmaceutical industry in 2009.\textsuperscript{1} It is also anticipated that the biologics market will continuously grow to up to 49\% of the total drug sales by 2018.\textsuperscript{2,3} Currently, over 200 biopharmaceutical products are available in the market\textsuperscript{1} with a large number of new arrivals each year. Since 2009, half a dozen new biologics license applications (BLAs) have been approved yearly by the US Food and Drug Administration (FDA)'s Center for Drug Evaluation and Research (CDER).\textsuperscript{4} In addition, the emergence of follow-on biologics - also known as biosimilars - is expected to be another growth factor for the entire pharmaceutical market, although the innovator drugs will suffer from a significant loss of revenue due to the expiry of their patents.\textsuperscript{2,3}

The success of the biopharmaceutical market demands more rapid development of candidate molecules. One of the greatest challenges in the development of biologics is to ensure their stability during all processes from manufacturing to administration. Due to their large size and complexity of structure, biopharmaceutical products are typically susceptible to degradation by a wide variety of physical and chemical stresses. These conformational or compositional changes of macromolecules may lead not only to lower potency but also to altered immunogenicity.\textsuperscript{5} To prevent or at least delay the degradation processes, pharmacologically inactive ingredients referred to as excipients are mixed with the macromolecule of interest. The goal of this “formulation” development is to find the right type and amount of (possibly multiple)
excipients that are most effective in protecting the macromolecule from the various types of degradations that may be present during the shelf-life of the product.

Although monitoring the stability of biologics with all possible combinations of excipients during actual storage is the most accurate method, the time and cost requirement typically discourages this approach. Instead, more extreme environmental conditions such as elevated temperature, suboptimal pH, and ionic strength are often chosen in an attempt to predict long-term storage stability.6,7 These conditions are selected to accelerate the major degradation pathways of the macromolecule. For example, a candidate formulation can be anticipated to have longer-term stability than other candidates if the structural changes of the candidate formulation occur at higher temperature than those of others. Since greater energy is needed to alter the structure of the macromolecule at higher temperature, the macromolecule is expected to be stable for a longer period of time. This prediction is, however, not always accurate. The short-term accelerated stability test is popular because of its time and cost effectiveness despite of its potential inaccuracy.

Even with short-term studies, the number of experiments required for a formulation study is still enormous considering the number of popular excipients and their combinations. Various design and optimization methods have been proposed to reduce the relevant search space. A detailed understanding of macromolecular behavior should be performed as the first priority before any design methods are applied. An initial biophysical characterization of a macromolecule attempts to draw a comprehensive picture describing how the macromolecule responds to environmental stress. This analysis should reveal conditions in which the macromolecule undergoes structural changes (e.g. unfolds), forms soluble or insoluble
aggregates, and becomes chemically modified. Based on the observed macromolecular behavior, more detailed experiments can be designed with narrowed condition to provide further information.

Observation of structural changes in a macromolecule is an essential part of characterization because preservation of macromolecular structure is crucial to maintain its functionality. X-ray crystallography and nuclear magnetic resonance (NMR) spectroscopy are the two major techniques used to determine macromolecular structure. Although these techniques can provide high resolution information about macromolecular structure, they are generally not appropriate for formulation studies. Crystallized samples are necessary for X-ray crystallography but successful crystallization is dependent on the nature of the sample. In addition, the crystal structure does not directly reflect the dynamic motions of proteins in pharmaceutically relevant solution states. For NMR spectroscopy, molecular weight and the need for isotopic labeling become limiting factors. Perhaps most importantly, these techniques are both too time-consuming and complex for regular and frequent use in macromolecular pharmaceutical analyses.

Another high-resolution technique for protein structural analysis is hydrogen deuterium exchange mass spectroscopy (HDX-MS). In this method, the macromolecular dynamics can be studied by monitoring the exchange rate of hydrogen with deuterium when the macromolecule is placed in deuterated water (D₂O). HDX-MS has become a useful tool for detecting a ligand binding or protein-protein interactions, to analyze post-translational modifications, to study comparability of follow-on biologics and for many other related topics. This technique, however, still requires considerable time for both experiments and data analysis.
Compared with the previously described techniques, classic biophysical methods have less discriminative powers due to their intrinsically lower resolution. Individual techniques such as UV absorbance, circular dichroism (CD), fluorescence, light scattering, Fourier transform infrared (FTIR) spectroscopy and differential scanning calorimetry (DSC) may not be able to detect small, subtle structural changes or even larger changes when the altered proteins are present in small amounts. Each method is also limited by its ability to only detect a few aspects of macromolecular behavior. For example, intrinsic Tryptophan fluorescence spectroscopy monitors changes in the tertiary structure, while CD and FTIR spectroscopy are more often used to investigate secondary structure. Static light scattering is a useful method that is sensitive to aggregate formation. Dynamic light scattering is especially useful for molecular size determination. UV absorbance spectroscopy is more often used to calculate concentration and more recently has been employed to monitor conformational changes.

Although the amount of information obtainable from each method is much less than higher resolution technologies such as X-ray crystallography, NMR spectroscopy and HDX-MS, a collection of orthogonal methods can greatly increase the quality of such information and lead to a better understanding of overall macromolecular behavior. For biophysical characterization of macromolecules, physical methods in combination with environmental perturbations such as temperature, pH, and solute additives can be used to produce a very comprehensive picture of a macromolecule. As the number of environmental perturbations and orthogonal physical methods are increased, the identification of internal system behavior (i.e., possible conformational states) can be achieved with higher accuracy. Obviously, the amount of experimental data increases drastically as the number of conditions and methods increases. A method to extract interpretable
macromolecular information from such large volumes of data is a key to the successful characterization of macromolecules for pharmaceutical use.

The empirical phase diagram (EPD) method\textsuperscript{11,12} summarizes experimental data and visualizes macromolecular behavior in the form of a colored diagram. It provides a global picture of structural changes in a macromolecule under a wide range of solution conditions as a kind of stress/response picture. The method utilizes singular value decomposition (SVD) and linear algebra to extract major patterns from a large collection of data. The EPD method requires a number of steps. First, the data should be extracted and stored from each instrument. Second, the data should be processed to correctly represent macromolecular behavior. Each physical method may require different types of processing. This processing may include buffer subtraction, smoothing, normalization, and peak picking. Third, processed data should be organized into one matrix that will be used as an input to SVD. Finally, the three largest components from SVD results are selected and visualized into a two-dimensional colored diagram.

Although the EPD method is useful for summarizing and visualizing patterns found in a large set of data, the use of color as a mean to display patterns inherently possesses several disadvantages. In the EPD, changes in colors represent alterations in structure of the macromolecules as inferred from experimental data. The color itself is randomly chosen; therefore, there is no explicit and common relationship between a color and the protein’s structural state. In addition, this method is useless for people with color deficiencies in vision as well as the blind.

To overcome these disadvantages, three new data visualization approaches are introduced in Chapter 2. Instead of analyzing all experimental data together to construct an EPD, each
method used to determine secondary, tertiary, and quaternary structural changes is analyzed separately and mapped to a fixed color set. In this manner, a three-index EPD can show structural changes of macromolecules with defined colors. For example, the color yellow is always used to display the native state. Radar charts and Chernoff face diagrams are color-free diagrams used to represent EPDs. They utilize certain icons such as radar plots and facial expressions to display data under given conditions. They can accommodate a larger number of types of data explicitly in a diagram than the original EPD. In the initial EPDs, only three major components can be displayed as red, green, and blue (RGB) components in a color.

The biophysical characterization of macromolecules using EPDs based on classical biophysical techniques requires a large volume of experimental data. Recent development of high-throughput and multi-functional instruments enables such large-scale data collection while it greatly reduces overall cost, time and labor. High-throughput fluorometers, for example, can measure fluorescence and light scattering of 48 samples at once. Multi-functional spectrophotometers can employ multiple spectroscopic methods including near and far CD, UV absorbance, fluorescence, and light scattering simultaneously for up to 6 samples. Another type of enhanced instrumentation is the automated spectrophotometer. Although each sample is processed sequentially, up to 96 samples can be handled automatically without interruption. With the help of these advanced instruments, biophysical characterization extensive data concerning macromolecules can be obtained within a single day, with a minimal amount of sample and effort. Current data analysis procedures, however, cannot adequately support such data generation speed due to a lack of dedicated software.
Generally, instrument manufacturers provide their own software to process their experimental data. Since each instrument uses its own data format, the software, in many cases, has ability to export its data to more popular file formats. Their software often provides some functionality to analyze data. It usually requires significant effort on the part of individual users to gather and organize the experiments data from the various instruments. Because of the incompatibility of various data formats, data collection and organization procedures generally require significant labor and time as the volume of data increases. Without effective management of large volumes of data, the efficiency of data analysis and consequent visualization can also be drastically decreased.

To overcome such difficulties, a web-based software framework called MiddaughSuite was designed and developed in this work. In the Chapter 3, detailed requirements from users for the software are listed. The software should be able to easily handle data from various instruments, quickly analyze data using multiple mathematical functions, visualize data in the forms of graphs and diagrams, and share data with other researchers. The software was developed using the python programming language because there exists many publicly available python libraries for scientific computing. The architecture and python libraries are described in Chapter 3 as well.

In the Chapter 4, the web interface of MiddaughSuite is demonstrated in detail. The main six menus – Upload, Data, Figure, Analysis, Table, and Search – provide functionality identified in the Chapter 3. Using the dynamic HTML technology, MiddaughSuite can provide easy-to-use and an intuitive interface to users.
The high-throughput macromolecule characterization system is obtained by combining high-throughput multimodal spectrophotometers and MiddaughSuite software. This coupling provides researchers with a seamless workflow from data collection to analysis. The coupled system makes it possible to obtain various types of EPDs rapidly, possibly within a single day, with a minimal amount of protein and effort.
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Chapter 2. Improved Data Visualization Techniques for Analyzing Macromolecule Structural Changes

2.1 Introduction

At the heart of the study of protein biochemistry lies understanding the interrelationships between the structure and function of these complex macromolecules. Structural aspects are best considered in the light of protein three-dimensional structures as determined by x-ray crystallography and nuclear magnetic resonance (NMR). In many cases, however, such structures are unavailable or suffer from experimental limitations such as their origin in the crystalline state, or the requirement for high concentrations and/or isotope labeling. Thus, physical methods of lower structural resolution such as circular dichroism (CD), fluorescence, light scattering, Fourier transform infrared spectroscopy (FTIR), and differential scanning calorimetry (DSC) are often used, especially in combination with environmental perturbations such as temperature, pH and solute additives (e.g. chaotropes) to evaluate macromolecule higher order structure and stability in solution.

As an intermediate approach, results from multiple lower resolution methods can be combined to produce a more information-rich characterization of protein structure. One such method is known as the empirical phase diagram (EPD). This approach consists of a colored map of macromolecule behavior in which the structure of a macromolecule (or its complexes), as a function of various solution and environmental conditions, is represented by vectors corresponding to individual measurements such as CD, FTIR spectra, intrinsic fluorescence, dye
binding, DSC and light scattering. Using singular value decomposition (SVD), the three largest contributions to a vector are obtained and reduced to color based on an RGB scheme.\textsuperscript{1,2} Although the actual colors are somewhat arbitrary, changes in color are useful since they represent structural changes. In addition, differences between EPDs can be directly compared (e.g. between mutants of the same protein) by processing all of the data together.\textsuperscript{3} By making measurements as a function of variables such as temperature, pH, concentration, ionic strength, and mechanical stress, the colored EPD diagram represents an information rich type of “stress/response” diagram that has been useful in a wide variety of applications including stabilization and formulation of protein therapeutics and a variety of macromolecular vaccines.\textsuperscript{1–10}

The current EPD method suffers from a number of deficiencies that primarily reflect the use of color to represent the state of the protein’s structural integrity. This includes the lack of meaningful relationship between color itself and actual molecular features (in EPDs, structural changes are represented by color transitions\textsuperscript{1,2,9}) as well as limitations resulting from color deficiencies in vision and blindness which is possessed by a substantial portion of the human population. Red-green color vision defects are found in about 8% of males and 0.5% of females among people of Northern European origin, 5% among Chinese and Japanese populations, 4% or less among individuals of African origin.\textsuperscript{11} Here we describe three alternative data visualization approaches to the current EPD methodology which not only overcome these difficulties, but may provide additional information leading to enhancement of the EPD macromolecular structure characterization tool.
In the first approach, we take advantage of the direct relationships between far UV CD spectra and protein secondary structure, intrinsic fluorescence spectra and protein tertiary structure changes, and light scattering measurements and quaternary structure (or aggregation state) to assign direct protein structural meaning to colors. In the second and third methods, we eliminate the use of the color all together through employment of radar (or star) charts\textsuperscript{12} and Chernoff faces\textsuperscript{13–15}. These techniques are popular iconic displays of multivariate data in which attribute values are mapped to the features of the icons.\textsuperscript{16} For radar plots, values from the multiple physical measurements are related to the spikes of equiangular polygons. For the Chernoff face approach, these same data sets are represented by the position and size of facial features in a model face. The resulting patterns exhibit characteristics of the data which can be recognized by pre-attentive perception.\textsuperscript{16} These data visualization methods have been used in many other fields including information visualization\textsuperscript{16,17}, computer science\textsuperscript{18,19}, biology\textsuperscript{20}, education\textsuperscript{21} and health care\textsuperscript{22,23}. In this work, we explore the utility of three different representations with six different proteins using temperature and solution pH as independent stress variables and discuss the advantages and disadvantages of each data visualization approach.

2.2 Materials & Methods

2.2.1 Materials
To demonstrate various visualization techniques, previously published data (e.g., intrinsic Trp and extrinsic ANS fluorescence spectroscopy, CD, and static light scattering) were used in this work including bovine serum albumin (BSA)\textsuperscript{10}, aldolase\textsuperscript{10}, and chymotrypsin\textsuperscript{10} as well as serine threonine kinase protein (SP1732)\textsuperscript{24} and pneumococcal surface antigen A (SP1650)\textsuperscript{24} from S.
pneumonia, and hemagglutinin from the H1N1 influenza virus (HAC1)\textsuperscript{25}. The EPDs were constructed using these previously published data and then compared to the three newly proposed data visualization techniques introduced in this work: the three-index empirical phase diagram, radar diagram, and Chernoff face diagram. All six of the protein macromolecules were dialyzed into a 20mM citrate phosphate buffer (pH 3 to 8), at a total ionic strength of 0.15 using appropriate amounts of NaCl. A detailed description of the experimental methods employed to generate the structural data used in this work are described elsewhere.\textsuperscript{10,24,25}

\textbf{2.2.2 Construction of Empirical Phase Diagrams}

The experimental data for each of the six proteins were previously obtained from multiple techniques (e.g., CD, fluorescence, and light scattering) as a function of pH and temperature.\textsuperscript{10,24,25} The combinations of those conditions are aligned to form an $m \times n$ input matrix, in which $m$ is the number of experimental techniques and $n$ is the number of condition combinations (e.g., number of pH values $\times$ number of temperature measurements). Singular value decomposition of the input matrix is employed to produce a factorization of unitary orthonormal bases matrices and a diagonal matrix composed of singular values. The three largest singular values determine the major contributing factors in the form of orthonormal basis vectors. These factors are then mapped to a RGB color scheme and are visualized as an EPD. Thus, regions of the plot with similar color indicate similar physical states of the macromolecule. A detailed explanation of the calculations involved in construction of EPDs can be found elsewhere.\textsuperscript{1–3}
2.2.3 Calculation of Structural Indices

We define a structural index as the degree of corresponding structural change within a given range of environmental stress conditions. Secondary, tertiary and quaternary (aggregation) structure indices are used here to represent the state of a macromolecule. The structural index is allowed to vary from a value of zero to one while indicating the lowest to highest amount of the corresponding structure. As an example, native tertiary structure can be represented by a value of 1 while significantly conformationally altered tertiary structure by 0. Similarly, the aggregation index is defined to have a range from 0 to 1 where the number 0 implies no aggregation whereas a value of 1 indicates the maximum level of protein aggregation observed during an experimental study.

Each index is calculated in accordance with experimental data that reflect corresponding conformational or association changes in a given protein. There is no limitation to the choice of experimental variables, as long as the experiment is a measure of the amount of structure. Taking BSA as an example, intrinsic fluorescence peak position shifts was used as an indicator of tertiary structural change. Far UV CD spectroscopy at a specific wavelength (e.g. 222nm) was selected to monitor changes in secondary structure. Static light scattering experiments were employed to detect the amount of aggregation. If a certain experimental technique is not applicable to a specific macromolecule (e.g., fluorescence in a protein lacking Trp), alternative biophysical methods can be substituted (e.g., near UV absorption or CD for tertiary structural change, FTIR for secondary structure, etc.). To calculate a structural index, an initial interpretation of the original experimental data is necessary. If the experimental data shows a
monotonic change over the experimental variables, simple normalization (and optional inversion) would be sufficient to calculate the index from zero to one.

Figure 2.1 Experimental data for Bovine Serum Albumin (BSA) measured as a function of temperature at indicated pH values (A, B, C) and their corresponding structural indices (D, E, F). (A) CD signal at 222 nm, (B) Intrinsic fluorescence peak position, (C) Static light scattering at 295 nm, (D) Secondary Structure Index calculated from (A), (E) Tertiary Structure Index calculated from (B), and (F) Aggregation Index calculated from (C). A dashed line in (C) represents a cut-off value. Data in Figures 1A-C were published previously.10

To illustrate the basic procedure for preparing structural indices, the CD signal at 222 nm for BSA from pH 3 to 8 as a function of temperature (Figure 2.1A), decreased with distinct
transitions seen as the temperature increased, indicating a loss of protein secondary structure. The data define the range of possible changes for BSA’s secondary structure over the given pH and temperature range as examined by CD. As seen in the Figure 2.1D, the secondary structure index of BSA was calculated by normalizing the inverted CD signals at a given pH and temperature with an increase in negative signal indicating a loss of structure.

The intrinsic fluorescence peak position shift in proteins is sensitive to the micro-environmental changes around tryptophan residues and was therefore selected to prepare a structural index for tertiary structure. Changes in the hydration state of indole side chains can produce either red or blue shifts corresponding to increases or decreases in surface exposures, respectively. This change can therefore be interpreted in terms of tertiary structural changes of the macromolecule. For example, the peak position of the intrinsic fluorescence spectra for BSA at pH 3 to 8 from 10 to 90°C is presented in Figure 2.1B. Unlike the previous CD data, the peak position shift at pH 3 occurs in a different direction than the shift at other pH values. Therefore, obtaining an index by normalization of the peak position shift data at all pH values could lead to misinterpretation of the tertiary structural index at pH 3, since it suggests that the tertiary structure is returning to a more native state as temperature increases. In this case, a comparison of the amount of deviation on each side of the native state value becomes more important than that of the direction. In such cases, we therefore invert the shift value to make it comparable to the behavior at other pH values. The same procedures are then applied to obtain the tertiary structure index as shown in Figure 2.1E. The aggregation index (Figure 2.1F) was determined from light scattering data (Figure 2.1C) as discussed below.
Figure 2.2 Experimental data for SP1732 measured as a function of temperature at indicated pH values (A, B, C), their intermediate structural indices (D, E, F) and the final structural indices (G, H, I). (A) CD signal at 222 nm, (B) Intrinsic fluorescence peak position, (C) Static light scattering at 295 nm, (D) Intermediate Secondary Structure Index calculated from (A), (E) Intermediate Tertiary Structure Index calculated from (B), (F) Intermediate Aggregation Index calculated from (C), (G) Secondary Structure Index, (H) Tertiary Structure Index, and (I) Aggregation Index. Dashed lines in (D, E, F) represent cut-off values. Data in Figures 2.2A-C were published previously.24
It is common to obtain experimental data that does not manifest the slower, continuous changes observed with BSA. For example, the CD signal at 222nm for the protein antigen SP1732, as measured from pH 3 to 8 and 10 to 90°C, shows a sharp negative change that decreases in magnitude and converges as illustrated in Figure 2.2A. The sharp negative response may be induced by intermolecular interactions. The CD signal then disappears as the secondary structure of SP1732 becomes increasingly disrupted and aggregation sets in. Normalization of the inverted CD signal may not provide an accurate secondary structure index because higher values of the index at a negative peak do not necessarily indicate the secondary structure content in the native state. Thus, in this case, it is necessary to calculate the amount of the signal’s deviation from its initial value. One method is to integrate the absolute value of the first derivative of the signal as described in equation (1). The constant $C$ can be determined by the nature of the signal. The value of $C$ should be either 1 or -1 for positive or negative correlation, respectively, between the signal and the amount of structure. In other words, a positive correlation ($C=1$) is defined when higher signal indicates less structure.

$$I(x) = f(x_0) + C \int |f'(x)| \, dx$$

(1)

where,

$f$: experimental measurement

$x_0$: initial value

$C$: $\pm 1$, based on the nature of the signal
Figure 2.2D shows the result of applying equation (1) to data in Figure 2.2A with $C=1$. The CD signals are converted to increasing sigmoidal curves. The larger negative peak at pH 3, however, results in a much larger deviation from the initial value compared to other pH values. This result is inconsistent with the original CD signal in which the signals converge to indicate a particular level of unfolded structure at higher temperature. Normalization of individual pH values may adjust this inconsistency, but it will cause the difference in initial values to be lost. Rather, introducing an upper (or lower if $C=-1$)-bound cut-off might be a better option, because deviations beyond a certain level can be considered to be the same maximally unfolded (or structurally altered) state of the macromolecule. In addition, this approach conserves the initial values. The cut-off threshold value should be carefully chosen after the initial interpretation of the experimental data. Figure 2.2G shows the final secondary structure index after applying cut-off criteria to Figure 2.2D, followed by inversion and normalization as presented in equation (2). Equation (2) simply represents a combined procedure for cut-off, normalization, and inversion of the result from equation (1).

$$f_{\text{index}} = g\left(\frac{1 + C}{2} - C \frac{l_{\text{max}} - I(x)}{l_{\text{max}} - l_{\text{min}}}\right)$$

(2)

where

$l_{\text{max}}$ : maximum or upper cut-off value of $I(x)$,

$l_{\text{min}}$ : minimum or lower cut-off value of $I(x)$,

$$g(x) = \begin{cases} 1, & x > 1 \\ x, & 0 \leq x \leq 1 \\ 0, & x < 0 \end{cases}$$
The combination of equations (1) and (2) was applied to calculate the tertiary structure index and aggregation index from intrinsic fluorescence peak position shift and static light scattering data, respectively, as described in Figure 2.2H and I. The cut-off value for the aggregation index (Figure 2.2I) should be selected with the following considerations. It is generally observed that the intensity of the static light scattering signal decreases at higher temperature after it reaches a peak. This decrease in scattering intensity is usually caused by precipitation and settling of the sample, not by aggregation itself. The corresponding aggregation index, therefore, should reach and remain 1 after its peak value. Another consideration is the comparison among different environmental conditions (e.g. pH), when occasionally scattering signals are too excessive causing suppression of other signals. In this case, the choice of cut-off value will be subjective as to whether to use a lower cut-off value (to emphasize other relatively lower signals) or employ a higher cut-off value (to highlight more intense aggregation conditions). Figure 2.1C and F demonstrates the use of a lower cut-off value to exhibit aggregation at pH 4 and 7. Otherwise, these data might be overlooked because of higher signals at pH 5 and 6.

In summary, equations (1) and (2) are generalized equations to calculate structural indices from any sets of experimental data as illustrated in the two examples presented. Equation (1) converts any data set into a monotonically changing signal with its initial value, and the amount of deviation from its initial values, preserved. Equation (2) is then applied to the results from the equation (1) for inversion, normalization and cut-off. The constant C in equations (1) and (2) determines the direction of the signal. The $I_{\text{max}}$ and $I_{\text{min}}$ parameters in equation (2) determine the range of the signal for normalization and cut-off. It should be noted that
experimental noise in the measurements may affect the resulting structural index derived from equation (1), because small fluctuations in the first derivative will be accumulated and result in a gradual increase of the index. Thus, an appropriate smoothing algorithm such as the Savitzky-Golay smoothing filter\textsuperscript{26} should be applied to the data to improve the signal to noise ratio, prior to application of equation (1).

2.2.4 Construction of Three-Index Empirical Phase Diagrams

The purpose of the three-index EPD is to present a colored diagram that not only displays the degree of change in a macromolecule’s structure and association state in response to its environmental conditions, but the color itself can be related to changes in specific elements of protein structure. The degree of change is commonly studied using three structural levels: secondary structural change, tertiary structural change, and aggregation. The change in each aspect is defined by the previously introduced structural indices: Secondary structure Index (SI), Tertiary structure Index (TI), and Aggregation Index (AI).

<table>
<thead>
<tr>
<th>Color</th>
<th>Protein Structure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yellow (Green + Red)</td>
<td>Native State</td>
</tr>
<tr>
<td>Red, Brown, or Pink (Red + Blue)</td>
<td>Molten Globular State</td>
</tr>
<tr>
<td>Blue</td>
<td>Aggregated State</td>
</tr>
<tr>
<td>Black</td>
<td>Extensively Unfolded State without Aggregation</td>
</tr>
</tbody>
</table>

Table 2.1 The Relationship of Colors to Protein Structural Features in Three-Index Empirical Phase Diagrams
The three-index EPD is constructed simply by mapping each structural index to an RGB color component. Since a color in an RGB scheme is expressed as a tuple of red, green, and blue components, we have assigned SI to red, TI to green, and AI to blue. Thus, a color produced by the summation of these three color components is mapped to a specific state of the target macromolecule. Table 2.1 lists the resultant colors and their interpretation in ideal cases. In the native state of a macromolecule, TI and SI would have a value of 1 and AI would be zero because the amount of tertiary structure and second structure would be highest and there will be no aggregation. This combination confers a yellow color to the native state because a range of index value from zero to one is assigned to a color gradation from black to the full color of the index respectively. In some cases, a red color will be observed as the amount of tertiary structure decreases but the secondary structure content remains high. This may also indicate a molten globular state in which tertiary structure change occurs prior to secondary structure alteration. A brown color, however, will more frequently appear because the amount of secondary structure will probably be reduced slightly compared to the native state, although it is still relatively higher than the fractional amount of tertiary structure. At the same time, some aggregation may be observed in the molten globular state, which forms a pink color. Once the macromolecule becomes fully unfolded, the amount of both tertiary and secondary structure becomes minimal and therefore the red and green color components decrease to black. If there is no aggregation, the resulting color will be black. This conformationally altered state attains a blue color if the macromolecule extensively aggregates.

As an optional feature, the individual RGB components can be provided alongside the three-index EPD. Since it is difficult to determine the amount of an RGB component with a
given color, the explicit display of its RGB components could be helpful in understanding the interpretation of a color. The three-index EPD accompanied with its RGB component diagrams, therefore, enable facile identification of changes at each level of structure in the protein.

2.2.5 Construction of Radar (Star) Diagrams

The radar diagram is a widely used graphical representation for multivariate data.\(^{12,17–23}\) It has many similar forms and names such as star glyph, star chart, and spider chart. The major idea for this data visualization approach is to arrange multiple axes in evenly spaced angles from the same starting point to form a polar coordinate system. Multivariate data, represented as \(n\)-dimensional vectors, is plotted on the \(n\)-axes and connected to each other to form a (filled) polygon.

The radar diagram used in this work is composed of multiple radar charts arranged in two dimensional Cartesian coordinates of environmental stress conditions. Each radar chart represents physical data measured at the given stress conditions. For simplicity, all polar axes in a radar plot are adjusted to a display value between zero and one in which zero is mapped to the axial starting point and one to the outer rim. Therefore, stability data should first be converted to the corresponding structural indices using equations (1) and (2). In each environmental condition (e.g. solution pH and temperature), the values in the associated data indices are mapped to points in the polar coordinates of the radar chart. The points are then connected to each other. To enhance the display the relative magnitude of these data, circular grids are placed every 0.2 interval between zero and one in a radar chart. Unlike the three-index EPD described above, the radar diagram can display any number of variables. Figure 2.3A shows an example of a radar chart with eight axes (e.g., using eight different experimental readouts). The radar diagram is
known to be well suited to identifying similarity and difference in patterns. The radar diagrams in this work are also able to aid in the recognition of a range of environmental conditions in which a macromolecule shows similar structural behavior. To better serve this purpose, two guidelines are proposed:

1. Some of the normalized data (i.e., structural indices) should be inverted so that the native state of a macromolecule will be displayed as a dot (or smallest area). The magnitude of signal changes will thus represent the amount of deviation from a native state.

2. Experimental methods should be grouped on the radar chart according to which structural feature is being measured, i.e. tertiary and secondary structure, aggregation, etc.

Figure 2.3 (A) Example of a radar chart with eight variables (experimental methods). All variables are set to a value of 1 with intervals of 0.2 (see text). (B) Chernoff face diagrams with seven variables. Each variable can vary from zero to one. Three faces are constructed with all variables set at 0, 0.5 and 1.
With regard to the first point, one of the most critical pieces of information explored in a protein characterization study is the environmental conditions under which a macromolecule starts to be structurally altered. If the native state is described as a dot, small transitions from the native state become more easily detectable. More importantly, the nature of the experimental method which detects a transition becomes readily evident. Secondly, the order of presentation of experiments in the radar plot is an important factor in intuitive pattern recognition. If there are multiple experiments that measure similar properties, they should be grouped together instead of undergoing random placement. For example, three tertiary structure sensitive measurements (e.g. intrinsic fluorescence peak position shift, UV absorbance second derivative peak positions, and near UV CD) can be placed in the positions of Method 1 to 3 in Figure 2.3A, two secondary structure measurements (e.g., CD and FTIR) in the positions of Method 4 to 5, and three aggregation measurements (e.g. static and dynamic light scattering, and optical density) in the positions of Method 6 to 8. Such a grouping of data should increase the visual interpretability by assigning the type of measurement to an appropriate angular placement in the radar diagram.

2.2.6 Construction of Chernoff Face Diagrams

H. Chernoff invented the Chernoff Face diagram as a multivariate data visualization technique. The key idea of this approach is to utilize the sensitive ability of human face recognition as an efficient tool to read and partition multivariate data represented as human faces. There is no restriction on how to map multivariate data to human facial features such as the shape, size and location of eyebrows, eyes, nose, mouth, ear, hair and face. Although the number of variables can be quite large, seven key facial features were implemented here for exploratory purposes as presented in Figure 2.3B.
The Chernoff Face diagram has the same format as the radar diagram except each plot at any coordinate is a Chernoff face instead of a radar chart. Since each facial feature is defined to have a parameter value ranging from zero to one, all physical data should be converted to the corresponding structural indices using equations (1) and (2). In each stress condition (e.g. pH and temperature), the values in the associated data indices are mapped to display associated facial features. In general, three or four facial variables are adequate to represent macromolecular conformational stability data as shown later in this work. The native state of a macromolecule is assigned to a smiling face for better recognition (along with a short noise combined with no hair or ears; see Figure 2.3B).

2.2.7 Clustering Analysis of Phases

One of the objectives of “stress/response” diagrams is to better understand macromolecular behaviors induced by environmental stresses. Macromolecular structural behavior observed by multiple experimental techniques is displayed in a two-dimensional environmental stress grid by color in the three-index EPD, an equiangular polygon in the radar diagram, and a human face in the Chernoff face diagram. All visualization techniques emphasize detection of similarity and outliers, which is suited to identifying boundaries where macromolecular structure initiates alteration. In many cases, however, changes in color, the shape of polygons and human facial characteristics may be too subtle for human visual perception to recognize a distinct boundary. Computational clustering algorithms can be helpful in determining such boundaries. A number of clustering algorithms have been developed for various types of problems.\textsuperscript{27,28} The development and performance evaluation of a certain clustering algorithm and its parameters are
out of the scope of this study. Rather, visualization of clustering results will be demonstrated for each of the three data visualization approaches.

The $k$-Means clustering algorithm$^{27,28}$ was chosen for this study because of its popularity. The $k$-Means clustering algorithm is a widely used method to calculate $k$ central points (or centroids) in which all samples belong to each cluster whose mean is the calculated centroid. The number of clusters $k$ must be postulated, and therefore, various values of $k$ are tried and selected after evaluation. The result is not always optimal because the algorithm tries to converge rapidly to a local optimum from random initial centroid locations. Therefore, the results can be manually correctable based on the interpretation of raw data. In addition, the same observation values under different environmental conditions are usually chosen as the same cluster by the algorithm, although actual interpretation may be different. In this case, clustering of indices rather than raw data might produce better results.

Once the clusters are obtained, they can be displayed on the three-index EPD, the radar diagram, and the Chernoff face diagram as line boundaries. For the radar and Chernoff face diagrams, a cluster can be represented as a single radar chart or a Chernoff face which displays averaged values of all images in the cluster. This clustered version of a radar chart or Chernoff face diagram provides a more compact view in summarizing the characteristics of each cluster. We generally find the clustered radar or Chernoff face diagrams provide the best summary of the data, as shown below.
2.3 Results

Figure 2.4 compares two EPD data visualization approaches derived from the physical data of Figure 2.1 (effect of temperature and pH on BSA as measured by CD, fluorescence and light scattering; see methods section). Figure 2.4A shows an EPD constructed using the previously published data\textsuperscript{10} by the current EPD method. The newly developed three-index EPD displayed in Figure 2.4B, which is constructed using three structural indices calculated from the same experimental data as described in the Methods section. The two EPDs show very similar transitions in color patterns which indicate the structural changes of BSA in response to pH and temperature. In both cases, a region of pH and temperature with similar color represents related structural states defined by the specific experimental data. For example, the region from pH 5 to 8 below 60°C colored blue in Figure 2.4A and yellow in Figure 2.4B represents the native state of BSA. The native structure is altered due to lower pH or higher temperature as depicted by the
purple phase in Figure 2.4A or brown phase in Figure 2.4B. The aggregation of the protein is seen as the yellow/red region in Figure 2.4A or the blue region in Figure 2.4B from pH 4 to 6 above 70°C. A structural interpretation of the original EPD could not be achieved without direct reference to the underlying experimental data. In contrast, the thee-index EPD depicts the type of structural change the protein undergoes by simple reference to color. For example, yellow or shades of yellow always reflect the native state of the protein, with no aggregation or change in the secondary and tertiary structure of the protein. The blue color represents an aggregated state. Brown and green colors define a structurally altered state with minimal or no aggregation. In short, the three-index EPD, when properly constructed, adds meaning to the colors in the EPD. The individual RGB components are also provided on the right side of Figure 2.4B for a better understanding of the three-index EPD. Since each RGB component represents its associated structural indices, the additional color plots on the right hand side in Figure 2.4B visually clarify the source of the transitions seen in the three-index EPD, in this case in terms of data from each analytical instrument (CD, fluorescence and static light scattering, respectively).
Figure 2.5 (A) Radar chart and (B) Chernoff face diagram of the conformational stability of BSA as a function of pH and temperature using data from the three structural indices from Figure 2.1D-F. Secondary and tertiary structure indices are inverted for both cases to represent the native state as (A) a dot and (B) a smiling face. Solid blue lines indicate an example of clustering results (see text).
The radar and Chernoff face diagrams of the same BSA stability data set (Figure 2.1; see methods section) are shown in Figure 2.5. In both cases, the secondary and tertiary structure indices are inverted to represent the native state either as a dot or a smiling face. These settings are used to more easily perceive small deviations from the native state. It is seen that all three of the data visualization approaches shown in Figure 2.4 and Figure 2.5 display the same structural transitions of BSA as a function of pH and temperature in terms of changes in either colors, shape of polygons, and facial features.

**Figure 2.6** (A) Three-Index EPD, (B) clustered Radar Chart, and (C) clustered Chernoff Face Diagram for the conformational stability of BSA (using data from three structural indices from Figure 2.1D-E. Each cluster is represented as a radar chart or Chernoff face diagram which averages the structural indices of all images that belong to the cluster. Six structural phases were observed empirically; 1: native state, 2: molten globular state, 3: aggregated, 4-6: structurally altered states due to low pH and/or high temperature without aggregation.
**Figure 2.7** (A) EPD, (B) Three-Index EPD, (C) Radar Chart and (D) Chernoff Face Diagram for the protein antigen SP1732 as a function of temperature and pH. Figure 2.7A is created using biophysical data in Figures 2.2A-C, while Figure 2.7B-D are created using structural indices shown in Figure 2.2G-I.

Three structural regions are observed; 1: native state, 2: molten globular state, and 3: aggregated state.
The solid blue lines in Figure 2.5 illustrate an example of clustering results. Clustering was performed using a $k$-Means clustering algorithm with $k=6$ and manually corrected afterwards based on interpretation of raw data. After several trials of different values of $k$, the $k$ number was selected in which its result most closely matches our interpretation of raw data. One of the clustering results is displayed for all three diagrams in Figure 2.5 and Figure 2.6. In addition, Figure 2.6B and C show clustered radar and Chernoff face diagrams in which each cluster is represented by a single radar chart and Chernoff face. This single iconic plot is generated by an average value of the data inside a cluster and exhibits the characteristic of the cluster.

The original EPD and three different data visualization diagrams for the protein antigen SP1732 are shown in Figure 2.7A-D. The data from SP1732 provide a good example of a protein that clearly displays a molten globular state (see data in Figure 2.2 in Methods section). The EPD constructed using previously published data for SP1732$^{24}$ is shown in Figure 2.2A. SP1732 was found to be most stable at temperature below 45°C at low pH and below 70°C at pH 6-8.

Aggregation of SP1732 is observed in the pink region in the EPD. A molten globule state is also seen in the interface between these two “apparent” phases. It should be noted that “apparent” phases do not refer to equilibrium thermodynamic phases (i.e. no reversibility is implied), but rather simple, empirical representations of the physical behavior of the macromolecule.$^{1-3}$ As shown in Figure 2.7B, a small pink colored region between the native and unfolded state is also observed in the three-index EPD. The calculated structural indices used for the construction of the three-index EPD for the protein antigen SP1732 are shown in Figure 2.2G-I (see Methods section). A decrease in the CD signal is seen at pH 3 at about 40°C. This transition increases in temperature with increasing pH. At pH 6-8, this transition is observed only
at about 75°C. Similar trends are observed with intrinsic fluorescence and static light scattering data.

As discussed above, one of the limitations of the EPD is that the investigator needs to study the original data independently to better understand the origin of the colored regions. The three-index EPD remedies this shortcoming by manifesting the native state of the protein antigen SP1732 as a rich yellow color as seen in region 1 in Figure 2.7B. Aggregation along with unfolding of the protein appears blue in region 3. Molten globule states usually present as a red or a pink colored phase as seen in region 2. These indices are also mapped on to the radar and Chernoff face diagrams in Figure 2.7C and D, respectively. In the radar diagram, the native state of the protein antigen SP1732 is represented as blue triangles occupying minimal area. Transitions are seen as the blue triangle increasing its area at the corresponding angle. This is seen in region 3 of Figure 2.7C at high temperatures at all pH values, where we see an equilateral triangle that extends to the circumference of the circle indicating a total loss of structure and aggregation. Molten globule behavior appears as states with increases in aggregation and loss of tertiary structure as seen in region 2 of Figure 2.7C. In the Chernoff diagram, the indices for SP1732 are mapped to the mouth, eyebrow and hair of the Chernoff face. The native state appears as a “happy and bald” face in region 1 of Figure 2.7D, with the mouth, eyebrows, and the hair representing the secondary structure index, the tertiary structure index and the aggregation index, respectively. The molten globule state shows the presence of aggregates in the form of hair, and intermediate secondary and tertiary structures in the form of “poker faces” and horizontal mouth and eyebrows (Figure 2.7D).
Figure 2.8 (A) EPD, (B) Three-Index EPD, (C) Radar Chart and (D) Chernoff Face Diagram for the protein antigen HAC1 as a function of temperature and pH. Figure 2.8A is created using biophysical data in Supplementary Figures S1A-D, while Figures 2.8B-D are created using structural indices shown in Supplementary Figures S1E-H. Six structural phases are observed; 1: native state, 3: aggregated state, 2, 4-6: structurally altered state due to low pH and/or high temperature without aggregation.
The original EPD and the three different data visualization diagrams for protein antigen HAC1 are shown in Figure 2.8. The previously published data\textsuperscript{25} and newly constructed structural indices are included as Supplementary Figure S1. As shown in the EPD in Figure 8A, the native state of the HAC1 protein is seen at pH values of 7 and 8 at temperatures lower than 50°C. The protein is conformationally altered at pH 6 at temperatures below 40°C as reflected in the purple phase in Figure 2.8A. As the pH drops to 5 and below, the structure again changes and is represented by the green phase. Increasing temperature in all apparent phases is accompanied by unfolding or aggregation of the protein. As shown in Figure 2.8B, the pH-dependent conformational changes for HAC1 are more pronounced in the three-index EPD, in which regions 1 and 2 are more clearly differentiated. In addition, Region 1, which was identified as the native state, is again represented by a yellow color. The conformationally altered protein at pH 6 is shown by the appearance of green hinting at possible changes in the protein’s secondary structure. The brown color seen at pH 5 and below indicates the presence of native secondary structure, but low levels of tertiary structure (Figure 2.8B).

One potential limitation of the three-index EPD is an inability to include data from more than three experiments. For example, no major change in color was observed at pH 4 and 5 with changes in temperature (Figure 2.8B). The changes observed in the EPD arise from the ANS data (Figure 2.8A and Supplementary Figure S1). The three-index EPD presumably does not show the changes because of the absence of the ANS data. This limitation can be offset by the construction of radar and Chernoff face diagrams. In these diagrams, the ANS data are mapped on the fourth arm in the radar diagram (Figure 2.8C) or on to the size of the nose in the face diagrams (Figure 2.8D). The native state of the protein antigen HAC1 is again shown by a
quadrilateral of minimum area in the radar diagram. In the Chernoff face diagram, this native state is shown with a happy face, a bald scalp and a small nose. As the protein conformation changes, the quadrilateral and the face changes in accordance with the changes observed in the data (e.g., angle changes in the radar diagram in Figure 2.8C and the presence of hair at high temperatures at pH 7 and 8 in Figure 2.8D reflecting aggregation of the protein).

Data obtained for several other proteins including aldolase$^{10}$, chymotrypsin$^{10}$ and SP1650$^{24}$ were also utilized in the construction of the original EPDs as well as the new data visualization methods (three-index EPDs, the radar diagrams and the Chernoff face diagrams). The previously obtained data and the newly constructed structural indices for aldolase, chymotrypsin, and SP1650 are shown in Supplementary Figures S2, S4 and S6, respectively. The various data visualization diagrams constructed for each of these proteins are shown in the Supplementary Figures S3, S5, and S7. Each of these versions of the four diagrams (for Aldolase, chymotrypsin and SP1650) demonstrates the same trends discussed above (for BSA, SP1732 and HAC1).

**2.4 Discussion**

Three new data visualization methods are presented in this work in the context of evaluating six different proteins in terms of conformational stability as a function of pH and temperature. The three-index EPD approach describes three aspects of macromolecular structure with a pre-defined color scheme. Given a range of environmental perturbations, the amount of tertiary and secondary structure and state of aggregation were measured by intrinsic fluorescence peak position, circular dichroism spectroscopy and static light scattering, respectively. After the
measurement, these data were interpreted and converted to structural indices representing the relative amount of structural change, which were then mapped to specific colors. As seen in several examples in this study, the color yellow represents the native state of a macromolecule and the color blue an aggregated state. A darker color, close to black, represents a maximally altered conformational state without any notable aggregation. These colors are considered the major indicators, while other colors (e.g., such as brown and green) represent partially altered states depending on the differentially reduced color levels of tertiary and secondary structure. For example, the colors red or pink are interpreted as indicators of molten globular states for the protein antigen SP1732 as seen on Figure 2.7B.

The assignment of color to the degree of structural change in the three-index EPD is achieved by displaying only three experimental data sets as measures of secondary, tertiary and quaternary structures. Currently, more than three types of experimental data can be summarized in the other approaches including the original EPD, the radar charts, and the Chernoff face diagram. In Figure 2.8, the difference among visualization techniques when employing four different data visualization methods to evaluate the same biophysical data sets are clearly shown for the protein antigen HAC1. In this case, extrinsic ANS fluorescence spectroscopy data (see Supplementary Figure S1) was not included in the three-index EPD because it provides a measure of the amount of dye binding to either the apolar surface(s) of a macromolecule or a positively charged binding site, neither of which can be simply related to macromolecular structure. The ANS data does, however, clearly highlight the structural transition regions from pH 6 to 8 around 55°C and distinguishes the region at pH 4-5 above 50°C in the EPD from the
same regions in the three-index EPD. A method to calculate structural indices from more experimental data is thus still needed and is under investigation.

The introduction of the structural index not only enhances the visualization and interpretability of the experimental data, but it also performs an initial analysis of the data. The curated index provides a sigmoidal melting curve that preserves the initial positions and slope changes of the original data. The alignment of changing directions and proper cut-offs permit the comparison of signals within the area of interest in a more straightforward manner. One additional analysis would be the subtraction of a tertiary structure index from a secondary structure index to observe a peak indicating the existence of molten globular states (data not shown). This peak is also seen as the color pink (or red) in the three-index EPDs. Another benefit of the structural indices is for use in computational methods, which includes clustering analyses. Clustering analyses may provide inaccurate partitioning, however, if the same value has different meaning. For instance, a decrease in the light scattering at higher temperature is often observed after it reaches a peak intensity value (e.g., see Figure 2.2C for data with the protein SP1732). The same level of light scattering data before and after the peak intensity may not have the same interpretation, but the clustering algorithms would identify the two regions as the same state. Thus, instead of using raw data, the use of an index for computational methods can maximize the accuracy of the results.

The two other data visualization approaches presented in this work, the radar chart and the Chernoff face diagram, have similar properties to one another. A specific shape or image of an icon (i.e., an equiangular polygon or a human face) is designed to reflect the characteristics of the underlying data and distinguish differences as a function of solution variables. Each type and
magnitude of selected experimental data is explicitly expressed in these diagrams. This result is in contrast to original EPDs which cannot identify the origin of the experimental technique and structural features which cause color changes. We currently consider these diagrams alternatives to color-based EPDs because they have the significant advantage that they can accommodate more different kinds of data. It is, however, difficult to read an exact value or to detect subtle changes in values with these two approaches, especially for Chernoff face diagrams. Both of the diagrams require more space to represent the same number of environmental stresses than EPDs; therefore, an individual shape or a face becomes too small to be easily recognized if the entire diagram is presented. Alternatively, the clustered versions of diagrams may become a useful tool to symbolize selected characteristics of macromolecules.

The utility of EPDs to summarize the effect of environmental stresses on protein conformational stability has recently been enhanced by the availability of multimodal spectrophotometers with multiple sample holders that can simultaneously or sequentially measure CD, fluorescence and UV absorption spectra as well as light scattering and turbidity as a function of temperature in an automated mode with a single sample.\textsuperscript{10,29} Thus, the multiple data visualization diagrams of the type described in this work can be obtained rapidly, within a single day is possible, with a minimal amount of protein and effort.
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2.6 Supplementary Figures

**Supplementary Figure S1** Experimental data for from HAC1 measured as a function of temperature at indicated pH values (A-D) and their structural indices (E-H). (A) CD signal at 222 nm, (B) Intrinsic fluorescence peak position, (C) Static light scattering at 295 nm, (D) Extrinsic ANS fluorescence peak intensity, (E) Secondary Structure Index calculated from (A), (F) Tertiary Structure Index calculated from (B), (G) Aggregation Index calculated from (C), (H) Extrinsic ANS data normalized at each pH to emphasize transition peaks. Data in Figures S1A-C were published previously.25
Supplementary Figure S2 Experimental data for Aldolase measured as a function of temperature at indicated pH values (A-C) and their structural indices (D-F). (A) CD signal at 222 nm, (B) Intrinsic fluorescence peak position, (C) Static light scattering at 295 nm, (D) Secondary Structure Index calculated from (A), (E) Tertiary Structure Index calculated from (B), (F) Aggregation Index calculated from (C). Data in Figures S2A-C were published previously.10
Supplementary Figure S3 (A) Empirical Phase Diagram, (B) Three-Index EPD, (C) Radar Chart and (D) Chernoff Face Diagram for Aldolase as a function of temperature and pH. Five structural regions are observed; 1: native state, 2: molten globular state, 3: aggregated state, 4, 5: structurally altered state due to low pH without aggregation.
Supplementary Figure S4 Experimental data for Chymotrypsin measured as a function of temperature at indicated pH values (A-C) and their structural indices (D-F). (A) CD signal at 222 nm, (B) Intrinsic fluorescence peak position, (C) Static light scattering at 295 nm, (D) Secondary Structure Index calculated from (A), (E) Tertiary Structure Index calculated from (B), (F) Aggregation Index calculated from (C). Data in Figures S4A-C were published previously.10
**Supplementary Figure S5** (A) Empirical Phase Diagram, (B) Three-Index EPD, (C) Radar Chart and (D) Chernoff Face Diagram for Chymotrypsin as a function of temperature and pH. Four structural regions are observed; 1: native state, 2: molten globular state, 3: aggregated state, 4: structurally altered state due to high temperature without aggregation.
Supplementary Figure S6 Experimental data for SP1650 protein measured as a function of temperature at indicated pH values (A-D) and their structural indices (E-H). (A) CD signal at 222 nm, (B) Intrinsic fluorescence peak position, (C) Static light scattering at 295 nm, (D) Extrinsic ANS fluorescence peak intensity, (E) Secondary Structure Index calculated from (A), (F) Tertiary Structure Index calculated from (B), (G) Aggregation Index calculated from (C), (H) Extrinsic ANS data normalized at each pH to emphasize transition peaks. Data in Figures S6A-C were published previously.²⁴
**Supplementary Figure S7** (A) Empirical Phase Diagram, (B) Three-Index EPD, (C) Radar Chart and (D) Chernoff Face Diagram for SP1650 protein as a function of temperature and pH. Five structural regions are observed; 1: native state, 2: molten globular state, 3: aggregated state, 4, 5: structurally altered state due to low pH without aggregation.
Chapter 3. MiddaughSuite: A Website for Biophysical Characterization of Macromolecules

3.1 Overview

Laboratory experiments used for the biophysical characterization of a macromolecule are performed in three steps: sample preparation, data acquisition, and data analysis. First, the macromolecule to be examined is prepared, usually in solution. A number of different buffers may be prepared to monitor their effects on the structure of the macromolecule. Second, various experiment techniques are used to measure structural changes in the macromolecule. Environmental conditions such as temperature and pH may be varied during the experiment. Finally, the data obtained are processed to visualize any structural changes of the macromolecule in response to various environmental conditions.

Each step takes a significant amount of time but the first two steps often little room for improvement. Sample preparation primarily involves human labor and the efficiency of data acquisition is totally dependent on the performance of an instrument. It is generally difficult to develop a new instrument with enhanced performance. The third step, however, can be much improved with the help of dedicated software. As dedicated software for data analysis of biophysical characterization data, MiddaughSuite was designed and implemented in this work.
3.2 Users’ Requirements

MiddaughSuite, dedicated software for analysis of biophysical data, needs to fulfill the following requirements. The software should be able to easily handle data from various instruments, quickly analyze data using multiple mathematical functions, and visualize data in intuitive forms of graphs and diagrams. Furthermore, it would be desirable for the software to manage all experimental data produced in a laboratory because the data will be uploaded to the software for analysis. It should include a feature to encourage data sharing among researchers.

3.2.1 Quick and Convenient Data Analysis Practice

The reduction of time and cost in data analysis is the main objective of the software. Data analysis takes longer as the amount of data produced increases, especially if each step is not automated. The following is an example of a data analysis procedure:

- Step 1: Extraction of raw data from an instrument
- Step 2: Application of data analysis functions (i.e. peak tracing or singular value decomposition) to the raw data
- Step 3: Visualization of results in the form of various graphs and diagrams
- Step 4: Iteration of Step 2 and 3 until acceptable results are achieved.

In the first step, the extraction of raw data generally requires several steps involving human operations because a number of the instruments used in these studies produce data in various formats. Therefore, the data analysis software should be able to import multiple formats of data directly from instruments to avoid such inconveniences. In the second step, the analysis software should support batch work that applies the same analysis to multiple data at once. The
software should be able to produce various forms of graphs and diagrams. All of these functions should be provided seamlessly so that researchers can analyze data with minimal effort.

The software is primarily designed to aid researchers for faster and more convenient data analysis practices. The major advantage is a reduction in cost and time, thereby achieving higher productivity. In addition, the software can reduce human error by minimizing human involvement in the process of data analysis.

3.2.2 Laboratory Data Management

As the volume of data produced in a laboratory increases over time, a systematic method to manage the data becomes necessary. Traditional laboratory notebooks are widely used to record the results of experiments but are insufficient for managing the large volume of data now commonly encountered, especially in an electronic format. The software should be able to store all data in a central database and provide easy access to the data at any time. Since the software has the ability to import the data directly from instruments, the imported data is then stored and managed in the central database automatically. The software should store not only the raw data but also the results of data analysis and visualization. Additional information regarding the experiment procedures (or links to laboratory notebook references) is also required to be recorded along with the experimental data. In this way, all data that are produced in the laboratory can be stored in one place and managed electronically.

3.2.3 Share Data with Others

After all experiment data are stored and analyzed, the entire collection of records can be published electronically and made available for collaborating researchers. The software should
provide quick and easy browsing of published data. Subsequently, researchers should be able to download the published data into their account for further analysis.

3.2.4 Ease of Use and Access

The software should provide an intuitive and easy-to-use graphical user interface. The software should be operational in most computers in the laboratory. In addition, the entire repository of data should be easily maintained.

3.3 Functional Features

3.3.1 Available as a website

MiddaughSuite is developed as a website for ease of access and use. The accessibility of the software is maximized since MiddaughSuite supports almost all major internet browsers such as Google Chrome, Mozilla Firefox, Apple Safari and Microsoft Internet Explorer. There is no need to install any software into a computer because MiddaughSuite is not stand-alone software. A centralized web and data server make it easy to maintain the entire system. At the same time, users do not have any burden to maintain the system because all of the maintenance is performed in the backend.

3.3.2 Multidimensional Matrix

MiddaughSuite treats the experimental data as a form of multidimensional matrix since a multidimensional matrix is suitable for the storage of almost any kind of numerical measurements under various conditions. For example, intrinsic fluorescence spectroscopic data for a macromolecule can be measured in the conditions listed in Table 3.1. Since each condition variable is independent of each other, each condition can be represented as an axis in a 5-
The total number of fluorescence measurements in this example is 57,600 (= 6×32×1×100×3), which is stored in one matrix.

**Table 3.1** An Example List of Experimental and Environmental Conditions for Intrinsic Fluorescence Spectroscopic Data

<table>
<thead>
<tr>
<th>Condition</th>
<th>Value Range</th>
<th>Number of Data Points</th>
</tr>
</thead>
<tbody>
<tr>
<td>pH</td>
<td>3,4,5,6,7,8</td>
<td>6</td>
</tr>
<tr>
<td>Temperature</td>
<td>10 – 87.5°C, 2.5°C increment</td>
<td>32</td>
</tr>
<tr>
<td>Excitation Wavelength</td>
<td>295 nm</td>
<td>1</td>
</tr>
<tr>
<td>Emission Wavelength</td>
<td>300 – 399 nm, 1 nm increment</td>
<td>100</td>
</tr>
<tr>
<td>Run</td>
<td>1,2,3 (Triplicate Experiments)</td>
<td>3</td>
</tr>
</tbody>
</table>

There are several advantages to having a multidimensional data model. First, all related experimental data can be organized into a single multidimensional matrix ensuring completeness of data. Completeness of data is one of several key factors that assures the reliability of the experimental results. For example, you cannot organize your data as one multidimensional matrix if you only have two runs of fluorescence experiments (instead of three runs) for pH 8 in the example of Table 3.2. If some experiments are done twice while others three times, comparison between those results would not be valid. Another advantage of the multidimensional matrix data model is ease of maintenance since all related experimental data is merged into one matrix.
Storage of the experimental data as a multidimensional matrix makes it easy for researchers to view various aspects of their data simply by changing viewing angles of the matrix. This type of analysis is useful especially when researchers wish to find the relationship between experimental conditions and results. For example, researchers can easily visualize a line graph that shows an emission spectrum at pH 4 and 10°C in the example of Table 3.2. At the same time, researchers can observe a melting curve at a specific emission wavelength at pH 4 by changing the x axis of a line graph from ‘Emission Wavelength’ to ‘Temperature.’ Similarly, researchers can monitor the effect of pH by selecting the ‘pH’ axis.

If you have a complete set of data in the form of a multidimensional matrix, all of the remaining steps of data analysis are easier and faster. Typically, data analysis can be performed in two steps: data selection and analysis. The range of data can be simply specified by selecting an appropriate range of values in all axes in the matrix. A new matrix can be constructed using only selected values. Subsequently, the resulting matrix can be used as an input to the analysis function. The analysis function also provides its result as a multidimensional matrix. In this way, a major performance improvement is achieved compared to the case when the analysis function is applied to individual data scattered in unorganized files manually.

Suppose a researcher wishes to trace a peak of a fluorescence spectrum by applying the Mean Spectral Center of Mass (MSM) algorithm over the given pH and temperature range in Table 3.2. In this example, one can select a range of emission wavelengths from 320 nm to 360 nm, a range of pH from 3 to 8, and a range of temperature from 10°C to 87.5°C for three runs. By specifying the range of values, a new matrix is constructed and delivered to the MSM peak finding analysis function. The MSM function will return a resulting matrix containing a peak
position and intensity for all pH and temperature ranges for all three runs. This result can be averaged over three runs by applying the ‘Average’ function to the ‘Run’ axis. Finally, the researcher can draw a single line graph that describes a peak shift as the temperature increases for all pH values.

3.3.3 Uploading and extraction of data from various instruments

Experimental data files that are produced by multiple instruments can be uploaded directly to MiddaughSuite (See Table 2.2). This is a key feature of MiddaughSuite: reducing human involvement in the process of data analysis. The uploaded file is then converted to an appropriate multidimensional matrix automatically.

Table 3.2 A List of Supported Instrumentation and Their File Formats

<table>
<thead>
<tr>
<th>Instrumentation</th>
<th>Experiments Type</th>
<th>File Format (Extension)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Applied Photophysics Chirascan</td>
<td>Circular Dichroism, UV Absorbance, Fluorescence (Optional)</td>
<td>Proprietary File Format (.dsx)</td>
</tr>
<tr>
<td>Photon Technology International Fluorometer</td>
<td>Fluorescence, Light Scattering</td>
<td>Proprietary File Format (.ana)</td>
</tr>
<tr>
<td>Avacta Optim</td>
<td>Fluorescence, Light Scattering</td>
<td>Exported Excel File (.xlsx)</td>
</tr>
<tr>
<td>The OLIS Protein Machine</td>
<td>Fluorescence, Light Scattering, Circular Dichroism, UV Absorbance</td>
<td>Proprietary File Format (.ols), Compressed Directory (.zip)</td>
</tr>
<tr>
<td>User-supplied Excel File</td>
<td>Any</td>
<td>Excel File (.xlsx)</td>
</tr>
</tbody>
</table>
For example, the fluorescence spectra of four samples were measured using a Photon Technology International (PTI) Fluorometer that produces a resulting file in their proprietary file format (.ana). The resulting file can be directly uploaded to MiddaughSuite and then stored as a single multidimensional matrix described in Table 3.3.

Table 3.3 An Example Matrix Converted from a Photon Technology International Fluorometer File (.ana)

<table>
<thead>
<tr>
<th>Dimension</th>
<th>Example Value Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sample</td>
<td>1,2,3,4</td>
</tr>
<tr>
<td>Temperature</td>
<td>10 – 87.5°C, 2.5°C increment</td>
</tr>
<tr>
<td>Excitation Wavelength</td>
<td>295 nm</td>
</tr>
<tr>
<td>Emission Wavelength</td>
<td>300 – 399 nm, 1 nm increment</td>
</tr>
<tr>
<td>Cycle</td>
<td>1,2</td>
</tr>
</tbody>
</table>

It should be noted that sample information is not contained in the experimental data file in many cases. Therefore, one should provide sample information such as sample name, buffer, pH, concentration and ionic strength as well as additional information including number of runs.

MiddaughSuite also provides a method for researchers to upload multiple instrument files as well as their information. To create a complete set of experimental data, it is necessary to run the experiment multiple times. Suppose one plans to collect fluorescence measurements under the conditions described in Table 3.1 using a 4-sample cuvette PTI Fluorometer. Since the fluorometer can only measure four samples at a time, at least six runs of the instrument are necessary to complete three runs at six pH values (i.e., 18 samples plus blank buffer samples).
After a researcher collects all six experimental files, the files should be compressed together as a single file with an information file. The information file contains file names and their sample information. Uploading the compressed experimental file automatically leads to construction of a single matrix that contains all experimental data as described in the information file.

**Table 3.4 A List of Analysis Functions in MiddaughSuite**

<table>
<thead>
<tr>
<th>Category</th>
<th>Number of Functions</th>
<th>Major Functions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arithmetic</td>
<td>13</td>
<td>Addition, Subtraction, Multiplication, Division, Power, Average</td>
</tr>
<tr>
<td>Calculus</td>
<td>3</td>
<td>Derivative and Integration</td>
</tr>
<tr>
<td>Normalization</td>
<td>2</td>
<td>Normalization</td>
</tr>
<tr>
<td>Smoothing</td>
<td>1</td>
<td>Savitzky-Golay Filter</td>
</tr>
<tr>
<td>Interpolation</td>
<td>1</td>
<td>Spline Interpolation</td>
</tr>
<tr>
<td>Curve Fitting</td>
<td>2</td>
<td>Linear Regression, Polynomial Fitting</td>
</tr>
<tr>
<td>Spectrum Analysis</td>
<td>5</td>
<td>Peak Picking, Calculation of $T_{in}/T_{onset}$, Inner Filter Effect Correction, Structural Index Calculation</td>
</tr>
<tr>
<td>Clustering Analysis</td>
<td>3</td>
<td>k-Means Clustering, Hierarchical Clustering</td>
</tr>
<tr>
<td>Empirical Phase Diagram</td>
<td>1</td>
<td>Singular Value Decomposition</td>
</tr>
</tbody>
</table>
3.3.4 Analysis Functions

Analysis functions enable high performance data analysis because the functions are designed to take a multidimensional data matrix as an input argument. The input to analysis functions are typically defined by a range of axes values. After an analysis function is applied to the input matrix, the resulting matrices will be stored as new data matrices in MiddaughSuite. Table 3.4 shows a list of currently implemented functions in MiddaughSuite. Additional analysis functions can be added by requests from users.

For example, peak position shift analysis is widely used for analysis of intrinsic fluorescence data. Given an intrinsic fluorescence emission spectrum, a peak position is calculated using a specified algorithm such as a mean spectral center of mass (MSM) method. Changes in peak position are monitored as the environmental conditions are changed including temperature or pH alterations. The multidimensional matrix data in Table 3.1 is an effective example of this analysis because intrinsic fluorescence spectra in various conditions are organized into a single matrix. Although the MSM algorithm only requires one spectrum as an input, the peak position shift analysis function in MiddaughSuite can take the matrix as an input and apply the MSM algorithm to all ranges of temperatures, pH values, and Runs axes in the matrix at once. The result would also be a matrix that contains peak position values in all input conditions.

3.3.5 Visualizations

Visualization of data is an essential step in data analysis. Quick and easy visualization of a multidimensional matrix (or its range of axes values) helps researchers reduce the time needed for data analysis and documentation. MiddaughSuite supports a number of different types of
graphs and diagrams as demonstrated in Figure 3.1. It also supports a tabular view of a matrix that is downloadable as a Microsoft Excel file.

**Figure 3.1** Examples of Graphs and Diagrams Supported in MiddaughSuite
3.3.6 Share Data with Others

An additional feature of MiddaughSuite is that it enables data sharing among registered users. The unit of data sharing is a project that is a collection of multidimensional data matrices. Generally, closely related data can be managed together in a project. The project and data matrices can contain additional information for detailed descriptions such as images, text, and files. This project can be marked with various sharing options such as Private, Staff Only, and Public indicating different levels of sharing. Other users can search available projects that are shared by others and import them into their accounts.

3.4 Implementation

3.4.1 Overview

MiddaughSuite is a website that was developed using the Python programming language. Python is a widely used programming language that has many beneficial features. One advantage is the availability of free libraries that support variety of functionality. Among others, two significant programming libraries, SciPy and matplotlib played a key role in the implementation of MiddaughSuite. SciPy is a Python library for scientific computation and matplotlib is used to plot various types of graphs and diagrams. In addition, a Python-based web framework called Django greatly reduces the time and effort to create a website. Finally, Pyjs makes it possible to develop an entire website with one programming language, Python, because Pyjs can convert Python codes to JavaScript-based web pages.

A website is composed of two parts: client pages and server programs. Client pages are the web pages that are loaded into clients’ internet browsers when clients are connected to the
MiddaughSuite’s webserver. Through these pages, users retrieve information from the server and perform tasks by sending requests to the server. Server programs handle various requests from the client pages and update client pages with the results. The communication between clients and the server is here based on both Hypertext Transfer Protocol (HTTP) and JavaScript Object Notation-Remote Procedure Call (JSON-RPC) Protocol. JSON-RPC over HTTP is a widely used communication technique especially for implementing dynamic web pages. A JavaScript-based page and JSON-RPC make it possible for the already-loaded web page to modify only a portion of it without reloading the entire page.

Figure 3.2 briefly describes the architecture for the MiddaughSuite website. As a typical setting for a web server, the apache HTTP server and MySQL database are chosen for their popularity. On top of the apache HTTP server, the Django web framework handles low-level transactions including HTTP, JSON-RPC and DB access. On top of Django, MiddaughSuite can be implemented with Python dealing with more abstracted input and output data. MiddaughSuite utilizes the database as primary data storage but it also makes use of file systems for storage of multidimensional data matrices. This storage of multidimensional matrices requires a specific Python library called PyTables.
3.4.2 Python Programming Language and Libraries

Python is a computer programming language developed by a Dutch computer programmer named Guido van Rossum in late 1980s. Python is known for its clear and expressive syntax emphasizing code readability. Python supports many features including dynamic data typing, modules, classes, exceptions, multiple inheritance, and automatic memory management. Python is widely used as a scripting language because Python interpreters are available in most computer platforms. The interpreters allow interactive execution of Python codes but they are traditionally known for their slow execution speed. Recent development of Just-In-Time (JIT) compiler and

Figure 3.2 MiddaughSuite Architecture
related techniques help execute interpreted programming languages much faster. In addition, Python can be executed together with modules written in other languages such as C or C++.

One significant advantage of Python is its community support for standard and third party libraries. Its open-source policy, easy-to-use, powerful and clear syntax encourage its usage and development of supporting libraries in many application areas such as scientific computing and web applications. Therefore, Python was chosen for implementation of MiddaughSuite because MiddaughSuite is a web application that handles scientific computing.

SciPy is an open-source Python package for scientific computing. It depends on the NumPy library that handles multidimensional array manipulation. SciPy provides a number of routines in many categories including calculus, optimization, interpolation, clustering, signal processing, linear algebra, and statistics. Since these functions are based on NumPy, they are designed and implemented for multidimensional matrices. In addition, a large collection of routines make it convenient and take less time to develop analysis functions in MiddaughSuite.

Matplotlib is a python library for plotting graphs and diagrams. Supporting charts include line graphs, histograms, power spectra, bar charts, error charts, and scatter plots. More importantly, matplotlib can work with data from SciPy or NumPy in web application settings. Therefore, matplotlib can easily generate graphs and diagrams that MiddaughSuite would like to provide. The quality of figures is appropriate for use in publications.

PyTables is a python library for storage and management of extremely large amounts of data including multidimensional matrices. Although MiddaughSuite uses the MySQL database for its primary data storage of user and data information, multidimensional matrices are too large to be stored inside the conventional database. Therefore, MiddaughSuite uses both MySQL and
PyTables for its data storage. Typical operations such as searching and managing user and data information are performed using MySQL. PyTables retrieves and updates matrix contents only when they are needed (e.g. applying analysis functions and plotting graphs).

### 3.4.3 MiddaughSuite Client Page Implementation

Current advancements in web-based technology enable dynamic web pages that can change their display based on their contents. This technique is essential for MiddaughSuite to provide an intuitive user interface as scientific computing software. Since MiddaughSuite handles multidimensional data matrices, users should be able to select an appropriate range of matrix axes and values as an input for analysis and visualization functions. In addition, such analysis or visualization functions often require additional parameters or need to cross-check other input matrices information. Therefore, the input web pages in MiddaughSuite should be able to suggest candidate values based on user actions of data selection. Candidate values are generally calculated using rules defined for each analysis or visualization function. Design and implementation of dynamic pages that perform complicated calculations and modify their contents at every user action take a significant amount of time and cost without any help from a systematic development environment.

*JavaScript* is a fundamental computer programming language that is widely used in the development of dynamic web pages. Generally, web pages contain multiple JavaScript functions that interact with the contents of the web pages. Every user actions on a web page including mouse clicks or keyboard strokes trigger such functions to modify their contents. Currently, major web browsers embed a *JavaScript* engine that interprets and executes JavaScript codes inside web pages locally in client computers. In addition, JavaScript is the only language with
which major web browsers share support. Despite its popularity, JavaScript is still known for its inconvenience especially in debugging and readability.

Pyjs is basically a Python-to-JavaScript translator with a pre-defined Graphical User-Interface (GUI) Widget Set. A widget is a pre-defined component such as text boxes or buttons. The purpose of Pyjs is to make it possible to develop dynamic web pages using Python language instead of JavaScript. Since Python is also used in the development of the MiddaughSuite web server, a unifying development environment can increase productivity. Once a web page is written in Python using provided widgets, Pyjs converts the Python code to JavaScript pages. During the conversion process, Pyjs automatically adds run-time support routines for easier debugging. Pyjs also handles all cross-browser issues caused by subtle difference in handling of JavaScript in each browser. Such convenience greatly reduces the time and cost to develop dynamic web pages.

The MiddaughSuite web page consists of only one page although it has many sections and menu items similar to ordinary web pages. Because MiddaughSuite is designed to be a dynamic web page, all contents are loaded in one page and displayed when needed. The benefit of this approach is that the loading of the page happens only one time in the beginning and displays content without any following delay.

3.4.4 MiddaughSuite Server Program Implementation

A web server is a computer that delivers web pages to the Internet browsers in client computers after users request web pages by typing the Internet address of the web server in the browser. A web page includes an HTML document and related images and other information. The Hypertext
Transfer Protocol (HTTP) is used to deliver the web pages. The software that handles HTTP and delivers web pages is also called a web server or an HTTP server.

The Apache HTTP Server is widely-used and freely available web server software. One key feature of Apache is its modular design for easier extension of functionality. Users can selectively install modules that provide additional functions. The mod_wsgi module is an apache module to support Python applications to communicate with the apache server via Web Server Gateway Interface (WSGI). The apache server with the mod_wsgi module enables the development of the web service using Python language.

Django is a Python Web framework that provides commonly used features for development of web sites in the Python language. The main features include Uniform Resource Locator (URL) processing and database access. URL is also known as the Internet address. Once users type an Internet address in the Internet browser, the web pages indicated by the Internet address are first located by the web server and then served. The implementation of a web site involves mapping between Internet addresses and their corresponding web pages. Django provides an easy way to establish such mapping. In many cases, the web pages require information stored in the database. The information includes user account and multidimensional data matrices (e.g. name, axes, and descriptions). Django also provides a simple method to access such information in the database. Overall, the utilization of the web framework greatly reduces the time and cost for development of MiddaughSuite.
Chapter 4. The Web User Interface of MiddaughSuite

4.1 Overview

The user interface of a software product determines its users’ experience because the users interact with the software through the interface. The interaction includes the methods for the users to provide inputs to the software and to retrieve the corresponding outputs from the software. A well-designed interface should be able to control the information flow between the users and the software efficiently, thus leads to high-performance and easy-to-use software.

MiddaughSuite is web-based software. It provides a single webpage for users as a user interface. Through the webpage, users can upload, manage, analyze, visualize and share their data. Such variety of functionality was integrated into a single page by utilizing dynamic HTML and JavaScript technology. The single dynamic webpage provides a seamless and continuous working experience for the users without disturbance from the repeated loading of different web pages whenever a menu is clicked. The web user interface of MiddaughSuite is also designed to be simple but intuitive and consistent throughout all functionality. This chapter will provide a comprehensive guide for the web user interface of MiddaughSuite.

4.2 Administration

MiddaughSuite provides a separate administration webpage for the administrator to manage user accounts. MiddaughSuite is based on the Django web framework that provides the common functionality required for website development. The administration functionality is a part of the
Django framework. Using a pre-defined webpage within the Django framework (see Figure 4.1), the MiddaughSuite administrator can easily add new users and manage users information. The administration page can be further extended to include additional features specific for MiddaughSuite. Such features may include the data storage quota and other resource management for higher level administration.
4.3 MiddaughSuite Main Screen

The MiddaughSuite web page consists of multiple components: header, left side bar, and main window. The header contains logo, user log-in, and main menu. The main menu includes Home, Manual, Tutorial, Upload, Data, Analysis, Figure, Table and Search.

- Home: The Home menu displays general information about MiddaughSuite. This is the initial page.
- Manual: The Manual menu displays documents that describe how to use MiddaughSuite. It includes a detailed description about each menu. MiddaughSuite provides help icons in many screen components. If clicked, the corresponding help document in the Manual menu will be displayed.
- Tutorial: The Tutorial menu displays documents that demonstrate how to characterize a macromolecule from the experimental data. It includes procedures for creating the various empirical phase diagrams.
- Upload: The Upload menu displays the screen for uploading experimental data. See Section 4.4 for more details.
- Data: The Data menu displays the screen for managing uploaded data. See Section 4.5 for more details.
- Analysis: The Analysis menu displays the screen for analyzing uploaded data. See Section 4.7 for more details.
- Figure: The Figure menu displays the screen for visualizing uploaded data. See Section 4.6 for more details.
Figure 4.2 MiddaughSuite Main Screen: (A) Before a user is logged in, (B) After logged in.
• Table: The *Table* menu displays the screen for displaying numbers in table formats from the uploaded data. See Section 4.8 for more details.

• Search: The *Search* menu displays the screen for sharing uploaded data with other users. See Section 4.9 for more details.

The menus from *Upload to Search* are not available if a user is not logged in (See Figure 4.2). The content of the left side bar and the main window vary according to the selected main menu. For the document pages such as *Home, Manual* and *Tutorial*, the left side bar contains navigation panels that point at each section of document pages. For other pages, the left side bar may contain submenus or options.

### 4.4 Upload Menu

The upload menu provides a simple form (Figure 4.3) in the main window to upload a single file to MiddaughSuite. Using the form, a user can select the file from the local file system. The user should also select the appropriate file type from the drop-down menu. Clicking the upload button will initiate the uploading process. The uploading status will be displayed below the upload form. It may take up to several minutes depending on the file size and type. The uploading result will be notified as described in Figure 4.3 (A) and (B). If successful, the uploaded data becomes available through other menus such as *Data, Analysis, Figure, Table* and *Search*.

Currently, MiddaughSuite supports various file formats from multiple instruments that are available in the Macromolecule and Vaccine Stabilization Center at the University of Kansas. New file formats will be continuously supported as new instruments arrive.
Figure 4.3 Upload Screen: (A) when uploading succeeds, (B) when uploading fails
4.4.1 The Applied Photophysics Chirascan

The Chirascan is a circular dichroism (CD) spectrometer manufactured by Applied Photophysics Ltd (APL). It is a multi-functional spectrometer that can simultaneously measure CD, UV absorbance, and fluorescence (when equipped with a fluorescence accessory) and possesses temperature control (0-100°C). There are two different models available: The Chirascan and Chirascan-plus ACD (Automated Circular Dichroism) (See Figure 4.4). The difference between these two models is the sample holders. The original Chirascan has a 4-cell auto changer whereas the Chirascan-plus ACD has an auto-sampler that supports up to four 96-well plates.

(A) [Image of Chirascan] (B) [Image of Chirascan-plus ACD]

Figure 4.4 (A) Chirascan (B) Chirascan-plus ACD (Automated Circular Dichroism)

The Chirascan software produces data in an APL proprietary file format with the file extension of “.dsx”. Using the Upload menu as described in the previous section, the dsx data file can be uploaded to MiddaughSuite with the file type “Applied Photophysics Chirascan File (.dsx)” Once the dsx file is uploaded, the data is organized as a multidimensional matrix and stored in the MiddaughSuite server. Figure 4.5 shows an example of Chirascan data dimensions.
Method: The Chirascan measures using up to seven different methods including CD, UV Absorbance, Fluorescence, HT, Voltage, Count and Temperature based on the measurement setting. Typically CD, UV Absorbance, and Fluorescence data are used in protein analysis.

- CD: Circular Dichroism
- HT: Detector high voltage
- Absorbance: UV absorbance is derived from the detector HT.
- Fluorescence: Fluorescence measurement (optional)
- Voltage: A record of the actual detector DC voltage achieved
- Count: The number of 25us samples taken at every step in the scan
- Temperature: Temperature at which the measurement was taken

Sample: Sample name for each cuvette as typed in the Chirascan software. It is recommended that one writes down full conditions in the name filed before the experiment begins.
- Temperature (C): Temperature points in degrees Celsius at which the measurement was taken.
- Emission Wavelength (nm): The range of emission wavelengths in nanometer units.

### 4.4.2 The Photon Technology International (PTI) Fluorometer

Fluorometers from Photon Technology International, Inc. can be equipped with two detectors and temperature control. Thus it can measure fluorescence and light scattering simultaneously over a selected temperature range. As of 2012, the current version of PTI Fluorometer software produces data in their own proprietary file format with the file extension of “.gxz”. The older version of the PTI software is, however, still widely used and produces “.ana” files. MiddaughSuite supports both file formats.

Using the *Upload* menu as described in the previous section, the data file can be uploaded to MiddaughSuite with the file type of either “Photon Technology International (PTI) Fluorometer File (.gxz)” or “Photon Technology International (PTI) Fluorometer File (.ana)”.

Once the data file is uploaded, the data is organized as a multidimensional matrix and stored in the MiddaughSuite server.

![PTI Fluorometer](image)

*Figure 4.6 PTI Fluorometer*
**PTI .gxz File Format**

Each .gxz file consists of several groups of traces. A group of traces are usually organized into single multidimensional data. Therefore, one file can produce multiple multidimensional data. Each trace has automatically assigned names that contain certain amount of information. Some examples of trace names are listed as follows:

- 'S1 D1 375:420-570'
- 'S1 D2 375:420-570(1)'
- 'S2 D3 375:420-570 (2)'
- 'S1 ExCorr'
- 'S2 ExCorr(1)'
- 'S3 ExCorr (2)'
- 'S1 Temperature'
- 'S2 Temperature(1)'
- 'S3 Temperature (2)'
- 'S1 D1 375:420-570 [COR]'
- 'S1 D1 375:420-570 [COR](1)'
- 'S1 D1 375:420-570 [COR] (2)'

The first token S1 (to S4) indicates the position of the sample. If it is a background measurement, B1 (to B4) can be used instead. The second token D1 (to D2) indicates the detector number. The measurement from each detector, fluorescence or light scattering, is determined based on the instrumental configuration. '375:420-570' indicates the excitation wavelength and the range of emission wavelengths. The number in parenthesis at the end means
the repeated trace at (usually) a different temperature. 'ExCorr' traces are used internally to perform real-time background correction. The corrected trace has the '[COR]' suffix in its name. MiddaughSuite takes advantage of the above information when it organizes the data. The newly uploaded PTI gxz data would have the dimensions similar to Figure 4.7.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>310, 311, 312, 313, 314, 315, 316, 317, 318, 319, ... , 370, 371, 372, 373, 374, 375, 376, 377, 378, 379</td>
<td>S1, S2, S3, S4</td>
<td>D1</td>
<td>292, 295, 298, 301, 304</td>
<td>10, 15, 20, 25, 30, 35, 40, 42.5, 45, 47.5, 50, 52 ... , 57.5, 70, 72.5, 75, 77.5, 80, 82.5, 85, 87.5, 90</td>
<td>Corrected, Raw</td>
<td>0.0</td>
<td>Detector1</td>
</tr>
</tbody>
</table>

**Figure 4.7** Example of PTI dxx data dimensions

- Wavelength (Nanometers): Emission wavelengths
- Sample: The sample name for each cuvette position is specified as from S1 to S4. If a background is measured, B1 to B4 can be included.
• Detector: The detector number is recognized from the trace name. Values such as 'Detector 1', 'Detector 2', 'ExCorr', and 'Temperature' can be used in this field based on the tokens (e.g. D1, D2, ExCorr, and Temperature) in the trace name.

• Excitation Wavelength (nm): Excitation wavelength is recognized from the trace name where the excitation wavelength is specified.

• Temperature (C): Temperature at which the measurement was taken.

• Data Type: Traces with real-time background correction (e.g. trace names with '[COR]') are marked as 'Corrected'. Other traces are displayed as 'Raw'.

• Cycle: It is possible to conduct multiple temperature runs. It is common to measure another trace at 10°C or 20°C after the entire temperature melt is finished. In this case, 'Cycle' count is increased to differentiate each run. Please note that there is no data available other than at the 10°C or 20°C in the 2nd cycle. These empty data are filled with zeros.

• Group: The group name to which the traces for this data belong.

**PTI .ana File Format**

The .ana file format is an older format than the .gz file format. The naming convention of the trace name is the same as the .gz file format except that it does not support any real-time background correction. The newly uploaded PTI .ana data would have dimensions similar to Figure 4.8.
| **Axis** |  
| --- | --- |
| 1. Emission Wavelength (nm) |  
| 305.100006103516, 306.100006103516, 307.100006103516, 8.100006103516, 389.100006103516, 390.100006103516 |
| 2. Sample |  
| 0.5mg ml aldolase pH4 run 3 emission 2nm.ana S1, 0 ... 3, 0.5mg ml aldolase pH4 run 3 emission 2nm.ana S4 |
| 3. Method |  
| Detector 1 |
| 4. Excitation Wavelength (nm) |  
| 295 |
| 5. Temperature (C) |  
| 10, 12.5, 15, 17.5, 20, 22.5, 25, 27.5, 30, 32.5, ..., 65, 67.5, 70, 72.5, 75, 77.5, 80, 82.5, 85, 87.5 |
| 6. Cycle |  
| 1, 2 |

**Figure 4.8** Example of PTI ana data dimensions

- **Emission Wavelength (nm)**
- **Sample**: The sample name for each cuvette position is specified as from S1 to S4. The uploaded filename is inserted prior to the sample name.
- **Method**: The detector number is recognized from the trace name. Values such as 'Detector 1' and 'Detector 2' are used in this field based on the tokens (e.g. D1 and D2) in the trace name.
- **Excitation Wavelength (nm)**: Excitation wavelength is recognized from the trace name where the excitation wavelength is specified.
- **Temperature (C)**: Temperature at which the measurement was taken.
- Data Type: Traces with real-time background correction (e.g. trace names with '[COR]') are marked as 'Corrected'. Other traces are displayed as 'Raw'.
- Cycle: It is possible to conduct multiple temperature runs. It is common to measure another trace at 10°C or 20°C after the temperature melt is completed. In this case, 'Cycle' count is increased to differentiate each run. Please note that in this instance there is no data available other than 10°C or 20°C in the 2nd cycle. These empty data are filled with zeros.

4.4.3 The Avacta Optim 1000

The Optim 1000 shown in Figure 4.9 is a high-throughput fluorometer from Avacta Analytical Ltd. The instrument can measure fluorescence and light scattering from up to 48 samples simultaneously with temperature control. Each sample only requires a small volume (around 9 uL) of macromolecule. Optim software supports export of the experimental data in Excel file format. Figure 4.10 shows an example of an exported Excel file. Using the *Upload* menu, the data file can be uploaded to MiddaughSuite with the file type of either “Avacta Optim Export Excel File (.xlsx)” or “Avacta Optim Export Excel File (.xlsx) : Time Series.” The difference between the two options is the way in which MiddaughSuite organizes data.

![Avacta Optim 1000](image)

**Figure 4.9** Avacta Optim 1000
The Optim uses specially designed sample arrays called MCAs. Each MCA has 16 sample wells labelled from A to P. The Optim can use up to three MCAs. Each MCA is assigned by a number from 1 to 3. Therefore, the total 48 sample positions are labelled from A1 to P1, A2 to P2, and A3 to P3. Both the temperature and the time at which the measurement is taken are also specified in the first row. The columns in the file are simply listed by the order in which the measurements are taken. This format makes it hard for users to find traces of each sample either by temperature or by time. There are two different ways for MiddaughSuite to organize the Optim data: by temperature or by time. The method is determined by the file type you choose when you upload your Optim file.

It should be noted that uploading and reading the optim file may take several minutes because its size becomes around 30 MBytes with 48 samples for temperature range from 15°C to 90°C at one degree intervals.
**Avacta Optim Export Excel File (.xlsx)**

MiddaughSuite organizes the optim data by temperature and ignores time information if “Avacta Optim Export Excel File (.xlsx)” is selected when uploaded. Although the actual temperature value in each sample may slightly vary, MiddaughSuite takes the first temperature value (e.g. the temperature value from A1) and uses it for all the other samples. The uploaded data would be similar to Figure 4.11.

<table>
<thead>
<tr>
<th>Axis</th>
</tr>
</thead>
</table>
| 1. Sample | A1, B1, C1, D1, E1, F1, G1, H1, I1, J1, K1, L1, M1, N1, O1, P1  
| 2. Temperature (C) | 14.99, 16.24, 17.45, 18.64, 19.84, 21.03, 22.23, 23 ... 1.01, 82.2, 83.4, 84.61, 85.81, 87.01, 88.2, 89.42  
| 3. Wavelength (nm) | 248.282393077757, 248.545653571855, 248.8088912167 ... 3.533991042405, 503.769124691113, 504.004225606431  

**Figure 4.11** Example of Avacta Optim data dimensions ordered by temperature

**Avacta Optim Export Excel File (.xlsx) : Time Series**

MiddaughSuite organizes the optim data by time and ignores temperature information if “Avacta Optim Export Excel File (.xlsx) : Time Series” is selected when uploaded. Although the actual time value in each sample increases, MiddaughSuite takes the first time value (e.g. the time value from A1) and uses it for all the other samples for each round. The uploaded data would be similar to Figure 4.12.
4.4.4 The OLIS Protein Machine

The Olis Protein Machine (or Olis Multi-Scan Spectrophotometer) is an instrument that can measure CD, UV absorbance, fluorescence and light scattering from six samples simultaneously with temperature control. Using the *Upload* menu, the data file can be uploaded to MiddaughSuite with the file type of either “The OLIS Protein Machine file (.ols)” or “The OLIS Protein Machine Zipped Directory (.zip).” Once the data file is uploaded, the data is organized as a multidimensional matrix and stored in the MiddaughSuite server.

![Olis Protein Machine](image)

**Figure 4.13** Olis Protein Machine
The OLIS Protein Machine Zipped Directory (.zip)

The Olis software stores its data in the directory structure described in Figure 4.14. Each experimental session creates a directory named by its date and the experimental number. There are three methods subdirectories - ABS, CD, and EM. ABS is for UV absorbance. CD is for circular dichroism. EM is for fluorescence and light scattering. EM contains EM_R and EM_N subdirectories each of which indicates raw data and normalized data, respectively.

![Example of Olis data directory structure. This figure is from the online brochure](http://www.olisweb.com/literature/pdf/Multiscan_brochure_low-res.pdf)

**Figure 4.14** Example of Olis data directory structure. This figure is from the online brochure (http://www.olisweb.com/literature/pdf/Multiscan_brochure_low-res.pdf).

It is possible to upload the entire session directory. First, users should make a zip file that contains only the session directory (e.g. a zip file for the directory '09-05-11 1336'). Then users can upload the zipped directory file to MiddaughSuite with the file type “The OLIS Protein Machine Zipped Directory (.zip)”. MiddaughSuite produces four multidimensional data from a
single zipped directory file based on the measurement subdirectories (e.g. ABS, CD, EM_R, and EM_N). Figure 4.15 shows example dimensions of UV absorbance (ABS) data.

Figure 4.15 Example of Olis Zipped Directory data dimensions (ABS data)

- **Wavelength (nm):** Emission wavelengths
- **Temperature (C):** Temperature at which the measurement was taken. Both the measurement order and the actual temperature reading (e.g. “T001 (10.0 C)”) are displayed together. This helps identify the last round of room temperature trace (e.g. “T032 (24.4 C)” after the temperature melt is completed. It is recommended that temperature values should be edited to numerical values with fixed step size for future manipulation such as visualization.
- **Method:** Absorbance, Circular Dichroism, or Fluorescence Emission based on the type of measurements
- **Sample:** Six samples are labeled from S1 to S6. (“DARK” indicates the background for Absorbance data)
The other types of data such as CD and fluorescence emission have similar dimensions. For fluorescence emission data, the additional axis called “Data” distinguishes “Raw” and “Normalized” data that are generated from the “EM_R” and “EM_N” directory.

**The OLIS Protein Machine File (.ols)**

Inside any directory folder in the Olis data tree, there exists multiple files each of which contains a single measurement at the given environmental condition. The files have the extension of “.ols”. It is possible to upload any single ols file instead of the entire zipped directory using the file type “The OLIS Protein Machine file (.ols)” The uploaded data has the same dimensions as the data from the zipped directory.

**4.4.5 User-Supplied Excel File**

Since MiddaughSuite does not support all file formats, it is necessary to provide a function to upload any arbitrary data prepared by users. Microsoft Excel is a widely used file format in which users can create three dimensional data (e.g. two dimensional tables in each sheet). For convenience, MiddaughSuite provides a template Excel file to be filled by users.

Figure 4.16 shows both an example of a template Excel file and its uploaded data dimensions. In the template Excel file, the table in each sheet must have the same size and labels for consistency. It would not be possible to construct three dimensional data from different shapes of multiple two dimensional data. In each sheet, the starting location of the table is fixed. Cell A3 is the title for the column and the cell B2 is the title for the row. In addition, only one table per sheet is acceptable.
Figure 4.16 (A) Example of an Excel template file (B) Uploaded data dimensions from (A)
The name of a row or column can be changed arbitrarily. The number of rows and columns (and their labels) can also be changed as well. The only restriction is the identical shape of tables across multiple sheets and their starting locations.

In the example described in Figure 4.16, each sheet represents the experimental data obtained from multiple techniques such as light scattering, circular dichroism, fluorescence peak position shift and fluorescence peak intensity that are labeled as LS, CD Melt, FLU Peak and FLU Intensity, respectively. All of the experimental data are organized in a two dimensional data table with Temperature (row) and pH (column) axes. The row and column titles and the sheet names are converted to the first three axes (e.g. Temperature, pH and Method) in the uploaded data. The last axis will be the axis named “Sample” whose value comes from the name of the uploaded template file. The axis name “Method” and “Sample” are chosen instead of “Sheet” and “Filename” for convenience because the template is frequently used to upload biophysical data.
Figure 4.17 Data menu screen: (A) Project List Panel, (B) Tag Panel, (C) Data List Panel, (D) Project Detail Panel, (E) Data Detail Panel

4.5 Data Menu

The *Data* menu is designed to provide functionality for managing the uploaded multidimensional data. The management includes organization of data using projects and tags, viewing details, merging multiple data, changing shapes and editing dimension axes. These functions can be accomplished using the five panels depicted in Figure 4.17: project list panel, tag panel, data list panel, project detail panel and data detail panel.
Projects and tags help organize a large collection of data. Projects are similar to folders that can contain multiple data. A single piece of data can be contained inside the multiple projects. The project list panel lists the current projects and also provides menus for adding and deleting projects.

Tags are user-supplied keywords for the data. The list of tags appears in the tag panel and clicking a tag brings up the list of data to which the tag is assigned. Using projects and tags, users can easily browse their data. The searched list of data appears in the data list panel.

The project detail panel and the data detail panel display detailed information about the selected project and data. The information includes user-supplied descriptions, dimensions and history of changes. For projects, users can attach a single file. For data, users can set up a preview image. The data detail panel also provides menus for editing its values and the shapes of the multidimensional matrix.

**4.5.1 Project List Panel**

The project list panel displays the list of all projects in the user’s account. Clicking any project item in the panel shows the list of data that belongs to the project. Data can be assigned to multiple projects but it does not mean that the data is copied into multiple different folders. The project is implemented as a specific name tag attached to the data; therefore, the data can have multiple projects without duplication. There are two default items in the project list panel.

- **All Data**: Display all data in the user’s account.
- **Project Not Assigned**: Display all data that do not belong to any projects.
The project panel provides a popup menu for creation and deletion of projects as follows:

- **Reload**: Reload the list of projects.
- **New**: Create a new project. Enter a new project name in the popup window and press "Add" button.
- **Delete Project Only**: Remove the selected project label from all data that belong to it. This operation does not delete any data.
- **Delete Project and All Data**: Delete the selected project and all data in it. The data is not deleted if it belongs to other projects as well.

A popup menu in the data list panel provides functions to add data to a project or to remove data from a project.

### 4.5.2 Tag Panel

A tag is a user-defined search keyword for data. Data can contain multiple tags that can be viewed at the "Tag" section in the data detail panel. The tag panel displays the list of all tags found in the project selected in the project list panel. A tag is used to filter a list of data displayed in the data list panel.

Clicking a tag enables a tag search filter. Dragging the mouse with the first button clicked, or Using *Ctrl* or *Shift* keys in the keyboard with mouse clicks can select multiple tags. Multiple
tags are applied together by either "AND" or "OR" concatenations. For example in Figure 4.19, the system will find data that contains both “Fluorescence” and “Light Scattering” tags. The option icons AND and OR are toggled if clicked. In the previous example, clicking AND will change its condition to OR, and the system will search data that has either “Fluorescence” or “Light Scattering” tags. The icon ✗ will remove the tag search filter and the system will display all data in that project.

![Multiple Tag Selection with AND operation](image)

**Figure 4.19** Example of Multiple Tag Selection with AND operation

### 4.5.3 Data List Panel

The data list panel displays data that meets the conditions specified in both the project list panel and the tag panel. Current search methods are displayed in the Search Filter section above the data list panel.

![Search Filter](image)

**Figure 4.20** Search Filter
Figure 4.20 shows an example search condition. The system will search all data in the user’s account, trying to find data that contains both “Fluorescence” and “Light Scattering” tags. Among the results, the data that is created earlier will be listed first. A detailed explanation concerning each condition is as follows:

- **Project**: Project selected in the project list panel. Only a single project can be selected.
- **Tag**: Tags selected in the tag panel. Multiple tags are concatenated by using "AND" or "OR" operations.
- **Sort**: There are options that determine the order of data displayed in the data list panel. The options below are toggled when the icon in the title bar of the data list panel is clicked.
  - **Sort by Creation Time**: Data is sorted by the time it is created. The creation time cannot be changed once the data is created.
  - **Sort by Name**: Data is sorted by its name.
  - **Sort by Updated Time**: Data is sorted by its updated time. Whenever a user makes a change to the data, the updated time of the data is automatically changed to the current time. A user can check the last modified time at the title section of the data detail panel.

For each sort type option, you can select ascending or descending order.

- Ascending Order
- Descending Order
The data list panel provides a popup menu as described in Figure 4.21.

- **Reload**: Reload the list of data.
- **Duplicate**: Duplicate selected data. It is recommended that data should be duplicated before a user applies any irreversible functions. Currently MiddaughSuite does not support any roll-back functions.
- **Merge**: Merge selected data and create a new merged data set. The merged data is first created to have union of all axes of the selected data. Initially the merged data is filled with zeros. Then, the content of each selected data is copied to the merged data. If overlapped, the content will be overwritten. If there is a region that is not covered by any data, then the region will remain zero.
- **Remove**: Remove selected data from the user’s account. This operation is currently irreversible.
- **Add One-Value Axis**: The one-value axis is an axis that contains only one value. Creating a one-value axis is a useful tool for attaching additional information to the data.
For example, a one-value axis such as "Axis: Method, Value: Fluorescence" can be used to indicate that the data is generated using "Fluorescence Method", while it does not affect its internal data. This operation is simultaneously applied to all selected data.

- **Add To Project**: Add selected data to the project that a user will select from the popup window. A user can even create a new project from the popup window and add selected data to the new project.

- **Move To Another Project**: Move selected data to the project that a user will select from the popup window. It basically removes the data from the current project (selected in the project list panel) and adds the data to the new project. A user has to select a project in the project list panel first. The default items - "All Data" and "Project Not Assigned" - will not work properly in this operation.

- **Remove From Current Project**: Remove selected data from the currently selected project. A user has to select a project in the project list panel first. The default items - "All Data" and "Project Not Assigned" - will not work properly in this operation.

4.5.4 Project Detail Panel

The project detail panel displays five attributes of the project that is currently selected in the project list panel as shown in Figure 4.22.
• **Project Name:** You can rename the project by clicking the icon prior to the project name. You should reload the project list panel to properly reflect the new project name.

• **Last Modified Time:** Displays the last modified time of the other four attributes.

• **Description:** Any detailed information should be placed in this section. You can edit this section by clicking the icon at the right end.

• **Attached File:** A project can store one file inside MiddaughSuite. It is recommended that one uploads a zipped file that contains all documents and raw data files. You can upload a file by clicking the icon on the right. You can also remove the attached file by clicking the icon at the right end. Clicking the uploaded file name will download the attached file.

• **Share With:** You can set the sharing level of the current project by clicking on the right. There are three levels of sharing: *Private, Staff Only*, and *Public*.
  - **Private:** Do not share this project with others. This is the default option.
  - **Staff Only:** Share this project with the staff members who use the MiddaughSuite. Only users that are indicated as staff or a superuser in the MiddaughSuite system can search the project with this option.

![Figure 4.22 Project Detail Panel](image-url)
- **Public**: Share this project with all users of MiddaughSuite. The *Public* option does not mean the public of the Internet. It means open to all users who are registered in the MiddaughSuite system.

### 4.5.5 Data Detail Panel

The data detail panel shows specific attributes of the data currently selected in the data list panel. In case of multiple selections, each field displays values that are in common among selected data. Any axis that has no common values will not be displayed.

The example in Figure 4.23 shows a multidimensional matrix that consists of six axes. The total size of the matrix is $81 \times 6 \times 4 \times 32 \times 1 \times 1 = 62208$. There are several one-valued axes (e.g. *Sample* and *Method*). These one-valued axes are typically used to tag additional information. The one-value axis plays an important role when multiple data are merged.

Data in MiddaughSuite stores multidimensional numerical data together with various types of attributes including data name, data type, last modified time, preview image, project information, update history, additional text description, and the attached file.

- **Data Name**: The name of data can be edited by clicking the icon prior to the data name. The data name displayed in the data list panel will not be changed until it is reloaded.

- **Last Modified Time**: Displays the last modified time of the other data attributes.

- **Previous Button**: Move to previously selected data. Up to 10 previously selected data are memorized and navigated back.
Figure 4.23 Data Detail Panel
• **Next Button:** Move to next data. This button is enabled only when it is moved back using the previous button.

• **Preview Image:** You can upload an image as a preview image by clicking the icon at the right end. Also, you can remove the preview image by clicking the icon on the right. Clicking the preview image will display the image in its full-size as a popup window. You can close the popup window by clicking outside of the window.

• **In Projects:** Displays the list of projects to which this data belongs. You can click the project name link to navigate to it.

• **Data Type:** Displays the label for the data content. You can edit the label by clicking the icon on the right. The units should be given in parenthesis at the end of the label. (e.g. Count (1/s))

• **Tag:** Displays the list of tags attached to this data. You can edit the label by clicking the icon at the right end. You have to separate tags using semicolons. (e.g. Fluorescense; Light Scattering; Model Proteins;) Tags are shown in the tag panel for a quick search.

• **Dimension:** Displays all axes and their values in this data as displayed in Figure 4.24.

![Figure 4.24 Dimension Field in the Data Detail Panel](image)
o **Axis No.**: Numbering of axes in the data. The order has no meaning.

o **Axis Name (Units)**: The name and units of the axis. It is generally displayed in the diagrams and graphs. You can edit the name and unit by clicking the icon. When the name is edited, the units should be specified in parenthesis at the end.

o **Number of Values**: This field displays the number of values on the axis.

o **Values (Preview)**: The values in the axis are displayed in the color blue. Only the first and last few values can be showed if they are excessive in number.

o **Tooltip**: The mouse pointer over the value preview will display a tooltip that shows all values.

o **Checkbox**: A checkbox is used to select axes for the Add One-Value Axis and Merge menus in the Dimension Menu.

- **History**: This field displays the history of operations performed on this data. More detailed information will be displayed if the field is expanded by clicking the icon. Clicking the icon will hide the detailed history.

- **Description**: Any specific information should be placed in this section. You can edit this section by clicking the icon on the right.

- **Attached File**: Data can store one file inside MiddaughSuite. You can upload a file by clicking the icon on the right. Also, you can remove the attached file by clicking the icon on the right. Clicking the uploaded file name will start downloading the file.
Dimension Menu

The dimension section in the data detail panel provides a popup menu (Figure 4.25) to manipulate multidimensional axes and their values.

- **Add One-Value Axis**: A one-value axis is an axis that contains only one value. Creating a one-value axis is a useful tool with which attach additional information to the data. For example, a one-value axis such as “Axis: Method, Value: Fluorescence” can be used to indicate that the data is generated using “Fluorescence Method”.

- **Merge**: Merge the selected axes and create a merged axis. The newly merged axis will replace the selected axes. Using the check boxes in each axis, you can select multiple axes to be merged.
Individual Axis Menu

Each axis has its own menu as displayed in Figure 4.26. The functionality in this menu is only limited to the axis where the menu is located.

- **Edit Values**: Edit all values in the axis. It does not change any of its internal numerical data. It only edits the label values in the axis. Clicking the menu will bring up a popup window (Figure 4.27). The popup window displays all current values and their associated text boxes where the new values can be entered. Enter new values where you want to change them. Leave the same value where you do not want them to change. You have to make sure that text boxes for new values are all filled even though you do not want to alter some values. The **Autofill** box is designed to fill values with the fixed step size. The value starts from the “Start” value and increments (or decrements) with the specified “Step” size. Prefix and suffix are concatenated at the beginning and the end of

![Edit Values Table]

*Figure 4.27* A popup window for the *Edit Values* menu.
each value. In the example in Figure 4.27, the prefix and the suffix contains a space character at the end and at the beginning, respectively, to insert spaces at the beginning and the end of the numeric value.

- **Remove Values:** This menu is used to remove values from the axis. It will bring up a popup window (Figure 4.28). Values to be removed can be selected using check boxes. The removal of values actually deletes the numerical values in the data accordingly. The operation is irreversible and currently an *undo* operation is not supported in the MiddaughSuite. Always make copies of the original data by using the *Duplicate* menu before you actually perform irreversible actions. It is sometimes necessary to extract a part of data. The *Duplicate* and *Remove Values* menus can be used in this case, although the MiddaughSuite does not have an extract menu. The data should be duplicated first, then unnecessary parts are removed to obtain the desired remaining portion.

![Remove Values](image)

**Figure 4.28** A popup window for the *Remove Values* menu.
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• **Split Axis:** This menu is used to reshape an axis into multiple axes. Clicking this menu will bring up a popup window as described in Figure 4.29. In this example, a *Sample* axis that contains 48 values (A1-P1, A2-P2, A3-P3) will be reorganized into three axes (*Sample*, *pH*, and *Run*) based on their properties. The *Sample* axis contains three values of “Protein A”, “Protein B”, “Protein C”. The *pH* axis contains 6 values from 3 to 8. The *Run* axis contains three values from 1 to 3. The previous sample value such as A1 can be decomposed into more detailed combinations such as “Sample: Protein A, pH:3, Run:1.” The *Split Axis* operation replaces the selected axis with the newly assigned axes. It should be noted that the number of the latter combination can be different than the number of values in the original axis. In the previous example, the number of the combination of three axes is 3 samples × 6 pH values × 3 runs = 54, while the original sample axis contains only 48 values. The resulting data contains more space than can be covered by the original data; thus, those unassigned region remains zero. The icon in the blue menu bar is used to add a new column of an axis. The name of the new axis can be edited using the icon. The icon will remove the column. After a new axis is added, new values for the axis can be added using the icon that is located next to the combo box. If a value is added once, the value immediately becomes available for all rows in the axis.
**Figure 4.29** A popup window for the *Split Axis* menu

<table>
<thead>
<tr>
<th>Index</th>
<th>Current</th>
<th>Sample</th>
<th>pH</th>
<th>Run</th>
</tr>
</thead>
<tbody>
<tr>
<td>[0]</td>
<td>A1</td>
<td>Protein A</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>[1]</td>
<td>B1</td>
<td>Protein A</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>[2]</td>
<td>C1</td>
<td>Protein A</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>[3]</td>
<td>D1</td>
<td>Protein A</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>[4]</td>
<td>E1</td>
<td>Protein A</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>[5]</td>
<td>F1</td>
<td>Protein A</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>[6]</td>
<td>G1</td>
<td>Protein A</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>[7]</td>
<td>H1</td>
<td>Protein A</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>[8]</td>
<td>I1</td>
<td>Protein A</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>[9]</td>
<td>J1</td>
<td>Protein A</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>[10]</td>
<td>K1</td>
<td>Protein A</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>[11]</td>
<td>L1</td>
<td>Protein A</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>[12]</td>
<td>M1</td>
<td>Protein A</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>[13]</td>
<td>N1</td>
<td>Protein A</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>[14]</td>
<td>O1</td>
<td>Protein A</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>[15]</td>
<td>P1</td>
<td>Protein A</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>[16]</td>
<td>A2</td>
<td>Protein A</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>[17]</td>
<td>B2</td>
<td>Protein A</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>[18]</td>
<td>C2</td>
<td>Protein B</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>[19]</td>
<td>D2</td>
<td>Protein B</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>[20]</td>
<td>E2</td>
<td>Protein B</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>[21]</td>
<td>F2</td>
<td>Protein B</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>[22]</td>
<td>G2</td>
<td>Protein B</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>[23]</td>
<td>H2</td>
<td>Protein B</td>
<td>+</td>
<td>+</td>
</tr>
</tbody>
</table>
• **Sort in Ascending Order:** Sort the values in the axis in ascending order. The internal data is also sorted accordingly.

• **Sort in Descending Order:** Sort the values in the axis in descending order. The internal data is also sorted accordingly.

• **Remove One-Value Axis:** Remove this one-value axis. The menu is only enabled for the one-value axis.

### 4.6 Figure Menu

The *Figure* menu provides the ability to visualize multidimensional data in the form of a number of different graphs and diagrams. The type of graphs includes the line graph, bar graph, contour graph, color plot, scatter plot matrix, empirical phase diagram, radar chart and Chernoff face diagram. The *Figure* menu screen displayed in Figure 4.30 consists of three different regions - *Menu*, *Options*, and *Graph Viewing Area*. The general steps to create a figure are as follows:

1. Select a figure type from the *Menu*.
2. Select a range of data and related options from the *Options*.
3. Click the "View graph/diagram" button that is located between *Menu* and *Options*, or at the end of *Options*.
4. The resulting graph will show up in the *Graph Viewing Area*.

The created figure is simply an image file of Portable Network Graphic (PNG) format. The figure can be saved or copied for the use in various documents. Clicking the right button of the mouse on the figure will bring up a popup menu.
4.6.1 Line Graph

The Line Graph menu allows you to create a single line graph. MiddaughSuite provides pre-defined colors, markers, and styles for multiple data lines. Each axis in multidimensional data can be assigned to determine colors, markers, or styles of lines. For example, fluorescence spectra as a function of temperature and pH values are being visualized as line graphs in Figure 4.31B.
Figure 4.31 Fluorescence spectra of emission wavelengths from 305 to 390nm as a function of temperature and pH: (A) Axes and values and (B) An example of a line graph at a specific pH value. The emission wavelength is assigned to the x axis and the temperature axis to line colors. (C) An example of a line graph. The emission wavelength is assigned to the x axis, the temperature axis to line colors, and the pH axis to line markers.
**Data Selection**

The first step is to select data for the line graph in the *Options* panel. The data selection panel allows you to select a project and its data.

![Data Selection in the Options panel](image)

**Figure 4.32** Data Selection in the Options panel

- **Project**: The combo box lists all projects.

- **Data**: The combo box lists all data in the project selected above.

- **Reload**: The project or data can be reloaded using this icon. It is necessary to refresh the list after data is added or modified in other menus.

- **Sort Option**: There are options that determine the order of data listed in the combo box. The options are toggled when the button is clicked.
  - **Ascending Order**
  - **Descending Order**

  - **Sort by Creation Time**: Data are sorted by the time they are created. The creation time cannot be changed once the data is created.

  - **Sort by Name**: Data are sorted by their name.

  - **Sort by Updated Time**: Data are sorted by their last modified time. The time is automatically updated whenever any properties of the data are modified. The last modified time is located at the title section of the data detail panel.

- For each sort type option, you can select ascending or descending order.
  - **Ascending Order**
  - **Descending Order**
**X Axis Selection**

After the data to be visualized as a line graph is selected, the x axis should be selected in the X Axis Selection box in the Options panel as displayed in Figure 4.33. The range of values for the x axis can be selected as well. The excluded values will not be displayed in the graph. The name of the selected axis will be displayed as the x axis name in the line graph. It should be noted that there is no need to select the y axis because the line graph plots the selected data. The name of the y axis is “Data Type” in the data detail panel.

![X Axis Selection](image)

**Figure 4.33 X Axis Selection in the Options panel**

By changing the x axis of your data, different properties of the data can be revealed. The example in Figure 4.34 demonstrates the emission spectra and the temperature melt from the same fluorescence measurement.
Figure 4.34 (A) The emission spectra and (B) the temperature melt of the same fluorescence measurement.

Error Bars

If you want to display an error bar for each data point, you should select an axis that contains both the averaged value and the standard deviation. MiddaughSuite provides a function called “Average” to calculate the average and the standard deviation. If you do not want to display error bars, select “Do not use” in the Error Bar option.

Figure 4.35 Error Bars in the Options panel
**Line Color**

MiddaughSuite provides a pre-defined set of colors for data. The color set starts with blue and ends with red. The color set is divided by the number of values in the selected axis in the Line Color panel (Figure 4.36). Then, each color is assigned to values sequentially in the selected axis. If the line color is not assigned (i.e. “Do not use” value is selected), all lines will be colored with the same default color, blue.

![Line Color Panel](image)

**Figure 4.36** Line Color in the Options panel

**Line Marker**

MiddaughSuite provides a pre-defined set of line markers. The values in the selected axis will be assigned with pre-defined symbols as displayed in the Figure 4.37. If the number of the values is greater than the number of symbols, then the assignment will start over.
Use Same as Line Color: This option is only available when it is combined with the Line Color option. This option enables the assignment of both the colors and markers to the same axis. The example in the Figure 4.38 demonstrates that both the color and marker of the lines change based on the temperature values.
Figure 4.38 (A) “Use Same as Line Color” Option (B) Different markers are assigned to temperature values as well as line colors.

**Line Style**

MiddaughSuite provides a pre-defined set of line styles. The values in the selected axis will be assigned with pre-defined styles. If the number of the values is greater than the number of styles, then the assignment will start over. The example in the Figure 4.39 shows pre-defined styles. It should be noted that there are currently only four styles available: solid, dashed, dotted, and dashed-and-dotted lines.
**Figure 4.39** (A) Line Style in the Options panel (B) Pre-defined line styles in the MiddaughSuite

**Remaining Axes**

If the data has more axes than the options above, all of the remaining axes and their values should be specified in this panel. It is recommended that one selects only one value for each axis because multiple selections will share the same line color, marker and style setting.

**Manual Zoom**

The viewing range of any graph in the MiddaughSuite is automatically calculated if not specified by users. To manually set up the viewing range, the “Check to set a viewing range” option in the **Manual Zoom** in the *Options* panel should be checked as displayed in the Figure 4.40. Minimum
and maximum values for x and y axes can be specified. If any value is left blank, an automatically calculated value will be used instead.

**Figure 4.40** (A) Manual Zoom in the Options panel (B) The line graph with specified range. The system calculates minimum of the y axis because it is not specified.

**Size Option**

The size of a figure can be specified in *Size Option* in the *Options* panel. The size is defined as follows:

- Figure Width (pixels) = Width (in inches) × DPI (dots per inches)
- Figure Height (pixels) = Height (in inches) × DPI (dots per inches)
Figure 4.41 Same size (450×600) of figures with different size options
In the example in Figure 4.41, both figures (A) and (B) have the same size (460 × 600) in pixels with different size options. Because the font size and the line width are fixed relative to the width and height of the figure given in inches, figure (B) has larger fonts and thicker lines than figure (A). In addition, the legend in figure (B) is truncated because of a lack of space.

4.6.2 Multiple Line Graph

The *Multiple Line Graph* consists of multiple line graphs placed in the grid as displayed in the Figure 4.43. It requires two additional axes to define the grid in which the line graphs are placed. These axes are called *Group X* (column) and *Y* (row) axes and can be selected in the *Group Selection* in the *Options* panel (Figure 4.42). The names of the axis and values are placed as the titles of each row and column. The *Multiple Line Graph* is created as a single image file.

![Group Selection](image)

*Figure 4.42* Group Selection in the Options panel
**Figure 4.43** An example of Multiple Line Graph. Group axes selected in the Figure 4.42 are used.
4.6.3 Bar Graph

The Bar Graph menu is used to create a single bar graph such as shown in Figure 4.44. MiddaughSuite provides pre-defined colors for multiple bars. All general options are the same as those in the line graphs.

![Bar Graph](image)

**Figure 4.44** An example bar graph.
4.6.4 Contour Graph

The Contour Graph menu is used to create a single contour graph. A contour graph consists of multiple contour lines. Each contour line connects points in x and y coordinates whose value is the same. The x and y axes should be specified in the Axes Selection in the Options panel. The value for each contour line is determined by the number of levels option. The number of levels determines the number of contour lines between the minimum and maximum values of the data. Figure 4.45 demonstrates examples of contour plots with different numbers of levels. All other general options are the same as those in the line graphs.

(A) Number of Levels = 10

(B) Number of Levels = 30

Figure 4.45 Example contour plots with (A) number of levels = 10 and (B) number of levels = 30
4.6.5 Color Plots

The Color Plot menu is used to create a single color plot such as illustrated in Figure 4.46. A color plot is a two-dimensional plot where data points with x and y coordinates are represented as individual colors. MiddaughSuite provides a pre-defined set of colors for the color plot. All other general options are the same as those used in the line graphs.

![Color Plot Example](image)

**Figure 4.46** An example of a color plot.
4.6.6 Scatter Plot Matrix

The scatter plot matrix is a two-dimensional matrix that consists of scatter plots and histograms. Suppose there are $N$ samples that have $M$ attributes. This data can be given as an $N \times M$ matrix. The objective of the scatter plot matrix is to investigate the correlation between each pair of attributes. Each scatter plot displays the correlation between a pair of attributes by plotting $N$ samples according to their attribute values. Since there can be $M$-choose-2 pairs of attributes, the same number of scatter plots consists of the half of the scatter plot matrix. The other half would be filled with the same pairs but their x and y axes are flipped. The diagonal of the scatter plot matrix is filled with histograms that show the distribution of the attribute values of the samples.

![Figure 4.47 An example of a scatter plot matrix.](image)
Figure 4.48 (A) Particle information in a sample organized in Excel file from MFI data (B) MiddaughSuite data of 4000 particles with 11 parameters at pH 4, 6, and 8.

Figure 4.47 is an example of a scatter plot matrix that shows 1000 particles present in IgG samples at pH 4, 6, and 8 observed using a Micro Flow Imaging (MFI) instrument. MFI instruments produce particle information with 11 different attributes as described in Figure 4.48. The resultant data should be organized as an Excel file (Figure 4.48A) to be uploaded to MiddaughSuite because the MFI file format is not directly supported. The uploaded data can be merged into data such as Figure 4.48B if samples are present under various conditions (e.g. pH 4, 6 and 8). Colors can be assigned to distinguish sample conditions.
A sample axis should be selected to distinguish each sample. In the previous example, the axis ‘Particleid’ contains particle numbers and should be selected in the *Sample Axis Selection* in the *Options* panel (Figure 4.49A).

*XY Axis Selection*

After a sample axis is selected, its attributes axis should be selected. In the previous example, the axis ‘Parameters’ contains all attributes for the samples with 4 out of 11 attributes selected (Figure 4.49B). Each pair of selected attribute values becomes x and y axes of scatter plots in the scatter plot matrix.
Figure 4.50 (A) Line Color and (B) Options in the Options panel

**Line Color**

Colors can be assigned to help visualize samples in different conditions. The axis that represents an individual condition (e.g. pH values) can be selected in this panel (Figure 4.50A). If the “Do not use” option is selected, all samples are colored blue.

**Options**

There are several options available in the options panel as displayed in the Figure 4.50B. The effects of these options are shown in the Figure 4.51.

- **Histogram - Log Scale**: If selected, a log scale is applied to all histograms.
- **Dot Size**: The dot size determines the size of the circle that represents each sample.
- **Dot Alpha (0-1)**: The dot alpha determines the opacity of the circle. (0 for transparent, 1 for opaque)
- **Dot Line Width**: The dot line width determines the width of the circumference of a circle.
4.6.7 Empirical Phase Diagram

The Empirical Phase Diagram menu is used to create a two-dimensional colored diagram as displayed in the Figure 4.52. Each point in the two-dimensional space is represented as a block of color. It is necessary to assign three values to each point because a color consists of RGB components. To construct an EPD, data should have at least three axes, – x, y and color axes. The color axis should contain three values for RGB assignment. Both traditional and three-index EPDs can be constructed using this menu. Traditional EPDs can be constructed by assigning the SVD results to colors, while three-index EPDs are created by assigning structural indices to colors.

Figure 4.52 shows an example of an EPD of BSA. It demonstrates additional features such as overlaying clustering results on the EPD and reference RGB components on the right. Figure 4.53 shows the Options panel for the EPD menu used to assign x, y and color axes, clustering results, and an option to display RGB components.
Figure 4.52 Empirical Phase Diagram of BSA with 6 clusters and RGB components shown.

Color Selection

After the x and y axes are selected in the Axes Selection (Figure 4.53A), a color axis should be selected to assign color values to each point in the x and y coordinates (Figure 4.53B). To map a color, 2D values in one color components are normalized between zero and one. This value represents the intensity of the selected color component (i.e. zero for black, one for the maximum intensity of the color). This mapping can be changed using the options available for each RGB component:

- **Min**: If specified, the minimum value for this component is fixed to this value before normalization. Any smaller value is ignored and replaced with this min value.
Figure 4.53 Options panel for EPD menu: (A) Axes Selection, (B) Color Selection, (C) Clustering Display and (D) RGB Components
- **Max**: If specified, the maximum value for this component is fixed to this value before normalization. Any larger value is ignored and replaced with this max value.

- **Log Scale**: If checked, the component values are rescaled with a log function before normalization.

- **Invert**: If checked, the component values are mapped to inverted color intensity after normalization. The value zero will be assigned to the max intensity of the color, while the value of one to black.

**Clustering Display**

Clustering information can be overlaid on an EPD. The clustering information is clustering numbers with the same x and y axes and their values as EPD data (Figure 4.54). The same numbers indicate the same clusters. This clustering information should be provided as separate MiddaughSuite data and can be selected in the *Clustering Display* as displayed in Figure 4.53C. The clustering information can be obtained as a result from clustering analyses (e.g. k-Means clustering) in the Analysis menu. Color options determine the color of borders and cluster numbers.

**RGB Components**

Figure 4.53D shows the RGB components option that determines whether an EPD includes RGB components or not. RGB components are three small diagrams of the same x and y dimensions that display only a single color component corresponding to a particular measurement type. This helps understand how each colored component contributes to the EPD by using methods that are specially sensitive to a type of structure (e.g. CD, secondary structure; intrinsic fluorescence,
tertiary structure; light scattering, aggregation). The label of each component diagram is the selected color value in the color axis.

\[
\begin{array}{|c|c|c|c|c|c|}
\hline
\text{pH} & 3 & 4 & 5 & 6 & 7 & 8 \\
\hline
\text{Temperature (C)} & 10 & 11 & 11 & 11 & 11 & 11 \\
\hline
12.5 & 11 & 11 & 11 & 11 \\
\hline
15 & 11 & 11 & 11 \\
\hline
17.5 & 11 & 11 & 11 \\
\hline
20 & 11 & 11 & 11 \\
\hline
22.5 & 11 & 11 & 11 \\
\hline
25 & 11 & 11 & 11 \\
\hline
27.5 & 11 & 11 & 11 \\
\hline
30 & 11 & 11 & 11 \\
\hline
32.5 & 11 & 11 & 11 \\
\hline
35 & 11 & 11 & 11 \\
\hline
37.5 & 11 & 11 & 11 \\
\hline
40 & 11 & 11 & 11 \\
\hline
42.5 & 11 & 11 & 11 \\
\hline
45 & 11 & 11 & 11 \\
\hline
47.5 & 11 & 11 & 11 \\
\hline
50 & 11 & 11 & 11 \\
\hline
52.5 & 11 & 11 & 11 \\
\hline
55 & 11 & 11 & 11 \\
\hline
57.5 & 11 & 11 & 11 \\
\hline
60 & 11 & 11 & 11 \\
\hline
62.5 & 11 & 11 & 11 \\
\hline
65 & 11 & 11 & 11 \\
\hline
67.5 & 11 & 11 & 11 \\
\hline
70 & 11 & 11 & 11 \\
\hline
72.5 & 11 & 11 & 11 \\
\hline
75 & 11 & 11 & 11 \\
\hline
77.5 & 11 & 11 & 11 \\
\hline
80 & 11 & 11 & 11 \\
\hline
82.5 & 11 & 11 & 11 \\
\hline
85 & 11 & 11 & 11 \\
\hline
87.5 & 11 & 11 & 11 \\
\hline
\end{array}
\]

\textbf{Figure 4.54} Clustering information used in Figure 4.52
Figure 4.55 Multiple Empirical Phase Diagram menu: (A) Group Selection, (B) Layout in the Options panel and (C) An example of three EPDs created using this menu.

4.6.8 Multiple Empirical Phase Diagrams

The Multiple Empirical Phase Diagram menu is used to create multiple EPDs in a single image. Additional axis should be selected in Group Selection (Figure 4.55A) to specify the EPDs. The selected EPDs are placed in a grid whose column has the number of EPDs specified in the Layout panel (Figure 4.55B). The Color Normalization option in the Layout panel determines whether EPDs share the same color space or not. If selected, each color component value of all EPDs are normalized together and mapped to the same color space. In this case, the same color
regions in any EPD indicate similar structural behaviors. This option is useful when visualizing EPDs from one SVD result from all sample data. If not checked by default, individual EPDs display their own colors.

4.6.9 Radar Chart

The Radar Chart menu is used to create radar charts placed in a two-dimensional grid. Each block in the two-dimensional grid contains a radar chart that visualizes multiple values in the method axis. MiddaughSuite supports ten values in the method axis as displayed in Figure 4.56A.

![Figure 4.56](image)

**Figure 4.56** (A) Method Selection in the Options panel and (B) an example Radar chart
Each method value has the same options of \textit{Min}, \textit{Max}, \textit{Log Scale}, and \textit{Invert} as the EPD menu. Each option also works similarly to those in the EPD menu. Each method value is normalized between zero and one and mapped to the equiangular axis in a polar coordinate system. \textit{Min} and \textit{Max} values and the \textit{Log Scale} option are applied before normalization. The \textit{Invert} option reversely maps values to the axis (i.e. value one to center, value zero to radius) if selected.

MiddaughSuite supports a group coloration feature. Multiple methods can form groups and each group share the same background color. Grouping can be done by assigning the same number to multiple method values. Figure 4.56B demonstrates an example of group coloration. Two method values, FL-PI DPOLY and FL-PI MSM are mapped to group 2 and FL-PP DPOLY and FL-PP MSM to group 3. The other single values such as CD222 and LS295 are assigned to group 1 and 4, respectively. If every group contains only a single member, the group coloration feature is deactivated and every group has a white background.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{clustering_display.png}
\caption{Figure 4.57 Clustering Display in the Options menu for Radar Charts and Chernoff Face Diagram}
\end{figure}
MiddaughSuite supports the *Merged Cluster* option in the Clustering Display for both radar charts and Chernoff face diagrams as displayed in Figure 4.57. If selected, every point inside a cluster is averaged and the averaged values in each method are used to draw a representative iconic feature for the cluster.

### 4.6.10 Chernoff Face Diagram

The Chernoff Face Diagram menu is used to create Chernoff faces placed in a two-dimensional grid. Each block in the two-dimensional grid contains a Chernoff face that visualizes multiple values in the method axis as a facial feature. MiddaughSuite support seven facial features in the method axis as displayed in the Figure 4.58.

Each method value has the same options of *Min*, *Max*, *Log Scale*, and *Invert* as the EPD and Radar Charts menu. Each method value is normalized between zero and one and mapped to facial features. *Min* and *Max* values and the *Log Scale* option are applied before normalization. The Invert option reversely maps values to the facial features if selected.

![Method Selection](image)

**Figure 4.58** Method Selection in the Options panel for Chernoff Face Diagram
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4.7 Analysis Menu

The Analysis menu provides various analysis functions that are applicable to MiddaughSuite data. Every function is designed to efficiently handle multidimensional data. MiddaughSuite currently supports 31 functions in 9 categories. The Analysis menu screen as displayed in Figure 4.59 consists of five components – functions list, function name panel, description panel, “Execute this function” button, and data and option selection panels. The functions list displays available
functions. One function in the list can be selected and the information and input panels for the selected function are displayed in the right screen. Below the name and description of the selected function, arguments for the function should be selected. Each function has its own data and option selection panels. After data and options are selected, clicking the “ Execute this function” button will initiate execution of this function. The result will be always in the form of a multidimensional matrix and will be automatically added to the data list.

4.7.1 Element-wise Subtraction

The *Element-wise Subtraction* function is useful for subtraction of buffer data from sample data. It works similarly to matrix subtraction. The difference is that this function requires arguments of two values in one axis in one matrix instead of two matrices of the same size. This requirement automatically fulfills the restriction of matrix subtraction that two arguments should be the same size. Users should prepare both sample and buffer data under identical conditions and merge them into one matrix.

Figure 4.60A shows an example of fluorescence data that contains triplicate data from both protein and buffer under a wide range of pH and temperature conditions. After this data is selected for the *Element-wise Subtraction* function, both protein and buffer in the sample axis should be selected in the *Operand Selection* panel as displayed in Figure 4.60B. The range of values in the remaining axes can be specified in the *Others* panel. In this manner, it is possible to specify the two arguments required for matrix subtraction.

In many cases, it would be difficult to get the same amount of buffer data as the protein data. For such cases, buffer data can be duplicated to fill the other conditions before they are merged with sample data.
Figure 4.60 (A) Example of Fluorescence Data for Buffer Subtraction and Average functions, (B) Operand Selection for Element-wise Subtraction. This function calculates A-B. (C) Arg Selection for Average. This function calculates the average and standard deviation of all selected values.

4.7.2 Average

The Average function is used to calculate an average and standard deviation from multiple runs of experimental data. Similar to the Element-wise Subtraction function, the Average function requires only one matrix. Multiple values in one axis in the input matrix should be selected in the Arg Selection panel (Figure 4.60C) and their average and standard deviation will be calculated.

The result matrix contains the same dimensions and values as the input matrix except the averaged axis. The averaged axis will have ‘Avg’ and ‘Std’ values instead of the original values, which represent the average and standard deviation, respectively. This axis and values can be used to draw error bars in the figures.
4.7.3 Normalization and Normalization2D

The *Normalization* and *Normalization2D* functions are used to normalize data. The *Normalization* function takes one dimensional data for normalization. In the fluorescence data example in Figure 4.60A, one must select “Emission Wavelength (nm)” axis as a reference axis to normalize spectra under all conditions (Figure 4.61A). Figure 4.61C shows normalized spectra from $10^\circ$C to $87.5^\circ$C.

The *Normalization2D* function takes two axes as arguments (Figure 4.61B). These two dimensional data in all other conditions are normalized together. As shown in the Figure 4.61D, the “Temperature (C)” as well as the “Emission Wavelength (nm)” axis is selected as arguments and the relative intensity of temperature-dependent spectra is preserved.

4.7.4 Savitzky-Golay Filter

The Savitzky-Golay Filter is a widely used smoothing function. It requires two parameters – window size and order. The filter performs a local polynomial regression. The parameter order is used to determine the order of the polynomial function used in the regression. The window size determines the number of points used for the regression. The regression is used to find a smoothed value of the center point of the window. Therefore, the window size should be an odd number. The regression is applied to all sample points as the window moves.
Figure 4.61 (A) Arg Selection for Normalization, (B) Arg Selection for Normalization2D, (C) Example of normalized fluorescence spectra, and (D) Example of normalized fluorescence spectra in which the relative intensity of the spectra as a function of temperature is preserved using Normalization2D.
4.7.5 Spline Interpolation

The *Spline Interpolation* function is used to replace values in one axis with others while data is preserved. For example, one set of data is collected with temperature from 10°C to 90°C with 1°C increments and the other sets with temperatures from 10°C to 87.5°C with 2.5°C increment. For operations such as merging data, it is required that two different temperature axes should be matched while the shape of the data is preserved. The *Spline Interpolation* function takes two axes as displayed in the Figure 4.62. The data on the left is recalculated with the axis values given on the right. The result will have the same axis values as the target axis.

![Data Selection for Spline Interpolation function](image)

**Figure 4.62** Data Selection for Spline Interpolation function
4.7.6 Peak Picking by Mean Spectral Center of Mass

The Peak Picking by Mean Spectral Center of Mass (MSM) function is used to calculate the spectral centroid as an estimate of the intensity (area) and wavelength position of a spectral peak. This analysis is widely used for intrinsic fluorescence spectra from tryptophan residues in proteins. The emission spectrum from tryptophan displays different spectral properties due to the polarity of local environment surrounding the indole side chain. If tryptophan is located in an apolar environment, the emission peak is found below 340nm. When the peak is shifted up to 340-355nm, it is generally considered to be more exposed to polar environments such as the aqueous solvent. The sensitivity of the Trp emission spectrum originates from the selective activation of two isoenergetic transitions in the indole side chain. In contrast, tyrosine is selectively insensitive to its local environment polarity because it has a single electronic state.

![Figure 4.63](image)

**Figure 4.63** (A) Trp fluorescence spectra of Chymotrypsin at pH 7 (B) Peak Shift by Mean Spectral Center of Mass
Figure 4.63A shows an example of the tryptophan fluorescence emission spectra of Chymotrypsin at pH 7 from 10°C to 80°C. The peak position of each spectrum is calculated using the MSM function. It should be noted that the calculated peak is not an actual peak maximum. Rather, it reflects the mean of spectral energy. In many cases, the MSM method works much better than identifying the actual maximum because it is less sensitive to noise. It is common for macromolecules to contain multiple tryptophan residues and the observed fluorescence emission is the sum of the individual emission spectra.

4.7.7 k-Means Clustering

The *k-Means Clustering* function is used to find clusters (physically-associated) data. In the k-means clustering algorithm, the number of clusters is selected by a user. All sample points are partitioned into the given number of clusters in which each point belongs to the nearest cluster based on the distance from the center of the cluster. The algorithm tries to minimize sum of distances from all points and iteratively updates the location of the cluster centroid.

Figure 4.64 shows input panels for the *k-Means Clustering* function. The input axes are used to transform the data into a two-dimensional matrix as an input for the k-Means Clustering algorithm. The axes X, Y and Sample are combined together to form rows while the method axes form the columns of the input matrix. The number of clusters is not an input parameter since this function varies with the number of clusters from 2 to 10. The axes X, Y and Sample are reconstructed in the result, while the method axes are replaced with the clustering results.
Figure 4.64 Input panels for k-Means Clustering and Singular Value Decomposition

4.7.8 Singular Value Decomposition

The *Singular Value Decomposition* function is used to calculate the singular value decomposition of the input data. The singular value decomposition of the input matrix $M$ is a factorization of the following form:

$$M = U\Sigma V^T$$
where $U, V$ are unitary matrices and $\Sigma$ is a diagonal matrix with singular values on the diagonal. This function returns the matrix $U$ with singular values as the axis values. The matrix $V$ is ignored.

This function uses the same input panels and a method to construct the input matrix as the $k$-Means Clustering function. The axes $X$, $Y$ and Sample are combined together to form rows while the method axes form columns of the input matrix $M$. The axes $X$, $Y$ and Sample are reconstructed in the result matrix $U$.

### 4.8 Table Menu

The $Table$ menu provides functionality to view numerical data in the form of two dimensional tables and to download the generated tables as an Excel file. The $Table$ menu screen as displayed in the Figure 4.65 consists of two panels – the input to the left and the output to the right. The input panel consists of data, sheet, axes selection and the “View” button. The Table menu can show three dimensional data as a series of two dimensional tables. The axes selection determines the row and column of the two dimensional table, while the sheet selection decides in which sheet the two dimensional table resides. The generated tables can be organized into an Excel file that contains multiple sheets in each of which a two-dimensional table is located. Clicking the “Download as Excel file” button in the output panel starts downloading the Excel file.
4.9 Search Menu

The Search menu provides functionality to search importable projects from other users in the MiddaughSuite. The importable projects are the projects whose “Share With” option in the project detail panel is set to “Staff Only” or “Public”. If the project is set to “Staff Only”, only users that are marked as a staff or a super user in the MiddaughSuite system can search the project. If it is set to “Public”, any users in the MiddaughSuite can search the project. The searched projects can be browsed and imported to your account.
Figure 4.66 Search menu screen: (A) Search panel, (B) Project Detail Panel, (C) Data List Panel, (D) Data Detail Panel, and (E) “Import This Project To Your Account” button

Figure 4.66 shows the Search menu screen. The screen consists of six components – search panel, project detail panel, data list panel, data detail panel and the “Import This Project To Your Account” button. You can search projects using the search panel. If a searched project is selected, the information about the project is displayed in the project detail, data list, and data detail panels. These panels are identical to panels in the Data menu. Clicking the Import button initiates copying the project data into your account.
Chapter 5. Conclusion

The pharmaceutical market is expected to continuously grow due to the recent dramatic success of biopharmaceutical products. This growing market is driving more rapid development of candidate biologics. The size and complexity in structure of biologics, however, makes the molecules more susceptible to chemical or structural changes leading to lower potency or altered immunogenicity. Sustaining the stability of the macromolecule becomes one of the major challenges in the future development of biopharmaceutical products.

One of the most common approaches to improve the stability of a macromolecule is to find a proper composition of inactive additives (so called “excipients”) that help stabilize the macromolecule. A better understanding of macromolecular behavior should proceed to the initiation of the screening process for stabilizing compounds to help narrow the large number of available excipients and experimental conditions that need to be explored.

Techniques such as X-ray crystallography, nuclear magnetic resonance (NMR) spectroscopy and hydrogen deuterium exchange mass spectroscopy (HDX-MS) provide detailed structural information about a macromolecule but are generally not available or too time-consuming or complex for routine and frequent use. Classical biophysical techniques such as UV absorbance, circular dichroism (CD), fluorescence, light scattering, and Fourier transform infrared (FTIR) spectroscopy provides less detailed information about protein structure but a combination of all of their information may be sufficient to study structural changes under many circumstances at adequate resolution.
The empirical phase diagram (EPD) method was developed as a convenient method to summarize experimental data from multiple techniques and to visualize macromolecular behavior into an intuitive colored diagram. It can provide a global picture of structural changes in a macromolecule over a wide range of experimental conditions. The method employs singular value decomposition (SVD) to extract major patterns from a large collection of data. The extracted patterns are visualized as color changes in a two dimensional space of environmental stresses (e.g. temperature and pH).

The current EPD method suffers from a number of deficiencies that primarily reflect the use of color to represent the state of the protein’s structural integrity. This includes a lack of meaningful relationship between color itself and actual molecular features as well as limitations resulting from color deficiencies in vision and blindness which are possessed by a substantial portion of the human population.

In chapter 2, three data visualization approaches were introduced – the three-index EPD, radar charts, and Chernoff face diagrams. These methods are designed to overcome the difficulties discussed above.

The three-index EPD method displays secondary, tertiary, and quaternary structural changes with a pre-defined color scheme. The overall structural changes of a macromolecule can be displayed with fixed colors. A color yellow represents the native state of a macromolecule and the color blue an aggregated state. A darker color, close to black, represents a maximally altered conformational state without any notable aggregation. These colors are considered the major indicators, while other colors such as brown and green represent partially altered states depending on the differentially reduced color levels of tertiary and secondary structure.
The radar chart and the Chernoff face diagram are similar to each other in that iconic features are designed to reflect structural characteristics of macromolecules and placed in a two-dimensional grid of environmental stresses. The changes in iconic features as a function of environmental stress represent the overall macromolecular response to the given stresses. The advantage of these diagrams over the original EPDs is that these diagrams do not rely on colors and can display more than three kinds of data and thus more complex elements of structure. It is, however, difficult to read an exact value or to detect subtle changes in values with these two approaches, especially with Chernoff face diagrams.

The biophysical characterization of macromolecules using the various kinds of visualization techniques discussed above requires a large volume of experimental data. Recent development of high-throughput and multi-functional instruments enables such large-scale data collection while it greatly reduces the overall cost, time and labor. However, current data analysis procedures supplied with instruments cannot match the data generation speed due to the lack of dedicated software.

The need for analysis software that can easily combine data from various instruments, organize a large volume of data, quickly apply mathematical functions, visualize the result with a number of different graphs and diagrams including EPDs has been greatly increased. Such software is also desired that provides a way to share accumulated data among researchers. These requirements are listed and discussed in the Chapter 3.

MiddaughSuite is web-based analysis software for biophysical characterization. It is developed in this work to meet the user requirements described above. MiddaughSuite is developed as a website rather than stand-alone software. The website has many advantages over
stand-alone software. It is designed to support a group of researchers in individual laboratories and beyond. Users do not need to manage individual software and can gain easy access to MiddaughSuite from any remote computers using various kinds of browsers. The centralized data server can store all data from a laboratory. The stored data can easily be shared among researchers. Recent development in dynamic HTML technology makes it possible to incorporate interactive components in web pages. The interactive components provide a way to make an intuitive and easy-to-use interface for users. Because the graphical user interface of software determines the quality of a user’s experience with the software, it is important to design a high quality user interface.

The web user interface of MiddaughSuite is described in Chapter 4. MiddaughSuite has six main menus including Upload, Data, Figure, Analysis, Table, and Search. The Upload menu is used to upload data files from various instruments. It also supports a user-supplied Excel file so that users can upload their own data or data from currently not supported instruments. The Data menu is used to manage uploaded data. It supports projects and tags for users to easily categorize data. The Figure menu is for visualization of data using various kinds of graphs and diagrams. It supports presentations such as line and bar graphs as well as the original EPDs, three-index EPD, radar charts, and Chernoff face diagrams. The Analysis menu is used to apply mathematical functions to data. Currently 31 functions in 9 categories are supported in the Analysis menu. These functions are designed for application to multidimensional matrices. If more data is merged to form a larger multidimensional data, the analysis functions can be applied more efficiently. Using the Table menu, actual numerical values in the data can be extracted and
downloaded in the format of Excel files. Finally, users can share their projects. In the Search menu, other users can search and import projects that are marked to be shared.

In conclusion, MiddaughSuite combined with high-throughput multimodal spectrophotometers makes it possible to obtain various types of EPDs rapidly, possibly within a single day, with a minimal amount of protein and effort. The MiddaughSuite system will be continuously upgraded to support more instruments, functions and diagrams and promises significant aid in the development of protein pharmaceuticals and vaccines.