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ABSTRACT

Relationships between land-surface conditions, boundary layer (PBL) growth, atmospheric stability, and convective precipitation behavior are explored using the Weather Research and Forecasting Model (ARW WRF) in single column model (SCM) mode. SCMs are computationally inexpensive, which enables the exploration of a wide range of parameter space. This study aims to determine the effects of land properties and atmospheric stability on convective precipitation behavior, specifically addressing precipitation event frequency and magnitude, and bridge the gap between computationally expensive three-dimensional models and low-order bulk models. This study focuses on the effects of soil moisture and large-scale synoptic forcing on surface fluxes, PBL structure and evolution, and precipitation behavior for different vegetation fractions. Soil moisture conditions become less influential on precipitation behavior with increasing vegetation cover, and large-scale vertical motion becomes more important with increasing subsidence as events become more intense but less frequent. Changes to the low-level inversion weakly affects event frequency while free-tropospheric stability substantially influences total precipitation. Thermodynamic mixing diagrams capture the multi-day dynamics and preferential regions of thermodynamic parameter space where sharp boundaries are delineated. Results indicate that idealized SCMs are able to capture some aspects of land-atmosphere interactions (PBL response to soil moisture, precipitation event magnitude) but not others (precipitation frequency), suggesting the simplifying assumptions pertaining to synoptic forcing may not be justified in all cases.
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1 Initial skew-t sounding used for all control simulations based on observations from Topeka, KS; temperature (red), dew point (blue) and lifted parcel path (orange) shown.

2 Simulation results for vegetation cover=100%, $\theta$=0.18 m$^3$ m$^{-3}$, $w_{ls}$=0 cm s$^{-1}$ (control run). (a) Mixing ratio (kg kg$^{-1}$) evolution, PBL height (red line); (b) Potential temperature evolution (K), PBL height (red line); (c) Daily average CAPE (J kg$^{-1}$; red), CIN (J kg$^{-1}$; blue), and MSE (kJ kg$^{-1}$; green); (d) Daily precipitation total (mm).

3 Precipitation behavior throughout the soil moisture ($\theta$) – large-scale vertical motion ($w_{ls}$) parameter space. (a-c) Total precipitation (mm), (d-f) Precipitation frequency (day$^{-1}$), (g-i) Precipitation magnitude (mm). Columns left to right represent 0, 50, and 100% vegetation cover respectively.

4 Precipitation PDF’s for a) Total precipitation (mm), b) Precipitation event frequency (day$^{-1}$), c) Precipitation magnitude (mm). Red lines represent PDF’s for Lawrence, KS observations, blue lines represent PDF’s for all VF=1 simulations, green lines represent PDF’s for all VF=0.5 simulations, and black lines represent PDF’s for all bare soil simulations.

5 Shape ($\alpha$; top row) and scale ($\beta$; bottom row) parameter of precipitation event magnitude (mm) for a,d) VF=0, b,e) VF=0.5, and c,f) VF=1 simulations. Red overlay lines are alpha and beta contours for Lawrence, KS observational data. Blank sections indicate areas of the parameter space that have too few events to estimate parameters.

6 Average daytime (12Z - 20Z) (a) latent heat flux (W m$^2$) (b) sensible heat flux (W m$^2$). (c) MSE (kJ kg$^{-1}$), (d) PBL height (km), (e) 2-m potential temperature (K), (f) 2-m mixing ratio (kg kg$^{-1}$)

7 Mixing diagram for all simulations. Simulations with soil moisture set to field capacity (green), 50% field capacity (red), and wilting point (blue) with $w_{ls}$=0 cm s$^{-1}$, 100% vegetation cover highlighted. Each point on this figure taken at 1600 LT, and every simulation with 3-day nudging to the sounding is included. Overlaid are lines of constant MSE (kJ kg$^{-1}$) and lines of constant relative humidity (RH; %).
Mixing diagram for (a) Field capacity (green), 50% field capacity (red), and wilting point (blue) with $w_{l}=0 \text{ cm s}^{-1}$, 100% vegetation cover; (b) 100% veg. cover (green), 50% veg. cover (red), and 0% veg. cover (blue) with $w_{l}=0 \text{ cm s}^{-1}$, $\theta=0.18 \text{ m}^{3} \text{ m}^{-3}$; (c) Subsidence (green), no vertical forcing (red), and upward vertical forcing (blue) with 100% vegetation cover, $\theta=0.18 \text{ m}^{3} \text{ m}^{-3}$. Overlaid are lines of constant MSE (kJ kg$^{-1}$).

Mixing diagram for 20-day (days 60-80) period from “boxed region” in Fig. 8 representing the control simulation. The ‘start day’ (day 60) is represented by the green dot, the ‘middle day’ (day 70) is the yellow dot, and the ‘end day’ is the red dot. There were a total of four precipitation events over this 20-day period (one event spanning 2 days), and the magnitude of these events are represented by the size of the dot for a given day. The smallest dots represent days when there was no precipitation.

(a) 2-m temperature, and (b) 2-m humidity for days 65-69 of Fig. 9. Dashed lines indicate timing of precipitation events.

Precipitation magnitude (mm) and its relationship with daytime mean (12Z - 20Z) (a) latent heat flux (W m$^{-2}$), (b) sensible heat flux (W m$^{-2}$), (c) PBL height (km), and (d) MSE (kJ kg$^{-1}$). All for 100% vegetation cover parameter space simulations.

Precipitation event frequency (day$^{-1}$) and its relationship with daytime mean (12Z - 20Z) (a) latent heat flux (W m$^{-2}$), (b) sensible heat flux (W m$^{-2}$), (c) PBL height (km), and (d) MSE (kJ kg$^{-1}$). All for 100% vegetation cover parameter space simulations.

(a-c) Precipitation total vs. precipitation event magnitude (mm) for VF=0, 0.5, 1 respectively, (d-f) Precipitation total vs. precipitation event frequency (day$^{-1}$) for VF=0, 0.5, 1 respectively.

Precipitation behavior of (a-d) Total precipitation (mm); (e-h) Precipitation event frequency (day$^{-1}$); (i-l) Precipitation event magnitude (mm). All figures are valid for VF=1 simulations. Columns from left to right represent 1-day, 3-day (control), 5-day, and 7-day temperature nudging respectively.

Precipitation behavior for VF=1 of (a-c) Total precipitation (mm); (d-f) Precipitation event frequency (day$^{-1}$); (g-i) Precipitation event magnitude (mm). Columns left to right represent the more unstable, control, and more stable upper air simulations respectively.
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Chapter 1

Introduction

Land-atmosphere interactions, specifically the relationship between land-surface conditions, planetary boundary layer (PBL) growth and development, and deep convective precipitation, are important aspects of regional climate (Clark and Arritt, 1995; Findell and Eltahir, 2003; Jones and Brunsell, 2009a,b; Santanello et al., 2007). Understanding precipitation behavior — total precipitation, event frequency and magnitude — is especially vital in rain fed agricultural regions because of the strong influence of precipitation behavior on vegetation status and crop productivity (Porporato et al., 2003). Precipitation event frequency and magnitude are especially important since they partially determine soil infiltration of rainfall available for vegetation or cause local runoff or flooding (Trenberth et al., 2003). The partitioning between precipitation event frequency and magnitude has been difficult to capture in numerical simulations (Dai, 2006), but this partitioning is important especially when considering agriculture health in a changing climate (Trenberth et al., 2003). Many general circulation models (GCMs) produce precipitation events that occur too frequently and at a reduced intensity (Dai and Trenberth, 2004; Sun et al., 2006) producing reasonable precipitation totals, but with incorrect frequency and magnitude of events. Errors in precipitation magnitude and frequency have strong implications for vegetation. Petrie and Brunsell (2012) found event frequency has a greater control
on soil moisture than event magnitude, but changes in event frequency and magnitude can strongly influence available soil moisture. Knapp et al. (2002) found that ecosystem responses to event intensity and frequency are significant and independent of changes in total precipitation as changes in rainfall variability strongly affects soil water content which influences plant water stress and productivity.

The interaction between soil moisture, PBL, and deep convective processes can be thought of in an idealized, 1D conceptual framework. Soil type, moisture, and vegetation characteristics strongly influence the partitioning of surface fluxes of mass and energy (Betts, 2000; Eagleson, 1978; McPherson, 2007; Seneviratne et al., 2010; Trier et al., 2004). Surface fluxes of heat and moisture govern the PBL budgets in the mixed layer and provide energy for deep convection, which produces precipitation and the accompanying drying and warming of the atmospheric column.

An understanding of the physical processes involved in land-atmosphere interactions is complicated by many non-linear responses (Brunsell, 2006; Findell and Eltahir, 2003). Land surface conditions (i.e. soil moisture state, $\theta$, and vegetation fraction, VF) strongly influence PBL growth and potential for deep convection, ultimately determining the likelihood and magnitude of precipitation (Pielke, 2001; Segal et al., 1995; Trier et al., 2004). At the most basic level, soil moisture conditions and vegetation cover affect latent and sensible heat fluxes which act to moisten and heat the PBL, modifying its thermodynamic properties (Entekhabi et al., 1996; Stensrud, 2007). Vegetation cover proves to have a strong impact on the exchanges of energy between the surface and atmosphere (Betts, 2000; Clark and Arritt, 1995; McPherson, 2007; Seneviratne et al., 2010). These studies indicate that vegetation alter energy balance partitioning via the change of albedo and an effect on evapotranspiration through an increase in latent heat flux, with the later being the most influential (Betts, 2000; McPherson, 2007; Seneviratne et al., 2010).
Moist static energy ($MSE = c_p T + gz + l_v q$), a thermodynamic state variable closely related to equivalent potential temperature ($\theta_e$), has been used to discern whether precipitation will occur (Betts et al., 1994, 1996; De Ridder, 1997; Eltahir, 1998; Hohenegger et al., 2009; Santanello et al., 2011) as latent and sensible heat fluxes throughout the day can increase or decrease MSE. A decrease in Bowen ratio ($H/LE$, where $H$ is sensible heat flux and $LE$ is latent heat flux) from greater soil moisture results in reduced dry air entrainment into the PBL, a larger afternoon maximum of mixed-layer MSE, and ultimately greater potential for precipitation (Betts et al., 1996; De Ridder, 1997). Pal and Eltahir (2001) found with a shallower PBL, greater values of MSE resulted in increased frequency and magnitude of precipitation events. On the other hand, the increase in sensible heat flux associated with a larger Bowen ratio led to a greater entrainment of dry (low MSE) air into the PBL. Enhanced entrainment leads to a drier and warmer PBL state in the afternoon, reducing the potential for convective precipitation (Hohenegger et al., 2009).

Land-atmosphere interactions require an understanding of the coupling between surface fluxes, PBL growth, and convective precipitation. Some studies suggest that convective precipitation is not reliant on simply the amount of evapotranspiration resulting from wet or dry soil conditions, but more broadly the impact that the soil conditions and vegetation have on atmospheric stability and convective precipitation initiation (Seneviratne et al., 2010). It is becoming recognized that convective precipitation is dependent upon a wide range of land-surface and atmospheric controls above and beyond soil moisture (Juang et al., 2007a,b; Siqueira et al., 2009). We seek to characterize the sensitivity to multi-day convective precipitation behavior to differences in soil moisture, large-scale vertical motion ($w_s$), vegetation fraction, large-scale advection, and atmospheric stability. The huge array of simulations implied by this wide number of factors suggests that full three-dimensional regional climate simula-
tions are not a practical modeling approach. For this reason, we employ an idealized single-column model (SCM) numerical framework. This technique features low computational expense and a theoretical framework consistent with our 1D conceptual framework of how the land surface, PBL, and deep convection interact. This study will examine how precipitation event magnitude and frequency vary with soil moisture and vegetation fraction. Finally, comparisons between the SCM model and observations will be made to assess the model’s capability to portray precipitation behavior in the Great Plains.
Chapter 2

Methodology

This study is revolved around three-month summertime simulations for Topeka, Kansas (39.07°N, -95.62°W) using the Advanced Regional version of the Weather Research and Forecasting Model (ARW WRF) version 3.1 (Skamarock et al., 2005) run in SCM configuration. Summer months are chosen because the majority of annual precipitation occurs between April and September in Topeka, KS. SCMs represent land-atmosphere interactions, PBL dynamics, and convective processes in a linked manner that is appropriate for studying soil moisture-convection feedback mechanisms (Siqueira et al., 2009). SCMs are also computationally inexpensive, which is ideal for exploring a wide range of parameter space.

Despite their computational attractiveness and relative simplicity, SCMs also possess some deficiencies addressing the relationship between soil moisture and convective precipitation. Guichard et al. (2004) found that the results from SCMs were consistent with those from 2D cloud-resolving models (CRMs), but the onset of precipitation in the SCM models was sooner than expected for the mid-latitude summertime convection. Additional disadvantages of the SCM framework include negligible synoptic and mesoscale advection, which can substantially influence convective development (Clark and Arritt, 1995; Koster and Eagleson, 1990; Segal et al., 1995). Furthermore, mesoscale organization associated with deep convection cannot be represented by the
lack of horizontal dimension in the SCM framework.

2.1 Model Description

The WRF-SCM model employs 23 vertical levels using a stretched vertical grid from the surface to 17 km at the model top with finer grid spacing (50 m - 650 m) within the PBL and 1 km grid spacing above 6 km. The Betts-Miller-Janjic (BMJ) convective parameterization scheme (Janjic, 1994) is employed in all simulations. Convection is triggered in this scheme if there is at least some convective available potential energy (CAPE), the cloud depth exceeds a critical height (cloud depth > 200 hPa), and the atmosphere is relatively moist. This scheme works by adjusting the atmospheric sounding toward a post-convective reference profile derived from climatology. It is limited in the fact that it does not explicitly account for cap strength in inhibiting convection. WRF-SCM employs the boundary-layer parameterization of Yonsei University (YSU) scheme (Hong et al., 2006). Vertical convective transport is exclusively accomplished by the boundary-layer and deep convective parameterizations.

All simulations employ the 5-category ice-phase microphysical parameterization of Lin et al. (1983) which includes cloud water and cloud ice (non-precipitating categories), and rain, snow, and graupel (precipitating categories). Longwave radiation is parameterized using the Rapid Radiative Transfer Model (RRTM; Mlawer et al., 1997). Shortwave radiation is represented by the Dudhia parameterization (Dudhia, 1989), which includes clouds and clear-sky absorption and scattering.

The WRF-SCM simulations utilize the Noah land surface model (LSM; Chen and Dudhia, 2001; Ek et al., 2003). The Noah LSM has 4 soil layers. The first is a 10-cm top soil layer; the next layer is a 30-cm shallow root layer; the third layer is a 60-cm root zone; and the deep layer is a 100-cm sub-root zone. The Noah LSM incorporates direct soil and open water evaporation, canopy water evaporation, transpiration from
vegetation, and surface runoff amongst other processes.

2.2 Configuration of simulations

We conduct a suite of three-month simulations based on a representative July atmospheric profile and surface conditions (Table 1) for Topeka, Kansas (39.07°N, -95.62°W) and shortwave radiative forcing corresponding to perpetual July 1st conditions (Schlemmer et al., 2012). Topeka, Kansas is chosen because of the well-documented, strong land-atmosphere coupling in the central Great Plains of North America (Koster et al., 2006). Figure 1 shows the initial sounding used for all simulations. The sounding is broadly representative of July conditions in northeast Kansas. The sounding shows a relatively moist boundary layer and lower troposphere, with atmospheric moisture decreasing substantially above approximately 500 mb. The sounding is characteristic of sunrise conditions — near-saturation conditions at the surface, overlaid by a stable layer and an elevated mixed layer. The sounding contains a substantial amount of instability (CAPE = 924.66 J kg$^{-1}$), with a small amount of convective inhibition (CIN) below 850 mb (CIN = –5.1 J kg$^{-1}$).

The atmospheric temperature is nudged to the original sounding over an adjustable timescale (1-7 days) in order to reach a representative temperature equilibrium (Schlemmer et al., 2012). The temperature nudging timescale ($\tau_n$) can be thought of as a proxy for synoptic-scale advective forcing. We found that the model was well behaved without this forcing but converged to a radiative-convective equilibrium solution that was too warm. Atmospheric moisture is not nudged, however, acknowledging that atmospheric sources and sinks of moisture are in approximate balance as $LE$ and precipitation are near moisture equilibrium. Simulations were performed with atmospheric moisture nudging, but the results were predictable and produced a large increase in precipitation event frequency.
Deep convection dries the column, warms the free troposphere, and cools the boundary layer. Deep convective overturning necessitates a period of “recovery” time to build up instability for the subsequent convective event. In our simulations, this destabilization results from a combination of \( H \) and \( LE \), and the cooling of the free troposphere arising from nudging the temperature profile back to the initial state.

Initial soil temperatures \( (T_s) \) for all simulations are based on Atmospheric Radiation Measurement Program (ARM) measurements from site E6 in Towanda, Kansas (37.80\(^\circ\)N, -96.99\(^\circ\)W), the site closest to Topeka, Kansas. Measurements were taken from the beginning of July 2010. Soil moisture conditions are initialized from known soil moisture characteristics for silt loam soil texture (Rawls et al., 1982). Soil moisture is held constant throughout each simulation period in order to focus on precipitation event frequency and magnitude, and the effects of surface fluxes on PBL recovery time and evolution throughout each simulation. Holding soil moisture constant prohibits evaluation of feedbacks between soil moisture and precipitation. Trier et al. (2008) compared simulations with both constant soil moisture and interactive soil moisture over the U.S. Great Plains for a 12-day warm-season period. Results demonstrated that soil moisture evolution has little effect on mean thermodynamic variables and precipitation over this short of a time period. However, because this study is much longer (3-months), we are unable to evaluate soil moisture–precipitation feedbacks as seasonal changes in soil moisture can occur.

We explore some of the factors hypothesized to have a first-order effect on the behavior of deep-convective precipitation, given a specified thermodynamic profile: soil moisture, large-scale vertical motion (either subsidence or ascent), vegetation fraction, atmospheric stability, and nudging timescale. We employ the factor separation approach of Stein and Alpert (1993) and Dearden (2009) in order to evaluate the mutual interactions between factors, although we do not conduct every single simulation.
in the parameter space shown in Table 1.

Simulations within the $\theta$–$w_{ls}$ parameter space will determine the effects that these variables have on the development and behavior of precipitation events. Various vegetation fractions (0, 0.5, 1 VF) are implemented to consider the impact on convective precipitation as vegetation cover affects surface energy balance, can decrease CIN through added moisture, and ultimately affect precipitation patterns over a given region (Brunsell, 2006; Juang et al., 2007b; McPherson, 2007). Large-scale vertical motion varies with passages of synoptic systems and mesoscale disturbances and can either promote or suppress convective precipitation through modulating atmospheric stability. Large-scale vertical motion is forced at every time step, and is valid at 2.5 km and “bowstrings” to zero at the surface and 5 km.

The soil moisture values range from wilting point to field capacity for silt loam soil texture (Rawls et al., 1982), and the vegetation used for all simulations is Noah LSM mixed dryland/irrigated cropland and pasture (Chen and Dudhia, 2001; Ek et al., 2003), which is indicative of the vegetation observed near Topeka, Kansas. The control run for this project is taken as vegetation fraction (VF)=1, $\theta=0.18$ m$^3$ m$^{-3}$, and $w_{ls}=0$ cm s$^{-1}$, with a nudging timescale of 3 days. Three-month simulations provide a sufficient number of convective precipitation events (statistical realizations) to enable us to assess intermittency and convective precipitation behavior.
Chapter 3

Results

3.1 Control simulation

We performed a series of simulations to evaluate precipitation event frequency and magnitude, and its effects on PBL characteristics throughout the range of parameter space summarized in Table 1, but results from the control run simulation will be discussed first. Figure 2 shows the temporal evolution of variables from the control simulation representative of the middle part of the $\theta$–$w_t$ parameter space (i.e. VF=1, $\theta=0.18$ cm$^3$ cm$^{-3}$, and $w_t=0$ cm s$^{-1}$). Time-height sections of mixing ratio ($q$ (kg kg$^{-1}$); Fig. 2a) show that the simulation exhibits a regular oscillation of $q$ increasing at low levels (< 2 km) over the course of several days, followed by rapid reduction in low-level $q$ and an increase in $q$ in the free troposphere at heights ranging from the PBL depth up to $\sim$10 km. The abrupt changes in $q$ are associated with convective precipitation events (Fig. 2d) and correspond to convection reducing the PBL moisture, and the detrainment of condensate moistening the free troposphere. Warming of the free troposphere from latent heat release (Fig. 2b) accompanies deep convective events. These results from the 90-day simulation compare favorably with the same simulation configuration run out to 5 years (not shown).

Figure 2d shows a number of precipitation events over the 90-day simulation period. Precipitation behavior is highly variable and exhibits single-day and multi-day
events of varying magnitudes (largest daily precipitation event=58.9 mm). Precipitation events are associated with large CAPE and low CIN. MSE typically increases leading up to a convective event, after which it decreases substantially. Often, an increase in MSE is not accompanied by an increase in CAPE, the reason being the stabilization of the free troposphere from prior convective events. CAPE increases when a combination of increasing surface MSE and cooling of the free troposphere (from the nudging term) results in buoyant convection for surface-based parcels. CIN is reduced (i.e., becomes closer to zero) leading up to a precipitation event, consistent with it acting as a “valve” for deep convective activity.

These figures show that MSE is not well correlated with deep convection occurrence. This is because MSE is a state variable relevant at the surface rather than a column property for a surface-based parcel. CAPE, on the other hand, is influenced by surface (or mixed-layer) MSE, but also free-tropospheric stability and the strength of the inversion at the top of the boundary layer.

The maximum daily PBL height varies but remains relatively low in the atmosphere (2-3 km) due to lower sensible heat flux, higher latent heat flux, and less entrainment of dry free tropospheric air. Stronger and more frequent precipitation events lead to lower PBL heights due to cooling in the lower levels from changes in energy partitioning between latent and sensible heat flux. This ultimately is what is responsible for the lower PBL heights, and is seen in both Fig. 2a and b.

The control run simulation produced precipitation that is highly variable in magnitude (daily precipitation magnitude ranges from 0.4 mm–58.9 mm) and intermittency (days between events ranges from consecutive daily events–7 days) (Fig. 2d). The next section explores the sensitivity of precipitation across a wide range of the soil moisture and large-scale forcing parameter space.
3.2 Sensitivity simulation suites

The presence of vegetation promotes higher precipitation totals (Figs. 3a–c). For soil moisture less than $\sim 0.25 \text{ m}^3 \text{ m}^{-3}$, total precipitation in the bare soil simulations (Fig. 3a) is predominantly controlled by the soil moisture (denoted by the dominate horizontal contours). For greater values of soil moisture, stronger precipitation is accompanied by higher values of large-scale vertical motion (i.e., larger $w_{ls}$). Perhaps unsurprisingly, precipitation is maximized for greatest values of soil moisture and large-scale ascent.

The suite of simulations with 50% vegetation fraction exhibits greater precipitation and some subtle differences with the bare soil simulation (Fig. 3b). Total precipitation varies predominantly as a function of soil moisture up to approximately $0.15 \text{ m}^3 \text{ m}^{-3}$, above which large-scale vertical motion becomes important. In general, $w_{ls}$ exerts greater importance in the 50% simulations than in the bare soil simulations.

Total precipitation for 100% vegetation (Fig. 3c) is strongly dependent upon vertical motion for values of $w_{ls}$ less than about $-0.1 \text{ cm s}^{-1}$. Above this value, strong precipitation was produced for soil moisture values above $0.12 \text{ m}^3 \text{ m}^{-3}$. Note that in this idealized framework, large precipitation totals can be produced even in regimes of weak subsidence; strong upward vertical motion is not necessary to force deep convection. Once soil moisture reaches the threshold of $\sim 0.12 \text{ m}^3 \text{ m}^{-3}$, it does not strongly influence total precipitation.

In summary, total precipitation is maximized under large-scale vertical ascent. This may come as no surprise as upward vertical motion is associated with precipitation while subsidence is associated with fair weather conditions. Vegetation fraction influences the the impact of soil moisture on precipitation, with increasing vegetation cover reducing the influence of soil moisture on convective precipitation, but
enhancing the influence of \( w_{ls} \).

Figures 3d-f show the frequency of precipitation events (day\(^{-1}\)) for 0, 50, and 100% vegetation cover as a measure of precipitation intermittency. Low values of soil moisture in bare soil results in a large number of days between convective events, regardless of the large-scale vertical motion (Fig. 3d). For bare soil, precipitation events become more frequent with increasing soil moisture (Fig. 3d) but exhibit some dependence on vertical motion when \( \theta > 0.25 \text{ m}^3\text{m}^{-3} \). The dependence of event frequency on soil moisture is similar to the dependence of total precipitation, except the greatest influence of soil moisture on total precipitation occurs for intermediate values of soil moisture, whereas the greatest influence on event frequency occurs for smaller values of soil moisture. Increasing vegetation fraction increases precipitation frequency (Figs. 3d–f) and the dependence on large-scale vertical motion. Greater vegetation also isolates the influence of soil moisture to small values of soil moisture.

Although we do not formally address statistical significance, the cases of high precipitation intermittency (i.e., very small frequency of events) have very little statistical significance because over the 3-month simulation period, there are only 3-6 precipitation events.

Not surprisingly, precipitation event magnitude is greatly influenced by soil moisture in bare soil cases (Fig. 3g). The precipitation event magnitude for bare soil cases is generally low throughout the parameter space, but is largest in the subsidence regime. Event magnitude increases in the 50% and 100% coverage simulations throughout the parameter space, again peaking with subsidence (Fig. 3h–i). Intense precipitation events occur only when vegetation is present (Fig. 3h–i) and event magnitude exhibits a greater dependence on vertical motion rather than soil moisture, except for very low values of soil moisture. This behavior result reflects the relative magnitudes of transpiration vs. bare soil evaporation (mean LE flux for VF=1 is 140%
larger than VF=0) given available soil moisture. When vegetation is present, event magnitude is dependent more on vertical motion and less on soil moisture (Fig. 3h–i).

Low event magnitudes are likely associated with strong upward vertical motion because of the destabilizing effects of ascent trigger precipitation before substantial instability can form. On the other hand, simulations with strong subsidence exhibit stronger but less frequent events because the subsidence acts as a stabilizing influence until substantial instability can build to overcome it. Figure 3 shows that the greater frequency of smaller precipitation events under large-scale ascent ultimately produces more total precipitation than the low frequency, stronger events occurring under strong subsidence. This result is particularly robust for the vegetation-covered landscapes.

3.3 Comparison with observations

Figure 4 compares probability density functions (PDFs) of total precipitation, event frequency, and event magnitude estimated from the three simulation suites (VF=0, VF=0.5, VF=1) with corresponding observations. The observations were taken from the United States Historical Climatology Network in Lawrence, KS from 1900-2011 (Meene et al., 2011). To compare an observational record to the perpetual 1 July 90-day simulations, we used data from June–August. The PDFs in Fig. 4 are fit to gamma distributions (Furrer and Katz, 2008; Husak et al., 2006).

The PDFs for event magnitude for the simulations overlap substantially with the observational PDF (Fig. 4c), although the simulations slightly overestimate the mode and do not capture the right tail (extremes) of the distribution. The simulations produce a much smaller mode of precipitation event frequency than the observations (observation event frequency is $\sim$385% larger than simulations), and also overestimate the width of the distribution (observations range from $\sim$0.21–0.52 day$^{-1}$ while
simulations range from \(\sim 0-0.9 \text{ day}^{-1}\); Fig. 4b). The narrow distribution of event frequency from the observations is largely due to somewhat consistent frequency behavior year to year. These broad distributions translate into total precipitation PDFs that underestimate the mode (observational total precipitation \(\sim 60\% \) larger than VF=1 simulations, \(\sim 108\% \) larger than VF=0.5, and \(\sim 370\% \) larger than VF=0) and overestimate the width relative to the observational PDF (observations range from \(\sim 105-660 \text{ mm} \) while simulations range from \(\sim 0-1100 \text{ mm} \); Fig. 4a). Two sample t-tests of the gamma distribution PDFs revealed no significant difference between observational data and model output for event magnitude, frequency, and total precipitation.

Figure 5 shows the shape \((\alpha)\) and scale \((\beta)\) parameters for the gamma distribution of precipitation event magnitude and how they vary for all vegetation simulations. Observational values of \(\alpha\) and \(\beta\) are overlaid. Blank sections indicate areas of the parameter space that have too few events and produce artificially inflated values of \(\alpha\) (shape parameter) (Husak et al., 2006). Simulations with larger shape \((\alpha)\) values indicate situations with consistent day-to-day precipitation values. Areas of the parameter space with larger scale \((\beta)\) parameter values are associated with a wider range in rainfall amounts (higher variance compared to the mean). The scale and shape parameters from the observational data overlay nicely onto the model output data, further indicating there is similar behavior of precipitation event magnitude between the model output and observational data from Lawrence, KS.

Event magnitudes from the simulations overlap the observational PDF. We interpret this as the model performing credibly with respect to the observations, especially in light of the highly idealized nature of the simulations. PDFs of event frequency and total precipitation, on the other hand, vary substantially between the observations and model.
### 3.4 PBL properties for full vegetation cases

Here we discuss PBL properties ($LE$, $H$, 2-m MSE, $q_v$, and $\theta$) throughout the parameter space for $VF=1$ (100% vegetation simulations). The 3-month simulation daytime average $LE$ flux for 100% vegetation cover (Fig. 6a) shows expected results. $LE$ flux increases with increasing soil moisture. For a given amount of net radiation, larger latent heat flux means more water vapor in the boundary layer, less dry air entrainment from free tropospheric air, and greater surface-based MSE (Betts et al., 1996). This result may explain the good agreement between daytime average $LE$ flux (Fig. 6a) and total precipitation (Fig. 3c).

Sensible heat flux ($H$) varies little over the parameter space, except for low soil moisture conditions ($\theta < 0.13 \text{ m}^3\text{m}^{-3}$), where $H$ becomes large. For these dry soils, total precipitation (Fig. 3c) is affected predominately by soil moisture. At higher soil moisture conditions, however, the relationship between surface fluxes and total precipitation is more complicated. Because of the well-known relationship between sensible heat flux and entrainment (Betts et al., 1996; Stull, 1988), $H$ is well correlated to PBL depth (Figs. 6b and d respectively). The growth of the PBL throughout the day and the entrainment of dry free-tropospheric air are both dependent on the surface sensible heat flux (Pielke, 2001; Santanello et al., 2007). Also, partitioning of surface fluxes shows the Bowen ratio ($H/LE$) decreases with increasing soil moisture conditions consistent with decreasing (increasing) $H$ ($LE$) flux with increasing soil moisture respectively (not shown).

Latent heat flux (Fig. 6a) is not strongly correlated with MSE (Fig. 6c) or surface humidity (Fig. 6f). This behavior can be at least partially explained by the reduced gradient between surface and 2-m when $q_v$ is large, resulting in decreased $LE$. For this reason, MSE and $q_v$ can be thought of as lagging, or being out of phase, with
 Differences in MSE are largely determined by surface humidity rather than 2-m potential temperature (Fig. 6e).

3.5 Evidence of mixing diagram limit bounds

Mixing diagrams (Betts, 1992; Santanello et al., 2011) are one way of viewing the thermodynamics of multi-day land–atmosphere interactions (Fig. 8). From Fig. 8, it is noticeable that there may be limit bounds within the mixing diagrams. Figure 7 shows these limits of PBL thermodynamic properties within energy space. The limit (bound) equations are:

\[
\begin{align*}
    c_p T &= \begin{bmatrix} 30 \\ -0.4481 \\ 0.5251 \end{bmatrix} \ln q + \begin{bmatrix} 109000 \\ 325180 \\ 277008 \end{bmatrix},
\end{align*}
\]

The bounds were drawn to include 99% of the total amount of points. The sharp upper-right boundary represents an energetic limit, as it is close to the constant MSE=340 kJ kg\(^{-1}\) contour and depicts the thermodynamic state prior to convective overturning. This bound represents the energy buildup of the PBL to a warmer and moister state that is present prior to convective events. The few points outside the right limit are mainly from simulations with very low soil moisture conditions (\(\theta=0.084 \text{ m}^3 \text{ m}^{-3}\)) and VF=1. Simulations with larger values of CIN showed the energy maximum is only weakly dependent on cap strength, although we suspect a stronger inversion (even higher CIN) may increase this energetic boundary toward higher MSE values. The diffuse left most bound likely results from wide variations in precipitation timing and magnitude leading to large differences in post-convection temperature and moisture conditions. The simulations near the lower-right bound represent simulations with full vegetation and moist soil conditions (\(\theta=0.22-0.36 \text{ m}^3 \text{ m}^{-3}\)). As vegetation cover decreases to VF=0.5, the simulations move away from the
This lower limit lies along a line of constant relative humidity of \(\sim 80\%\) coinciding with the bottom limit of the bounded triangle; therefore, this line is likely a relative humidity maximum bound.

### 3.6 Mixing diagrams throughout the parameter space

Figure 8a-c shows late afternoon (1600 local time LT) values of 2-m temperature and humidity for different values of soil moisture, vegetation fraction, and large-scale vertical motion. We are showing nine combinations of the \(\theta\), VF, and \(w_{ls}\) parameter space. Note that the \(\theta=0.18\) in (a), VF=1 in (b), and \(w_{ls}=0\) in (c) simulations in Fig. 8 are equivalent. Large stars indicate the mean 1600 LT thermodynamic state for each simulation, with bars indicating variability (\(\pm 1\sigma\)).

The simulations with soil moisture set to wilting point (\(\theta=0.084\) in Fig. 8a) and the simulations with no vegetation (VF=0 in Fig. 8b) are characterized by a warm, dry state. This behavior is associated with small latent heat flux, large sensible heat flux, and substantial entrainment of dry, free-tropospheric air into the PBL. The 50\% field capacity and field capacity (red and green stars respectively in Fig. 8a) show similar behavior in energy space, both moister and cooler than the wilting point simulations. Despite the substantial amount of MSE variability over the 90-day simulations, the simulation-mean MSE values are very similar (i.e., the mean values all lie very close to the \(\sim 330 \text{ kJ kg}^{-1}\) MSE line). Increasing vegetation cover produces results that are cooler and moister (Fig. 8b). As in the suite of simulations varying soil moisture, here too the mean MSE is approximately the same in all the simulations. Unlike variations in soil moisture and vegetation cover, large-scale vertical motion forcing has very little effect on the evolution of afternoon 2-m temperature and humidity in energy space (Fig. 8c). We note that the behavior in thermodynamic phase space (Fig. 8), which
is calculated using values at 1600 LT, differs from the statistics calculated over the entire day (Fig. 6).

Figure 8a, b show that fluxes of heat and moisture (governed by soil moisture and vegetation fraction) exert a greater influence on late-afternoon PBL thermodynamic properties than does large-scale vertical motion. Although the mean MSE values are remarkably similar across all the simulations in Fig. 8, the evolution of MSE during individual simulations likely projects onto CAPE and CIN, affecting convective precipitation characteristics. The boxed regions in Fig. 8 will be discussed next in order to evaluate the day-to-day coevolution of temperature and moisture in energy space.

3.7 20-day mixing diagram

Figure 9 shows the day-to-day evolution throughout thermodynamic space of a 20-day period (days 60–80) of the simulations in Fig. 8 corresponding to the subset of simulations with VF=1, $\theta$=0.18 m$^3$m$^{-3}$, and $w_\ell$=0 cm s$^{-1}$. This 20 day period is the "boxed" portion of Figure 8a-c.

The twenty days in Fig. 9 show the limit cycle of PBL properties in thermodynamic space at 1600 LT. Day 60 is followed by several days with no precipitation, and then a small convective event on day 65. This event was in the afternoon to evening hours of day 65 (Fig. 10a,b). This convective event is associated with a sharp decrease in 2-m temperature and humidity as the convection removes moisture and cools the PBL, leaving temperature and moisture substantially lower than on the day of the event. The 2-m temperature and moisture increase over the course of the next two days (Fig. 10a,b), followed by a precipitation event, which occurs during the late evening of day 67 and early morning hours on day 68.

Figure 9 shows an increase in temperature from day 67 to 68, but this can be
explained through Fig. 10a,b. The 1600 LT $c_p T$ and $q_l$ values on days 67 and 68 are higher than expected, as the PBL should dry and cool following a precipitation event. Since the precipitation event was overnight, the 2-m temperature and humidity were allowed to recover after the event allowing the 1600 LT values to show an increase from the previous day. Even so, the temperature (Fig. 10a) shows a sharp decrease during the precipitation event.

3.8 Relationship between precipitation and PBL properties

Figure 11a-d shows the dependence of precipitation event magnitude on $LE$, $H$, PBL height, and MSE for simulations with full vegetation. Precipitation is weakly correlated with $LE$, with larger flux generally corresponding to greater precipitation magnitude (Fig. 11a). Similarly, precipitation and sensible heat flux $H$ are negatively correlated (Fig. 11b). Low PBL heights (themselves associated with large values of $LE$ and small values of $H$) accompany the strong precipitation events. Not surprisingly, Fig. 11b and c are very similar due to the strong control sensible heat flux has on PBL evolution. Relationships between both latent heat, sensible heat, and PBL height show two distinct clusters of behavior. Precipitation magnitude increases with MSE but does not exhibit the clustering behavior of the other quantities.

Figure 12a-d respectively show the relationship of precipitation event frequency on $LE$, $H$, PBL height, and MSE for the full-vegetation simulations. Precipitation event frequency is positively correlated with latent heat flux meaning that larger $LE$ corresponds to more frequent precipitation events. This relationship is slightly more robust than the relationship between precipitation magnitude and latent heat flux (Fig. 12a).

Precipitation event frequency is negatively correlated with both sensible heat flux and PBL height (Fig. 12b and c). Smaller values of sensible heat flux and lower PBL
heights are generally associated with more frequent precipitation events, though there is a wide range of event frequency at lower values of these variables. Surface-based MSE and convective event frequency have a slight negative correlation. More frequent events are associated with lower MSE values, although a clustering of points around frequency values of 0.1 and 0.4 day$$^{-1}$$ may be present.

3.9 What affects total precipitation?

Figure 13 shows total precipitation and its relationship with precipitation event magnitude and frequency. Similar to Porporato et al. (2003) who used observational data from the Kalahari transect in Africa, our study shows total 3-month summer precipitation is strongly correlated to event frequency rather than event magnitude (Fig. 13) indicating seasonal rainfall amounts are sensitive to rate of storm arrival rather than the event intensity itself. These results have strong implications for agricultural regions as precipitation behavior affects plant stress and productivity, and soil moisture stress can strongly influence growing season length (Seneviratne et al., 2010). Nippert et al. (2006) found that productivity of plants in the Konza Prairie (northeast Kansas) is significantly positively correlated with seasonal precipitation total, but changes in precipitation variability (magnitude and frequency) strongly influence plant health (i.e. plant water stress, soil moisture variability; Knapp et al., 2002; Nippert et al., 2006). Therefore, agricultural productivity within a changing climate will be affected by changes in not only precipitation total, but event frequency and intensity.

3.10 Sensitivity of convective precipitation to temperature nudging timescale

The nudging term, ($\tau_a$), applied in the model acts as a simple representation of horizontal advection. Omitting nudging is equivalent to an infinite nudging timescale (not
shown) and in these simulations, drifts to a radiative-convective equilibrium solution that is too warm for the midlatitudes. Figure 14 shows how total precipitation, event frequency, and event magnitude vary with the nudging timescale, noting that all previously discussed simulations employed a nudging timescale of 3 days. Total precipitation (Fig. 14a-d) show an overall decrease as the nudging timescale increases. The 1-day temperature nudging suite, which represents completely “resetting” the temperature profile each day to its initial value, in particular shows substantially larger total precipitation values than the simulations with longer nudging timescales. For soil moisture values above $\theta=0.12 \, \text{m}^3 \, \text{m}^{-3}$, all nudging timescale simulations exhibit various degrees of sensitivity to large-scale vertical motion. Precipitation events become less frequent with longer temperature nudging timescales (Fig. 14e-h), although precipitation remains infrequent under large-scale subsidence for all $\tau_a$. Precipitation event magnitude is similar for all nudging timescales (Fig. 14i-l), with no obvious trend in magnitude with changing timescale.

### 3.11 Sensitivity to thermodynamic profile

We performed simulations varying the inversion magnitude and mid-tropospheric stability in order to assess sensitivity to an assumed thermodynamic profile. Simulations were performed with varying cap strength (control cap strengthened/weakened by +/- 2 K at its peak) to assess the effects of an inversion on convective precipitation properties (Segal et al., 1995). Total precipitation is only weakly dependent on inversion strength (Fig. 15a–c). All three capping inversion simulations showed similar total precipitation behavior, with a slight increase in total precipitation as the magnitude of the inversion is increased.

Similarly, precipitation event frequency (Fig. 15d–f) is only weakly dependent on inversion strength. Increasing the inversion strength decreases per-event precipita-
tion in the ascent regime, but precipitation event magnitude increases by \( \sim 10 \text{ mm} \) with decreasing inversion strength under regimes of strong subsidence (Fig. 15g–i). However, due to the small number of these stronger events, this has little impact on the total precipitation, but the more frequent, smaller events lead to larger values of total precipitation.

Differences in profile stability produces substantial differences in total precipitation (Fig. 16a–c). Stability was modified by varying potential temperature at and above 500 mb by 3 K. The more unstable sounding increases total precipitation over a large portion of the parameter space (Fig. 16a). Precipitation event frequency (Fig. 16d–f) shows the same general behavior with all three thermodynamic profiles, except in regimes of forced ascent as events here are less frequent as stability increases. Precipitation event magnitude is greatest for the control sounding, with the two other profiles leading to modest differences.
Chapter 4

Discussion and conclusions

We performed a series of simulations using a single-column configuration of WRF to explore influences on the character of convective precipitation. In particular, we explored regions of the parameter space of soil moisture, large-scale vertical motion, vegetation cover, advective (nudging) timescale, inversion strength, and mid-tropospheric stability. One goal of this study was to isolate key processes and determine how the PBL responds to surface conditions, which ultimately will affect deep convection. Our methodology is an extension of the approach of Clark and Arritt (1995), who utilized an SCM run for a short period of time (12 hours) with varying soil moistures and vegetation coverage to evaluate the effects of soil moisture on convective precipitation in the Great Plains. Our results explore the multi-day interactions of surface, boundary layer, free troposphere, and convective precipitation processes.

This WRF–SCM methodology bridges the gap between low-order bulk modeling approaches that predominantly concentrate on the influence of soil moisture and temperature on boundary-layer properties and convective triggering (Juang et al., 2007a; Siqueira et al., 2009), and longer-term 3D simulations (Jones and Brunsell, 2009a,b). Full 3D simulations that resolve deep convective processes are more physically realistic but are computationally expensive, enabling only small regions of parameter space to be explored. Our middle-of-the-road SCM approach employs a deep convec-
tive parameterization but also allows for a detailed exploration of parameter space. Running over a 90-day (or longer) period allows the model to represent the multi-day “memory” of the PBL and free troposphere not captured in single-day simulations.

The WRF–SCM approach captures both well-understood aspects of the sensitivity of deep convective precipitation characteristics to land-atmosphere system inputs (e.g. soil moisture) and possible unknown responses to other inputs (e.g. large-scale vertical motion, advective timescale). Our most notable findings are as follows:

- Simple, idealized SCM produces realistic precipitation characteristics, especially precipitation event magnitude, as estimated by the overlap of simulation and observational distributions. The simulations underestimated the mode of the intermittency and overestimated the right-hand tail of the distribution, leading to a much broader distribution of total precipitation than observed.

- As vegetation cover increases, soil moisture conditions become less influential in long-term precipitation behavior and characteristics.

- Total precipitation is determined largely by precipitation event frequency rather than magnitude. This is true for all vegetation fractions and throughout the whole $\theta-w_{ls}$ parameter space.

- MSE is not, by itself, a good predictor of the occurrence or magnitude of deep convective precipitation. Average MSE values may be similar across simulations, but the resulting precipitation characteristics may be substantially different.

- Precipitation characteristics are strongly sensitive to large-scale vertical motion, but predominantly in subsidence regimes. Precipitation event magnitude is enhanced in subsidence regimes, but events are less frequent. Total precipitation
is maximized, however, with forced ascent due to more frequent but less intense events. This dependence on $w_{ts}$ is robust across different thermodynamic profiles and advective timescales. However, this dependence on $w_{ts}$ does not hold for bare soil.

- Total precipitation decreases substantially as the nudging timescale, $\tau_a$, is increased. Precipitation event magnitude is comparable across nudging timescales, but intermittency varies in the forced ascent regime as events become less frequent as nudging timescale is increased. Event frequency, however, is comparable across nudging timescales in the subsidence regime.

- Altering inversion strength slightly impacts total precipitation and event frequency. Event magnitude is maximized in the subsidence regime for all cap strengths, with the strongest inversion associated with weaker event precipitation. Total precipitation is strongly dependent upon free-tropospheric stability, with greater precipitation totals seen with the more unstable profile; however, event frequency is roughly consistent across all three values of stability, except in the forced vertical ascent regime.

We wish to point out a few caveats present in such a highly idealized numerical simulation approach, above and beyond that of the simple SCM framework with parameterized deep convective processes. We maintain a constant soil moisture value in order to explore the sensitivity of PBL and precipitation processes to that specific soil moisture value. This sacrifices the interactive nature of soil moisture in order to be more statistically confident in the simulation outcomes (though in most cases we have not formally evaluated statistical significance). When assuming constant soil moisture, the only interactive component of our simulations is the feedback between PBL processes and deep convection. The feedback between soil moisture and
convective precipitation is important (Eltahir, 1998; Findell and Eltahir, 2003; Jones and Brunsell, 2009a), but our study focuses on the one-way sensitivity of convective precipitation on surface and atmospheric properties.

We employ nudging of the temperature profile back to its initial state as a proxy for large-scale advective tendencies and test the sensitivity of the model to differences in this nudging timescale. We also impose large-scale vertical motion that is constant over the course of the simulation. It is obvious that large-scale advection and vertical motion are coupled, a coupling which our approach ignores. The reasonable behavior of our results suggest that this synoptic coupling impacts the day-to-day variability of the simulation less than the drying and warming of the SCM by deep convective processes. Future simulations could impose synoptic variability in a much more systematic fashion.

The simulations produce the well-understood relationship between soil moisture and surface latent and sensible heat fluxes, with greater values of soil moisture associated with increased latent heat flux. Total precipitation generally increases with increasing soil moisture, consistent with the regional climate simulations of Jones and Brunsell (2009a,b). The decreasing influence of soil moisture as vegetation cover is increased is consistent with the one-day simulations of Clark and Arritt (1995). In the bare soil conditions, total precipitation increases more or less linearly with soil moisture, whereas when vegetation is present the increase in precipitation occurs much more abruptly and at low values of soil moisture.

Unsurprisingly, the choice of thermodynamic profile affects convective precipitation. Changing the stability of the inversion only modestly affects total precipitation, and preserves the precipitation behavior in \( \theta-w_{ls} \) space. Over most of the \( \theta-w_{ls} \) parameter space, event frequency varies only weakly, which we interpret as the inversion not being the ultimate determining factor on whether convection is triggered on any
given day. In weakly forced situations ($w_{ls}=0$), increasing inversion stability actually results in a slight enhancement of event precipitation. This behavior is likely due to instability accumulating in the boundary layer prior to the eroding of the inversion and was also noted in the simulations of Clark and Arritt (1995). However, increasing inversion strength suppresses event magnitude when there is forced subsidence. Increasing the mid-tropospheric lapse rate results in an increase in total precipitation via increasing the event frequency when there is forced upward vertical motion; event magnitude changes are minimal except for strongly subsident regimes.

Jones and Brunsell (2009b) found that for constant vegetation conditions, increasing soil moisture resulted in more frequent precipitation events. Our study shows event frequency is greatly amplified with increasing soil moisture conditions in the bare soil case, but shows less of a dependence on soil moisture as vegetation cover increases. Even so, our study is consistent with Dai (2001) who found observed summertime convection occurs 10-30% of the time during the summertime months. This holds true in our simulations, especially in the slight subsidence and weakly forced regimes when vegetation is present and when $0.15 \, \text{m}^3 \, \text{m}^{-3} < \theta < 0.3 \, \text{m}^3 \, \text{m}^{-3}$ in the bare soil simulations. Stephens et al. (2010) suggest models produce more frequent, weak events which Dai and Trenberth (2004) and Sun et al. (2006) attribute to rapid firing of convection without CIN (large-scale subsidence) allowing instability (CAPE) to build up prior to a convective event. We see these low magnitude, high frequency events in the strong vertical ascent regimes, but less so in neutral ascent and subsidence regimes where instability (CAPE) is encouraged to build prior to a convective event.

The advantage of this SCM approach is that it encourages the exploration of wide range of parameter space(s) at relatively low computational expense. Because much is still unknown about feedbacks between soil moisture and precipitation, future
simulations using this SCM framework should allow soil moisture to vary interactively.
Table 1 Model simulations performed; $\theta$–soil moisture, $w_{ls}$–large-scale vertical motion, VF–vegetation fraction, $\tau_n$–temperature nudging timescale.

<table>
<thead>
<tr>
<th>$\theta$ (m$^3$ m$^{-3}$)</th>
<th>$w_{ls}$ (cm s$^{-1}$)</th>
<th>VF</th>
<th>$\tau_n$ (days)</th>
<th>Cap strength (K)</th>
<th>&gt; 500 mb pot. temp. (K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.36</td>
<td>-0.5</td>
<td>1</td>
<td>1</td>
<td>+ 2</td>
<td>+ 3</td>
</tr>
<tr>
<td>0.32</td>
<td>-0.3</td>
<td>0.5</td>
<td>3</td>
<td>control</td>
<td>control</td>
</tr>
<tr>
<td>0.27</td>
<td>-0.1</td>
<td>0</td>
<td>5</td>
<td>$-2$</td>
<td>$-3$</td>
</tr>
<tr>
<td>0.22</td>
<td>0</td>
<td>7</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.18</td>
<td>0.1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.12</td>
<td>0.3</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.084</td>
<td>0.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Fig. 1 Initial skew-t sounding used for all control simulations based on observations from Topeka, KS; temperature (red), dew point (blue) and lifted parcel path (orange) shown.
Fig. 2 Simulation results for vegetation cover=100%, $\theta=0.18$ m$^3$ m$^{-3}$, $w_{ls}=0$ cm s$^{-1}$ (control run). (a) Mixing ratio (kg kg$^{-1}$) evolution, PBL height (red line); (b) Potential temperature evolution (K), PBL height (red line); (c) Daily average CAPE (J kg$^{-1}$; red), CIN (J kg$^{-1}$; blue), and MSE (kJ kg$^{-1}$; green); (d) Daily precipitation total (mm)
Fig. 3 Precipitation behavior throughout the soil moisture ($\theta$) – large-scale vertical motion ($w_{ls}$) parameter space. (a-c) Total precipitation (mm), (d-f) Precipitation frequency (day$^{-1}$), (g-i) Precipitation magnitude (mm). Columns left to right represent 0, 50, and 100% vegetation cover respectively.
**Fig. 4** Precipitation PDF’s for a) Total precipitation (mm), b) Precipitation event frequency (day$^{-1}$), c) Precipitation magnitude (mm). Red lines represent PDF’s for Lawrence, KS observations, blue lines represent PDF’s for all VF=1 simulations, green lines represent PDF’s for all VF=0.5 simulations, and black lines represent PDF’s for all bare soil simulations.

**Fig. 5** Shape ($\alpha$; top row) and scale ($\beta$; bottom row) parameter of precipitation event magnitude (mm) for a,d) VF=0, b,e) VF=0.5, and c,f) VF=1 simulations. Red overlay lines are alpha and beta contours for Lawrence, KS observational data. Blank sections indicate areas of the parameter space that have too few events to estimate parameters.
Fig. 6 Average daytime (12Z - 20Z) (a) latent heat flux (W m$^2$) (b) sensible heat flux (W m$^2$). (c) MSE (kJ kg$^{-1}$), (d) PBL height (km), (e) 2-m potential temperature (K), (f) 2-m mixing ratio (kg kg$^{-1}$)
Fig. 7 Mixing diagram for all simulations. Simulations with soil moisture set to field capacity (green), 50% field capacity (red), and wilting point (blue) with $w_{ls}=0$ cm s$^{-1}$, 100% vegetation cover highlighted. Each point on this figure taken at 1600 LT, and every simulation with 3-day nudging to the sounding is included. Overlaid are lines of constant MSE (kJ kg$^{-1}$) and lines of constant relative humidity (RH; %).
Fig. 8 Mixing diagram for (a) Field capacity (green), 50% field capacity (red), and wilting point (blue) with $w_{ls}=0$ cm s$^{-1}$, 100% vegetation cover; (b) 100% veg. cover (green), 50% veg. cover (red), and 0% veg. cover (blue) with $w_{ls}=0$ cm s$^{-1}$, $\theta=0.18$ m$^3$ m$^{-3}$; (c) Subsidence (green), no vertical forcing (red), and upward vertical forcing (blue) with 100% vegetation cover, $\theta=0.18$ m$^3$ m$^{-3}$. Overlaid are lines of constant MSE (kJ kg$^{-1}$).
Fig. 9 Mixing diagram for 20-day (days 60-80) period from “boxed region” in Fig. 8 representing the control simulation. The ‘start day’ (day 60) is represented by the green dot, the ‘middle day’ (day 70) is the yellow dot, and the ‘end day’ is the red dot. There were a total of four precipitation events over this 20-day period (one event spanning 2 days), and the magnitude of these events are represented by the size of the dot for a given day. The smallest dots represent days when there was no precipitation.
Fig. 10 (a) 2-m temperature, and (b) 2-m humidity for days 65-69 of Fig. 9. Dashed lines indicate timing of precipitation events.
Fig. 11 Precipitation magnitude (mm) and its relationship with daytime mean (12Z - 20Z) (a) latent heat flux (W m\(^{-2}\)), (b) sensible heat flux (W m\(^{-2}\)), (c) PBL height (km), and (d) MSE (kJ kg\(^{-1}\)). All for 100% vegetation cover parameter space simulations.
Fig. 12 Precipitation event frequency (day$^{-1}$) and its relationship with daytime mean (12Z - 20Z) (a) latent heat flux (W m$^{-2}$), (b) sensible heat flux (W m$^{-2}$), (c) PBL height (km), and (d) MSE (kJ kg$^{-1}$). All for 100% vegetation cover parameter space simulations.
Fig. 13 (a-c) Precipitation total vs. precipitation event magnitude (mm) for VF=0, 0.5, 1 respectively. (d-f) Precipitation total vs. precipitation event frequency (day$^{-1}$) for VF=0, 0.5, 1 respectively.

Fig. 14 Precipitation behavior of (a-d) Total precipitation (mm); (e-h) Precipitation event frequency (day$^{-1}$); (i-l) Precipitation event magnitude (mm). All figures are valid for VF=1 simulations. Columns from left to right represent 1-day, 3-day (control), 5-day, and 7-day temperature nudging respectively.
Fig. 15 Precipitation behavior for (a-c) Total precipitation (mm); (e-h) Precipitation event frequency (day⁻¹); (i-l) Precipitation event magnitude (mm). All figures are valid for VF=1 simulations. Columns left to right represent small capping inversion, moderate cap (control), and strong cap respectively.
Fig. 16 Precipitation behavior for VF=1 of (a-c) Total precipitation (mm); (d-f) Precipitation event frequency (day$^{-1}$); (g-i) Precipitation event magnitude (mm). Columns left to right represent the more unstable, control, and more stable upper air simulations respectively.
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