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Abstract

The research presented in this dissertation focuses on the survey design,
acquisition, processing, and interpretation of ultra-shallow seismic reflection (USR)
data in two and three dimensions. The application of 3D USR methods to image
multiple reflectors less than 20 m deep, including the top of the saturated zone (TSZ),
a paleo-channel, and bedrock, are presented using conventional acquisition methods
and a new automated method of acquiring 3D data using hydraulically planted
geophones. Processing techniques that focus on near-surface problems, such as
intersecting reflection hyperbolae caused by large vertical velocity changes and
processing pitfalls, are also discussed. The application of AVO analysis of 2D USR
data collected during a pumping test yielded amplitude variations related to the
thickness of the partially saturated zone that correlated spatially and with changes in
pumping. USR methods were also used to image the TSZ less than one meter deep,

the shallowest TSZ reflection to date.
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Chapter 1
3D Seismic Reflection Methods



Introduction
Two-dimensional (2D) common-midpoint (CMP) surveys are by far the most

common means of collecting shallow seismic-reflection (SSR) data. Although three-
dimensional (3D) data can provide more detailed subsurface information and help to
prevent misinterpretations that may be caused by out-of-plane reflections, at present
3D is too expensive and labor intensive to be a viable option for most shallow
applications. The acquisition of 3D seismic-reflection data has become a common
practice in the exploration industry (Vermeer, 2002), but is not commonly used for
engineering and environmental applications due to budget limitations and the high
costs of collecting 3D SSR data. SSR surveys may require receiver and/or source
intervals as small as 10 cm to properly sample the wavefield in some ultra-shallow
applications and acquisition costs rise rapidly as the depth of interest decreases.
Despite this, 3D SSR surveys have been reported by Corsmit et al. (1988), Green et
al. (1995), House et al. (1996), Barnes and Mereu (1996), Lanz et al. (1996), Biiker

et al. (1998), Spitzer et al. (2003), and Bachrach and Mukerji (2001a, 2004a, b).

Historical Perspective
Although 3D seismic reflection methods are widely used in the hydrocarbon-

exploration industry and, many would argue, have become standard practice, they did
not emerge until the early 1970s. The need for understanding subsurface reflector
properties in three dimensions was observed early on. Perhaps the earliest 3D
measurement was recorded by Westby (1935) in Oklahoma. Westby used a novel

approach, referred to as “correlation shooting”, to correlate depths to a reflector



(Figure 1.1). The correlation method involves laying out a spread of geophones and
shooting on either end to obtain CMP coverage at the center of the spread for depth
correlation. Many of the source locations also included a star-shaped pattern of five
source points at equal angles (Figure 1.2), yielding 3D measurements that could be
used for depth correlation and dip calculations (Stone, 1994).

Although the need to understand the subsurface in three dimensions was
acknowledged, recording 3D seismic data as we know it today was not practical due
to equipment and technology limitations at the time. S.J. Allen (1980) published a
history of seismic methods that discusses important advancements through the
decades with respect to the exploration industry. The first successful reflections that
led to a discovery were recorded from the Nash Dome in Brazoria County, Texas, in
late 1926 (Weatherby, 1948). A successful discovery well that was drilled based on
this information helped the reflection seismograph to gain acceptance. At the time,
recording trucks had only one channel available. By the late 1930s, seismic systems
had up to 12 channels, using 6 or more geophones per channel, and had automatic
volume control. The 1940s saw the use of 24-channel systems with automatic gain
control amplifiers, filtering capability, and the ability to mix traces using analog

electronics.



Figure 1.1. Illustration of the correlation shooting method. Shots are taken at each
end of the receiver spread to record a common midpoint at the center of the spread.
The common midpoint was used to correlate the depth to the reflector.

E

Figure 1.2. Example of the star-shaped shooting pattern employed by Westby (1935)
to obtain multiple traces that could be used to correlate reflector depths. The five
additional source locations are equally spaced from the center shot and maintain an
angle of 72° between them.



Two important advancements were made in the 1950s. One was the
development of computing technology to identify reflection energy immersed in noise
by the Geophysical Analysis Group at the Massachusetts Institute of Technology.
The other was a 12-channel seismograph developed by Mobil that could record data
on a magnetic tape system based on an Ampex commercial audio tape recorder
(Loper and Pittman, 1954). Prior to this, data were recorded using a “camera” that
could produce a visible seismic record on photosensitive paper. The introduction of
magnetic tape recording abilities was a major advancement that allowed for the
reading, writing, and storage of seismic data that was not previously afforded by
paper copies. Channel counts remained at 24 during this period.

The 1960s saw several new innovations. Although it was developed in the
1950s, it was not until the 1960s that the CMP method, described by Harry Mayne
(1962), gained widespread use and changed seismic reflection methods forever.
Vibroseis was developed by Conoco, digital field recording was developed by Texas
Instruments, Mobil, and Texaco, and the recovery of true amplitudes was possible.
By the end of the 1960s, the conversion to all-digital techniques was under way, 48-
channel systems were available, and Shell had even developed a 100-channel
seismograph.

The development of 3D seismic acquisition methods was hindered
predominantly by the low number of channels available. With channel counts
growing upwards of 100, 3D became more feasible. Walton (1972) of Esso

Production Research Company designed the first method of acquiring 3D seismic



reflection data. His technique utilized what he called an “X spread”, or what is now
known as a cross spread (Figure 1.3b). The cross-spread method uses a single
receiver line and a single source line laid orthogonal to it with receiver and source
intervals that are equal. The example shown here has source and receiver lines of 50
stations each (Figure 1.3b). This spread produces a single-fold subsurface coverage
equal to half of the receiver and source line lengths, which is the same as setting off a
single source in the center of a 50x50 receiver path (Figure 1.3a). This new technique
allowed the geophysicist to view data as trace gathers or time slices using a custom-
made “fiber optic viewer”. Time slices allowed the interpreter to determine dip and

normal moveout and to identify faults using a single gather.
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Figure 1.3. Comparison of a common-source spread (A) and a cross spread (B).
Receiver and source locations are marked by blue circles and red squares,
respectively. A bin grid is overlain and the single-fold subsurface coverage area is
indicated by green shading.



The exploration industry’s first complete land-based 3D seismic survey is
presumed to have been acquired by Geophysical Service Incorporated (GSI) in Lea
County, New Mexico, in August of 1973 (Allen, 1980). The GSI crew used two 48-
channel systems and moved vibrators across receiver lines at right angles, just like
modern orthogonal geometries, to collect true 3D data. Marine seismic acquisition
was also moving towards three dimensions in the same year. Compagnie Generale de
Geophysique (CGG) began collecting data using their “wide line profiling”
technique, becoming the first contractor to tow three parallel marine streamers. The
1970s witnessed channel counts increase from ~100 to more than 1000, yielding
seemingly unlimited possibilities for the future of 3D seismic data acquisition. As the
size of data sets increased, processing technologies also had to evolve. Computers
were seeing increased use due to rapid improvements, leading to the introduction of a
finite-difference algorithm for migration using the scalar wave equation (Claerbout,
1971 and 1972).

3D techniques have continued to evolve and have seen major strides since the
1970s. In 1993 CGG introduced the 5-streamer vessel “Harmattan” for marine
acquisition. The first 4D seismic surveys (time-lapse 3D) were acquired in 1994,
again by CGG. Currently, land-based seismic systems commonly use channel counts
of 5,000-10,000. Newer systems have 100,000 channel capacities, although their
practical use has not seen the field yet. Marine acquisition methods commonly use
10-12 towed streamers and have seen the introduction of the wide-azimuth towed

streamer (WATS) method to combat the problems with narrow-azimuth limitations



inherent to marine methods. Marine acquisition is slowly moving towards land-based
designs, albeit expensively, with the increased use of ocean bottom cables (OBC),
where seismic cable and sensors are laid across the ocean floor, and ocean bottom
seismic nodes (OBS) that use robotic submarines to plant cable-free seismic sensors

in the seabed.

Previous 3D Shallow Seismic Reflection Surveys
The first 3D SSR survey that appears in the literature was reported by Corsmit

et al. (1988). Their small-scale survey was conducted on a tidal flat in the
Netherlands, covering an area of 22 m x 36 m. Four-fold data were acquired with a
bin size of 1 m x Im. Green et al. (1995) and Lanz et al. (1996) compared 2D and 3D
SSR surveys over glacial sediments at a landfill site in Switzerland. 2D data were
collected with a CMP interval of 1.25 m, while the 3D acquisition yielded 2.5 x 2.5 m
bins. Although the 2D data densely sampled the subsurface, the complex geology at
the site resulted in data contaminated by out-of-plane reflections and diffractions.

The authors determined that 3D data were necessary to properly image shallow
reflectors and delineate their geometries as 3D data allowed for the migration and
proper positioning of out-of-plane and scattered energy.

House et al. (1996) describe the results of a 3D survey collected in Haddam,
Connecticut. Although they were successful in identifying the bedrock surface using
seismic methods, much of the data were unusable. Several factors contributed to this,
including low fold and offset and azimuthal sampling variations across the survey

area. This particular survey is a good example of the necessity of a well-planned 3D



survey design and the importance of bin-to-bin offset and azimuth distributions.
Barnes and Mereu (1996) reported a 3D SSR survey acquired near London, Ontario,
over unconsolidated glaciolacustrine and till sediments overlying bedrock at ~70 m
deep. Coarse sampling (3 m x 6 m bin size) led to shallow reflector images that were
less favorable than their 2D counterparts due to decreased fold and poor offset
distributions, compared to 2D lines acquired at the same location. Siahkoohi and
West (1998) also reported results of a 3D survey, but [ have not included a
description as their data include interpreted “reflections” that are not likely to be real.
The 3D SSR surveys conducted to this point suffered from low fold, poor
offset and/or azimuth distributions, relatively large bin sizes (coarse gridding), or a
combination of several of the listed factors, resulting in poor imaging of shallow
reflectors. Biiker et al. (1998, 2000) report a comprehensive, high-resolution 3D SSR
survey located in the Suhre Valley, Switzerland. The authors showed that dense
sampling (bin sizes of 1.5 m x 1.5 m) and a relatively high population of near-offset
traces (at least 6 traces <20 m in this case) in each bin were necessary to accurately
image the shallowest reflector, ranging from 15—40 m in depth. Much of the survey
area was covered by ~40-fold data. In short, the authors showed that high-fold data
with well-sampled offset/azimuth distributions and multiple near-offset traces in each
bin are necessary when considering the application of 3D seismic reflection methods
to the shallow subsurface. However, collecting data in such a dense manner does
come with a price. The authors report that it took a 5—7 person crew 85 days to

permit, survey, and acquire the data, covering an area 357 m x 432 m in size.



Other applications of 3D SSR methods have been reported by Villella et al.
(1997), Spitzer et al. (2003), Miller et al. (2004), and Schmelzbach et al. (2007). The
common thread among all of the 3D SSR papers referenced here is that they have
focused on the shallow subsurface (<200m). Considering the extensive use and
development of 3D seismic reflection techniques since the early 1970s, there have
been relatively few shallow applications, mainly due to the high costs of acquiring the
densely sampled data necessary for near-surface use. Even fewer are the number of
papers in the literature that address the application of 3D SSR methods to the ultra-
shallow subsurface (<20 m). Papers authored by Bachrach and Mukerji (2001a,
2004a, b) are the only 3D ultra-shallow seismic references in the literature to date.

This dissertation will focus on the survey design, data acquisition, processing,
and interpretation of ultra-shallow seismic reflection (USR) data and the automation
of 3D USR data acquisition for increased cost-effectiveness. Subsequent chapters
will discuss 3D seismic survey design, the 3D Autojuggie, and examples of 3D USR
applications. Additional topics, such as processing pitfalls, AVO analysis, and ultra-

shallow 2D imaging are also discussed.
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Chapter 2

Overview of 3D Seismic Survey Design
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Introduction
Three-dimensional (3D) seismic reflection surveys have become the standard

in the exploration industry over the past two decades; however, few 3D surveys have
been directed towards the shallow subsurface (<200 m depth) and even fewer have
been conducted targeting the ultra-shallow subsurface (<20 m). 3D survey data are
expensive to acquire because of the necessary short receiver and source intervals,
which can be as small as 10 cm in some cases. Hence, the cost per square kilometer
is exponentially higher in comparison to exploration-scale surveys, and 3D surveys
are often too expensive to be commonly used for environmental and engineering
purposes.

Seismic programs can be broken down into five main categories: planning and
survey design, data acquisition, processing, interpretation, and drilling. Ultimately
the quality of the processed data and subsequent interpretations are dependent on how
well the survey was designed and acquired. Bad data are bad data no matter how
experienced or proficient the processor is and a badly planned 3D survey can end up
being a waste of money and time if it does not meet its objectives. This chapter aims
to summarize some basic concepts of 3D seismic survey design; however, it is not
intended to be comprehensive or to serve as the sole source of survey design
information.

There are many different parameters to account for in the design process, so I

will start with a few definitions, some of which are illustrated in Figure 2.1.
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Inline Direction: The direction that is parallel to the receiver lines.

Crossline Direction: The direction that is perpendicular to the receiver lines.

Receiver Line Interval (RLI): The distance between adjacent receiver lines.

Receiver Interval (RI): The distance between adjacent receivers within a receiver
line.

Source Line Interval (SLI): The distance between adjacent source lines.

Source Interval (SI): The distance between adjacent source positions within a source
line.

Patch: All receivers that are live for any given source location.

Bin: A square or rectangular area whose dimensions are defined by half of the
receiver interval in the inline and crossline directions or by half of the source
interval multiplied by half of the receiver interval for surveys with a coarse
receiver-line interval. All traces in a bin are assumed to have the same
midpoint and will be stacked together in the common midpoint (CMP)
stacking process.

Unit Cell: The area bounded by two adjacent receiver lines and two adjacent source
lines.

Fold: The number of traces in a bin that are stacked together.

Nominal Fold: The highest fold achieved in the center of a patch.

Total Fold: The highest fold achieved over the entire survey area.

Xmin: The largest minimum offset recorded.

Xmax: The largest offset recorded.

13



Aspect Ratio: The ratio of the length to the width of a recording patch.
Migration Apron: Additional area added to a seismic survey to allow for the proper
migration of the data set. The apron will be smaller for geologic settings with

little or no dip and larger for steep dips and deeper reflectors.
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Figure 2.1. Illustration of several of the survey design terms defined in the text. The
blue circles represent receiver locations and the red squares are source points. The
gray square represents a patch where all receivers are live for the four source points

highlighted in the middle. The enlargement depicts a unit cell (bounded by the source
and receiver lines), a bin (the orange box), and the X,
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When designing a survey several factors must be taken into consideration in
determining the survey parameters. The depth of the deepest target is used to
determine the maximum offset (X,,,,) that is necessary and the shallowest target of
interest determines the X, value. Rules of thumb suggest that the X, be
approximately equal to the target depth while the X, should be less than the depth to
the shallowest point of interest. Although these rules generally hold true in
exploration-scale surveys, they do not apply to all situations and often do not apply to
ultra-shallow surveys as we will see in subsequent chapters.

Fold ultimately determines the signal-to-noise ratio (S/N) of the acquired data
and S/N theoretically increases at a rate of the square root of the fold. Figure 2.2
shows a fold map for a 4x48 patch (4 RLs of 48 receivers each). The fold ramps up
on the edges from zero to some nominal value in the center of the patch and is
referred to as the fold taper. The fold taper is not necessarily the same in the inline
and crossline directions and its width is often times equal to roughly one fourth of the
patch size in the inline and crossline directions, respectively. The fold is highest at
the center of the patch and is referred to as the nominal fold. The nominal fold for a
patch is typically lower than that of the entire survey area since the total fold is the
sum of the nominal fold of multiple patches and increases as the patch is rolled across
the survey areas in the inline and crossline directions. Because the fold tapers at the
edges of the survey, the S/N ratio also decreases. To achieve maximum fold over the

target of interest, the survey edges must be extended on all sides to ensure that the

15



target is imaged with the highest S/N possible and is not overlain by the tapered

edges.

mg?’ﬁ
0

Figure 2.2. Fold map of a 4x48 patch. The fold taper builds from zero on the edges
to a nominal fold of thirty-six in the center. The fold taper is much wider in the
crossline direction than in the inline in this case.

Figure 2.3. Fold maps for the 11x20 geometry in (A) for one patch (B), two patches
(C), three patches (D), four patches (E), and five patches (F). Rolling six lines in
each patch eventually produces the low-fold stripe in the center of (E). Rolling five
lines (F) will fill in the low-fold area, but creates a one-bin wide high-fold stripe.
This figure illustrates the fold-striping problems associated with patches of an odd
number of lines.
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Determining the appropriate patch size and the number of lines and stations to
roll is critical to prevent fold striping from occurring. Figure 2.3 shows fold plots for
an 11x20 patch as it is rolled along horizontally. B-E are fold plots for 1-4 patches,
respectively, where the entire patch (11 lines) is rolled over. There is a low-fold
stripe that occurs in the center of the plot from D to E because of rolling the entire
patch. To fill this area in we must roll some number of lines less than 11. The width
of the low-fold stripe is approximately the same as the high-fold stripes on either side,
which indicates that rolling half of the lines should fill the low-fold area in. Since
there are 11 lines, we must choose whether to roll 5 or 6 lines. Figure 2.3f shows the
fold plot that results from rolling 5 lines. We see that this last roll did not produce
another low-fold gap, but instead added a high-fold stripe that is one bin width in
size. If we had rolled 6 lines instead of 5, a low-fold stripe would replace the high-
fold stripe one bin width over. I am using this example to show that using an even
number of lines in a patch makes the survey design process much easier and avoids
the striping pattern. If an odd number of lines are used, there is no way to avoid
striping and the stripes will continue to increase in fold as the patch is rolled
vertically. Fold striping can lead to acquisition artifacts such as footprints, where an
imprint of the acquisition geometry is visible on amplitude-time slices. Acquisition

footprints will be discussed further in a later section.

Offset & Azimuth Distributions

When acquiring 2D seismic data each CMP has an offset distribution, or range

of offsets that are sampled at each CMP location. This distribution is typically very
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uniform because source locations occur at regular intervals along a single line.
Azimuthal distributions are of no concern because data are recorded along a single
plane. The biggest difference between 2D and 3D acquisition is that data are
recorded from many different azimuths. Since the subsurface may exhibit different
properties in different directions, it is important to adequately sample those different

azimuths, including multiple offsets along each azimuth.

Figure 2.4. The offset distribution within a bin can be illustrated by stick diagrams,
such as those shown here. A complete offset distribution would be represented by a
solid black triangle, while gaps in the triangle correspond to missing offsets.

For every source-receiver pair in a patch, there is a corresponding offset and
azimuth that is sampled. A single bin will have as many offsets and azimuths as

traces and their distribution within a bin is predominantly controlled by the fold.

Lower-fold data will have a poorer distribution of offsets and azimuths and higher-
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fold data will have a better distribution, assuming that the increase in fold is due to
the sampling of varying raypaths. Stick diagrams (Figure 2.4) are often used to
illustrate the different offsets sampled within a bin. Each offset is represented by a
stick in a triangle where shorter sticks correspond to shorter offsets and likewise for
longer offsets. If every offset were sampled, the triangle would be solid black. Gaps
in the diagram represent offsets that have not been sampled. As traces are often
moved from bin to bin by dip moveout (DMO) and migration processes, analyzing
one bin is not as important as looking at a group of bins when considering how well a
range of offsets has been sampled. A common rule of thumb is to look at a group that
is the size of the first Fresnel zone. Even offset distributions are desired to aid in
velocity analysis, NMO corrections, and migration. Limited or uneven offset
distribution can lead to aliasing of dipping signal, source noise, and primary
reflections (Cordsen et al., 2000) and may contribute to artifacts such as acquisition
footprints.

Offset redundancy, or the number of times a particular offset is sampled,
should also be considered when analyzing the offset distribution. Figure 2.5 displays
an offset redundancy plot that is commonly utilized in survey design software
packages. Each vertical line represents an individual bin and each colored rectangle
represents a 0.25 m increment with the color indicating the number of times a
particular offset has been sampled. Gray areas along the bin lines represent offsets
that have not been sampled at all. This type of plot is a good quality-control tool for

determining what offsets, if any, are over or under sampled or missing altogether.
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Figure 2.5. Offset redundancy plot indicating what offsets have been sampled in
each bin and how many times. Gray shaded areas indicate offsets that have not been
sampled.

Figure 2.6 shows a 48-fold CMP gather plotted by offset. Although this
gather would be considered “high-fold”, only a limited number of offsets have been
sampled. Many of the trace groups have an offset redundancy of 3 or 4, which can be
seen where multiple traces overlie one another at coincident offsets. This may aid in
increasing the S/N ratio, but there are significant gaps between the trace groups that

make reflection identification and velocity analysis nearly impossible without prior

knowledge of the site and its subsurface properties.
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Figure 2.6. This CMP gather has a fold of 48, but a poor offset distribution. Many
of the offsets have a redundancy of 3—4, where multiple traces overly each other, but
the limited number of offsets sampled makes reflection identification and velocity
analysis very challenging.
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Figure 2.7. The azimuth distribution within a bin can be illustrated by a spider
diagram, such as those shown here. Each leg represents an azimuth for a given
source-receiver pair. The length of the leg indicates the offset.
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Azimuth distributions are most affected by fold, but also by the aspect ratio
(ratio of the length of the patch to its width) of a recording patch. Aspect ratios less
than 0.5 will lead to poorer distribution; while an aspect ratio of 1.0 (square patch)
will produce the best distribution. Azimuth distributions may be presented as spider
diagrams (Figure 2.7) where each leg represents an azimuth from 0-360° and whose
length corresponds to the sampled offset. Azimuth redundancy plots are also a
common method of analyzing which azimuths have been sampled and how many
times for a particular bin (Figure 2.8). Cordsen et al. (2000) warn that a poor mix of
azimuths can lead to statics coupling problems and the inability to recognize

azimuthally dependent variations caused by dip or anisotropy.
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Figure 2.8. Azimuth redundancy plots indicate what azimuths have been sampled
and how many times for a given bin.

Aspect Ratio

As previously mentioned, the aspect ratio of a patch is the ratio of the width of
the patch to its length. For example, a square patch has an aspect ratio of 1.0 and a
patch whose length is twice as long as the width has an aspect ratio of 0.5. Figure 2.9
shows five patches (4x16, 5x13, 6x11, 7x9, and 8x8) with aspect ratios of 0.25, 0.38,

0.55,0.78, and 1.0, respectively.
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Figure 2.9. The five patches illustrated here have dimensions of 4x16 (a), 5x13 (b),
6x11 (c), 7x9 (d), and 8x8 (e) with aspect ratios of 0.25, 0.38, 0.55, 0.78, and 1.0,
respectively.

Figure 2.10 illustrates that as the aspect ratio of a patch increases, the offset
distribution shifts from a near-offset bias to a more uniform distribution. Azimuthal
distribution shows a bias in the direction of the long axis with low aspect ratios,

which becomes more uniform as the patch approaches a square. The plots shown in

Figure 2.10a-e correspond to the patches illustrated in Figure 2.9a-e, respectively.
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Figure 2.10. Plots of offset versus trace count (left), azimuth versus trace count
(center), and the rose diagrams for the patches shown in Figure 2.9a-e, respectively,
with aspect ratios ranging from 0.25-1.0.
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Figure 2.11. Blown-up sections of a NAZ patch (A) and a WAZ patch (B) showing
spider diagrams and the corresponding azimuth-versus-trace count and offset-versus-
trace count plots.
Seismic surveys are commonly referred to as narrow or wide azimuth.
Patches with an aspect ratio of less than 0.5 are narrow azimuth (NAZ), while those
with ratios of 0.6—1.0 are considered wide azimuth (WAZ). Figure 2.11 illustrates a

blown-up portion of a NAZ (A) and WAZ (B) patch with spider plots and their

corresponding plots of the azimuth-versus-trace count and offset-versus-trace count.
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Their aspect ratios are 0.26 and 1.0, respectively. Clearly there is an azimuthal bias
from top to bottom in the NAZ spider plot when compared to that of the WAZ, which
is a square. NAZ patches will produce an offset distribution skewed towards the near
offsets and an azimuthal bias. WAZ patches have a more uniform distribution of
offsets and azimuths, as seen in the figure. Although NAZ patches yield poorer
azimuth distributions, longer offsets are recorded. If laterally varying velocities are
not a problem and long offsets are necessary, NAZ may be more economical to
acquire than WAZ, considering the higher number of channels necessary to record the

same long offsets in a WAZ patch.

Planning a Land 3D Seismic Survey
As discussed to this point, there are many different factors that will affect a

survey design and the recorded data. This section will address a basic step-by-step
approach to designing a 3D survey, although this should be viewed as a general flow
and not set in stone. The most common type of land survey geometry is the
orthogonal design where RLs and SLs are laid out orthogonal to one another. There
are many other types of geometries, each having their own pros and cons, but this
section will focus on an orthogonal geometry for simplicity. The initial stage of
planning a survey should focus on identifying the problem or what the data will be
used for. What is the target of interest? What types of interpretation will the data be
used for? A list of some of the factors to identify includes:

e What is the shallowest layer to be mapped or that is necessary for static

corrections?
e What is the deepest layer to be mapped?

27



What are the resolution requirements?
What is the maximum recorded frequency?
What is the minimum velocity?

What are the maximum dips expected?
What are the S/N requirements?

What is the necessary fold?

What is the target size or area?

Previously acquired data from the survey area can be helpful in determining
dip, velocity, and maximum frequency information. If only 2D data are available, the
necessary fold for comparable 3D data is often less because 3D migration allows for
the proper positioning of energy and eliminates out-of-plane reflections and
diffractions. Some survey design specialists recommend using half of the 2D fold. If
higher frequencies are expected, using a 3D fold equal to that of the 2D is a safe bet
and, depending on its vintage, modern seismic data are likely to be of higher
frequency than older data anyway. A rule-of-thumb presented by Krey (1987)
suggests determining 3D fold by multiplying the 2D fold times the frequency of
interest divided by 100. If previously acquired data sets are not available, preliminary
tests such as walk-away (WA) tests or vertical seismic profiles (VSPs) can provide
the necessary information.

Bin size is often determined based on the desired resolution or continuity of
the data. The equation:

V

min

Ax v = —. b
© 2.0*%F, *sinb
is sometimes used in exploration-scale survey designs, where 4 is the spatial

sampling interval in x and/or y, V,,;, is the minimum velocity, F), is the maximum
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frequency expected, and b is the maximum dip expected to be encountered. This
equation yields the minimum necessary spatial sampling interval, but smaller
intervals may be desirable for shallow and ultra-shallow applications. As one might
expect, higher frequencies, larger dips, and smaller velocities will require smaller bin
sizes. Square bins are desirable to maintain symmetric sampling in both directions;
however, if reflector dip changes with direction, rectangular bins may be used.

Two to three traces that pass through a target are usually enough to image that
target with 3D data, generally speaking, although three to four are even better. Those
two to three traces on a line translate to four to nine traces on a time slice. If the size
of a specific target, such as a channel, is known then another way to determine the
initial bin size is bin size < target size/3. Although this bin size is generally too large,
it does give the designer a starting point to work from (Cordsen et al., 2000).

Once the bin size has been determined, the RI and SI selection are straight
forward since they are just twice the bin size in the x and y directions, i.e.a 1l mx 1 m
bin would yield a RI and SI of 2 m for symmetric sampling. The RLI and SLI are
largely dependent on the required X,,;,, which is based on the shallowest target of
interest. The shallower the target is, the smaller X,,;, needs to be, which leads to
smaller RLIs and SLIs. For a symmetrically sampled survey, the RLI and SLI are the
same. For an orthogonal survey, the RLI and SLI are related to X, by:

X, =(RLI* +SLI*)"*.
Xmax 18 determined based on the deepest target of interest and should be at

least as long as the target is deep. Far-offset traces are often necessary for velocity
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analysis and imaging deeper reflectors. For exploration-scale surveys, the mute
function should also be considered when determining the maximum offset. If
unnecessarily long-offset (wide-angle) traces are acquired, they may be muted due to
NMO-stretch related artifacts or wide-angle artifacts such as phase distortion.
Acquiring these traces is a waste of channels that could be utilized elsewhere and of
the time and money necessary to remove them during processing.

Migration of 3D seismic data is often necessary to reposition energy to its
appropriate subsurface location and to properly image dipping beds and faults.
Because of this a “migration apron” should be added to the survey area to properly
image the target. The migration apron can be large or small and is dependent on the
depth of the reflector and its dip. For a constant-velocity medium, the required
migration apron is given by the equation:

MA=Ztan@,
where M4 is the migration apron, Z is depth, and 8 is the true reflector dip. Curved
raypaths will help to reduce the necessary apron as velocity changes with depth. If a
representative velocity function for the area is available, it can be used to determine
by how much the apron can be reduced. Because dip may not be the same in all
directions, the migration apron should be calculated for each edge of the survey to
ensure that enough data are recorded, but not too many.

The rule of thumb given by Cordsen et al. (2000) suggests using the larger of:
1) the lateral migration movement of the expected dip; 2) the distance required to

record diffractions coming upwards at a scattering angle of 30°; or 3) the radius of the
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first Fresnel zone. The apron may be very small in areas with little or no dip or
lacking shallow reflectors and can be very large in structurally complex areas with
steep dips and/or very deep reflectors.

To this point we have only considered the parameters necessary to properly
image a target; however, these are only a part of the decision-making and survey-
design process. Budget, time, and equipment limitations can also play a role.
Densely sampled data volumes may be ideal for processors and interpreters, but high
fold and small bin sizes may not be economical or may cost more than the budget will
allow. In the field we are limited to the available equipment. Patch sizes must agree
with the number of available channels, hence smaller bin sizes may not be an option

if large maximum offsets are also necessary.

Acquisition Footprints
One of the most common artifacts in 3D seismic reflection data is the

“acquisition footprint”, which may also be referred to as a geometry imprint. An
acquisition footprint is defined by amplitude variations related to the acquisition
geometry that is used to collect the data. They may not be noticeable in data gathers
or inline and crossline sections, but can be very prominent in amplitude slices
displaying the seismic amplitudes for a particular time or horizon. Footprints can be
especially problematic when basing interpretations on time-amplitude slices as they
can mask stratigraphic changes or structural features such as faults and channels

(LaBella et al., 1998).
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To understand what causes an acquisition footprint, let us first consider the
basic processes that traces undergo in a general 3D processing flow. In the most
basic of flows traces will be binned, CMP sorted, NMO corrected, and CMP stacked.
All of the traces within a bin will be sorted into a single CMP gather with each trace
representing a source-to-receiver offset and azimuth. CMP gathers are then NMO
corrected to flatten reflections. All of the NMO-corrected traces within a CMP gather
are then stacked, or summed, together to produce a single trace where the reflections
have been enhanced and random and source-generated noise (SGN) have been
attenuated.

Neglecting AVO effects, random noise, and SGN, a homogeneous and
isotropic medium will yield stacked traces with exactly the same amplitudes for bins
with the same offset distribution, regardless of azimuth. Thus, there will not be a
footprint. However, that is not the case in the real world. Seismic reflection data do
exhibit AVO effects, so traces from different offsets will have slightly different
amplitudes, which will affect the amplitude of the stacked trace. However, if the
offset distribution is the same for every bin, the AVO effects will also be the same,
again yielding stacked traces with the same amplitude and no footprint. If the offset
distribution varies from bin to bin, the AVO effects will also vary to some degree,
yielding some variation in the amplitude across stacked traces.

So far we have established that, in a homogenous and isotropic medium, AVO
can cause a footprint itself, but it is not a problem if there are no bin-to-bin variations

in offset distribution. The same can also be said for SGN. If offset distributions
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remain constant, various wavetrains (ground roll, airwave, multiples, refractions, etc.)
are sampled and stacked in the same manner for each bin, thus there are no amplitude
variations or footprint.

If offset distribution is not consistent among bins, which is likely for land-
based 3D seismic data, SGN will not be continuously sampled spatially. Attenuation
of SGN during stacking is achieved by destructive interference during summing. If
ground roll is not continuously sampled spatially, it will not be canceled out during
stacking and will “leak” through to the stacked volume. Anstey (1986) describes this
and how it can be avoided using the stack-array approach, which results in an
equally-spaced, continuous succession of traces in a gather. Offset-dependent energy
such as primary reflections, mode-converted waves, multiples, SGN, and AVO are
the most likely to be affected by bin-to-bin offset distributions. Random noise is not
offset dependent, so it will not affect amplitudes in a periodic manner.

Now that we have established that offset distribution is a key factor in
determining the presence of a footprint, we can consider how the survey design
parameters and acquisition geometry affect the footprint. Most common acquisition
geometries do not produce uniform offset distributions with the exception of full fold
and swath or parallel geometries (Figure 2.12). Periodicity in the offset distribution
leads to the sampling of the same offsets, which will yield periodicities in the seismic
amplitudes. Similarly, if there is a systematic change in the way offsets are sampled
from bin to bin, then the amplitude effect will also be systematic. Although most

geometries do not produce regular distributions from bin to bin, the distribution can
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be periodic across unit cells, or the area between two adjacent source lines and two

adjacent receiver lines (Figure 2.1).

A B

Figure 2.12. Examples of a full-fold (A) and swath (B) geometry layouts. Full-fold,
swath and parallel geometries produce uniform offset distributions, unlike other
commonly used layouts. A parallel geometry is just like a swath, but with the source
lines shifted to lie between the receiver lines.

Azimuthal distributions can play a similar role, especially in areas with
laterally changing velocities. Azimuthal bias or polarization can lead to amplitude
striping like that shown in Figure 2.13. If subsurface properties are different in
different directions, then the seismic data properties will also change with direction.
Inadequately sampling SGN and reflections in multiple azimuths can lead to

amplitude variations in stacked traces. Aspect ratio plays a key role in azimuth

distribution. NAZ patches will exhibit more of an azimuthal bias, which increases as
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the aspect ratio decreases, while WAZ patches will be less affected as the aspect ratio
approaches 1.0. Figure 2.13 illustrates an example of an orthogonal survey acquired
at a test site near Lawrence, Kansas. The aspect ratio of the live patch was ~0.32,
which led to an azimuthal bias along the long axis evident in the spider diagram
(Figure 2.13c). Even though there are no fold variations in the center of the survey, a

striped pattern is still present due to the long-axis bias of the azimuthal sampling.

Figure 2.13. A time slice (A) from a 3D USR survey, fold and spider plots (B) of the
survey design used to acquire the data, and an enlargement from the middle of the
fold plot (C). Amplitude variations in the time slice correspond to changes in the
azimuthal distribution in the survey design. An aspect ratio of ~0.32 caused an
azimuthal bias along the long axis, which is evident in the data.

Figure 2.14 shows time-amplitude slices that correspond to data collected

using the patches in Figure 2.9a-e. The square patch on the far right (e) exhibits some

amplitude variability related to fold and offset-distribution variations, especially
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towards the edges. In comparison, (a) (aspect ratio of 0.25) is also affected by fold
and offset variations, but the amplitude variations are even more pronounced because

of the azimuthal bias, marked by the vertical striping.
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Figure 2.14. Time-amplitude slices taken from data corresponding to the patches
illustrated in Figure 2.7a-e. Note the vertical striping in (a) caused by a small aspect
ratio (0.25) that is less evident as the ratio increases to 1.0 (e).

Aside from offset and azimuth distributions, the selection of an appropriate
NMO-correction velocity can also impact the amplitudes of stacked traces. Hill et al.
(1999) showed that NMO corrections made with velocities that erred by as little as
5% would lead to amplitude variations. Incorrect NMO-correction velocities will
lead to wavelet shifts that are either too big or too small at progressively farther
offsets, which can destructively interfere in the stacking process.

Acquisition footprint artifacts are usually more prevalent in the shallower

sections of exploration-scale data due to lower fold and lower signal-to-noise ratio.

36



Offset and azimuth distributions that do not adequately sample the 3D wavefield do

not allow for the attenuation and elimination of SGN.

Shallow 3D Survey Design Considerations
The acquisition of SSR and USR data requires dense receiver and source

spacings to properly sample the near-surface wavefield and prevent signal aliasing.
Small intervals are also necessary to take advantage of high frequencies. Knapp and
Steeples (1986a,b) discuss the selection of acquisition and equipment parameters.
Although their papers focused on 2D design, many of the same concepts and rules-of-
thumb still apply to 3D in terms of sampling the wavefield.

The most obvious difference between exploration-scale and near-surface
seismic methods is scale. Surveys with deeper targets of interest often use source and
receiver line spacings in the 100s of meters, while surveys focused on the shallow
subsurface may use intervals in the 10s of centimeters to 10s of meters. While each
survey type has its own challenges, much of the source of error in deeper surveys can
be attributed to the effects of the weathering zone. Considering that a much higher
percentage of shallow data is recorded from the weathering zone (and all of it in
many ultra-shallow cases), SSR and USR data acquisition must deal with unique
complexities not often faced by exploration or to the same degree. Although
exploration surveys combat various types of noise such as surface waves and
multiples, most of the noise contained in the shallow section (direct, refracted,
airwave) is not a problem as it usually exhibits much lower phase velocities than the

target reflections and is simply removed. Near-surface reflections can be totally or
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partially obscured by numerous types of source-generated noise (SGN), creating
limited offset ranges where reflections can be identified.

Early examples of 3D SSR (House et al., 1996; Barnes and Mereu, 1996)
show the importance of regular subsurface coverage, fold, well-sampled offset
distribution, and near-offset traces. Coarse sampling grids (relatively large RLI, SLI,
RI and SI) precluded the imaging of shallow targets and, in some cases, rendered 3D
migration useless because of poor offset distributions among bins. Biiker et al. (1998,
2000) demonstrated the importance of near-offset traces by comparing their
acquisition design and resulting images to those of earlier surveys using the same
data. They determined that, for their particular site, at least 6 traces with source-to-
receiver offsets < the depth of the shallowest reflector were necessary to image it.
Near-offset traces can also improve #) and depth control. 3D methods can produce
images superior to their 2D counterparts, but only if the necessary sampling criteria
are met.

Typical shallow and ultra-shallow surveys may have larger ranges of angles of
incidence than their petroleum-exploratory counterparts and those angles can change
faster with depth. Pullan and Hunter (1985) showed the effects of source-to-receiver
offset and angles-of-incidence on shallow seismic reflections. Synthetic and field
data examples exhibited amplitude and phase variations at source-to-receiver offsets
> the critical distance (X ) (the nearest offset at which refracted energy can be
received). Although this phenomenon is not limited to the shallow subsurface, the

nature of SSR data requires us to be aware of it, especially during the data processing
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stages. SSR data contain numerous types of SGN, including the direct wave,
refracted waves, ground roll, and the airwave. Ultimately the seismic velocity
properties of the subsurface determine the x-¢ relationships of these wavetrains, where
reflections may be observable only at a particular range of offsets, or the “optimum

window” (Hunter et al., 1984), without being masked by other types of energy.
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Figure 2.15. Example 2D common-shot gather with reflections from the top of the
saturated zone (~37 ms) and bedrock (~80 ms), indicated by the arrows. The TSZ
reflection is coherent between offsets of = 6 m; however, the bedrock reflection is not
observable at offsets less than 26 m.

Figure 2.15 shows an example seismogram with reflections from the top of

the saturated zone (TSZ) (~37 ms) and from the bedrock surface (~80 ms). Note that

the TSZ reflection is coherent between offsets of ~+ 6 m, while the bedrock reflection
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is not observed until ~26 m. In certain geologic settings, the optimum window may
be limited to or incorporate offsets beyond X.,;;, where reflected energy is referred to
as post-critical reflection. Why does this matter? The answer is two-fold. If post-
critical reflected energy is of a different polarity, then the pre- and post-critical
reflections can destructively interfere during the CMP stacking process, harming the
resulting image instead of enhancing it. If sufficient pre-critical reflected energy is
not present and the post-critical portion is used for NMO corrections and stacking,
then the resulting CMP-stacked reflection can be out of phase by as much as 180°,
which will lead to erroneous depth calculations. The simple solution suggests tossing
out the post-critical portion of a reflection, but this may not always be feasible.
Figures 2.16 and 2.17 illustrate the range of angles-of-incidence recorded at
various depths with patches having aspect ratios of ~0.32 (NAZ) and ~0.74 (WAZ),
respectively. In both figures, (B-F) represent depths of 1, 5, 10, 20, and 40 m,
respectively. Both the NAZ and WAZ patches record wide-angle traces at the
shallowest depth (1m), nearly all of which would lie in the post-critical range in most
situations. As the target depth increases, the WAZ patch records more traces at
smaller angles-of-incidence. This difference is solely based on the patch geometry,
but this example illustrates how the choice of aspect ratio impacts the recorded data.
A WAZ patch will produce more traces that are closer to vertical or near-vertical
incidence (which is assumed in many processing techniques); however, a NAZ patch
will record a wider range of incidence angles, which may be desirable for amplitude-

versus-offset (AVO) or amplitude-versus-angle (AVA) analysis.
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Figure 2.16. A NAZ patch (A) and the trace counts of angles-of-incidence recorded
for depths of 1, 5, 10, 20, and 40 m (B-F), respectively.
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Figure 2.17. A WAZ patch (A) and the trace counts of angles-of-incidence recorded
for depths of 1, 5, 10, 20, and 40 m (B-F), respectively.

Low-velocity reflections with steep curvatures, such as those produced at the
overburden-bedrock or unsaturated-fully saturated interfaces, are often subjected to
significant stretch due to the NMO-correction process. Wavelet stretch increases with

the source-to-receiver offset and should be removed by way of a stretch mute and
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adequate taper to prevent a decrease in S/N, decreased reflection frequency, and
subsequent loss of resolution. Severe stretch muting is often necessary for shallow,
low-velocity reflections, sometimes as low as 5% (Miller, 1992). Figure 2.18 shows
two 24-fold, 2D CMP gathers that have had an early mute applied to remove the
direct and refracted arrivals. The hyperbolic event at ~23 ms on the left gather is a
reflection from the top of the saturated zone. An NMO velocity of 456 m/s has been
applied to flatten the event, combined with a 23% stretch mute to remove the
significantly stretched wavelets. The fold for this particular reflection has been
reduced from 24 to 9. In comparison, Figure 2.19 displays CMP gathers from the
same survey, but with a deeper reflection from a paleo-channel surface, marked by
the arrows. The gather on the left and right show the reflection before and after NMO
corrections, respectively, using a velocity of 1200 m/s. Because of the lesser
curvature of the reflection, there is less moveout and minimal stretch. Thus, the

effective fold for this reflection remains the same.
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Figure 2.18. Coincident 2D CMP gathers after an early mute was applied to remove
the first arrivals. The hyperbolic event at ~23 ms on the left-hand gather is the
reflection from the TSZ. The gather on the right shows the same reflection after
NMO corrections and stretch muting. The fold has been reduced from 24 to 9.
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Figure 2.19. Coincident 2D CMP gathers after an early mute was applied to remove
the first arrivals. The hyperbolic event at ~32 ms on the left-hand gather is the
reflection from a paleo-channel. The gather on the right shows the same reflection
after NMO corrections. This reflection exhibits less moveout than the TSZ reflection
in Figure 2.18, due to a higher velocity, and subsequently less wavelet stretch.
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The purpose of this example is to demonstrate that fold is not a constant, but
instead varies with time. A survey geometry design may lead to a total fold of 48, for
example, but each reflection will have its own fold value, which may vary in time and
from bin to bin. Reductions in fold may be caused by early muting to remove the first
arrivals, surgical muting to remove the airwave, tail muting to remove ground roll, or
stretch muting to remove the stretched portion of NMO-corrected traces, among other
processing techniques. If the objectives of a survey call for a minimum fold for a
particular reflection of interest, these factors should be taken into consideration. Pre-
survey testing, such as a walk away test, can be used to approximately determine
some of these factors such as the necessary stretch mute for various reflections.
However, it should also be realized that the subsurface properties impose their own
limitations. The shallower a reflection is, the more likely it is that there will be
interference from other energy, such as the direct or refracted arrivals. If a reflection
merges with a refraction and can not be separated, then useable fold can only be
increased by adding more traces at offsets smaller than that at which the two events
are no longer distinguishable (assuming that higher frequencies can not be enhanced).

Clipped seismic traces can also present problems, especially in the ultra-
shallow subsurface (Sloan et al., 2008). Dense receiver and source spacing,
sometimes as small as 5-10 cm, can create a situation where the source energy
overdrives the geophone or saturates the digital word, causing clipped wavelets that,
when filtered, can create hyperbolic “pseudo-reflections” (Figure 2.20). Removal of

clipped traces is required to avoid possible artifacts, which subsequently reduces fold.
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This phenomenon is discussed in more detail in chapter 6. Source testing should be
conducted prior to each survey to ensure that the optimal source is chosen to meet the

survey objectives.
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Figure 2.20. Field records collected with the .22-caliber rifle (left) and .223-caliber
rifle (right) at the same location. Data are displayed with bandpass filters of 200-500
Hz (A), 600-900 Hz (B), and 1000-1300 Hz (C). Arrows indicate hyperbolic events
created by filtering clipped wavelets.
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Figure 2.21. 2D CMP gather from a survey acquired near Lawrence, Kansas.

Figure 2.21 shows a CMP gather from a 2D survey acquired at a test site
located near Lawrence, Kansas. The reflection marked by the pink arrow is located at
a depth of ~7-8 m. Due to a very large vertical velocity contrast (~300-1600 m/s),
which is common in the ultra-shallow subsurface, this reflection is not observed at
offsets less than ~15 m. Using the rule-of-thumb of selecting an X, equal to the
depth of the reflection of interest, there would not even be a hint of this reflection in
the data. This example serves to show that pre-survey testing, such as walkaway
tests, should always be conducted prior to acquiring USR data to ensure that
appropriate acquisition parameters are selected.

This chapter is not intended to be all inclusive or serve as the sole reference
for designing a 3D survey. It is intended to present the reader with some of the basic
terminology and concepts to better understand subsequent chapters on my own survey

designs and why some of the parameters were chosen.
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Chapter 3

Applying 3D seismic reflection methods to the ultra-
shallow subsurface

Results of this study have been published or are currently under review under the
following citations:

Sloan, S. D., Steeples, D. W., Tsoflias, G. P., 2008, Imaging a Shallow Paleo-Channel
Using 3D Ultra-Shallow Seismic-Reflection Methods: SAGEEP, Expanded
Abstracts, 21, 586-578.

Sloan, S. D., Steeples, D. W., and Tsoflias, G. P., 2008, Ultra-shallow imaging using
3D seismic-reflection methods: Near Surface Geophysics, in review.

47



Introduction
There are multiple examples of three-dimensional (3D) shallow seismic

reflection (SSR) surveys in the literature (Corsmit et al., 1988, Green et al., 1995;
House et al., 1996; Barnes and Mereu, 1996; Lanz et al., 1996; Biiker et al., 2000;
Spitzer et al., 2003), but they are still relatively uncommon and 3D ultra-shallow
seismic reflection (USR) surveys are even more rare (Bachrach and Mukerji, 2001a,
2004a,b). The dense source and receiver intervals necessary to properly sample the
wavefield in the shallow subsurface quickly drive acquisition-related costs up as
target depth decreases and this increase is exponentially faster when working in three
dimensions. For example, conducting a 3D survey the size of a football field on a 3 x
3 m grid would require 527 geophone locations, whereas a 1 x 1 m grid would require
9 times that number of locations. Although two-dimensional (2D) data are less cost-
and labor-intensive to acquire, 3D SSR data can yield more accurate subsurface
images and avoid artifacts and misinterpretations caused by out-of-plane reflections
and scattered energy (Green et al., 1995; Lanz et al., 1996).

With the emerging field of hydrogeophysics continuing to grow, the use of 3D
USR and SSR surveys may become even more important. 3D seismic methods allow
the continuous tracking of reflectors in the subsurface, which may allow the
identification of potential flowpaths and/or sinks where contaminants can migrate and
pool. With respect to the remediation of contaminated sites, this gives the advantage
of prioritizing the placement of wells for specific targets and reduces the time and

costs associated with drilling unnecessary wells. The high costs inherent to the
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acquisition and processing of 3D USR data often preclude the method as an
economical option; however, as the protection of our fresh water supplies continues
to become a larger issue, these methods may become a more viable option.

The objectives of the study presented here were to image multiple reflectors
less than 20 m deep, including the top of the saturated zone (TSZ), paleo-channel
features, and bedrock, using 3D USR techniques. A small 3D USR survey was
designed and acquired, covering an area of ~15.5 m by 35.5 m. Data were processed
using commonly applied SSR processing techniques. The test site is an open field
located four miles south of Lawrence, KS in the floodplain of the Wakarusa River
(Figure 3.1). Dickey et al. (1977) characterize the near-surface material as a Wabash
Series silty clay loam. Bedrock consists of alternating layers of shale and limestone
characteristic of the Pennsylvanian System in Kansas. Two-dimensional (2D)
surveys previously acquired at the test site have imaged a channel feature at ~7—-8 m
depth. The channel feature coincides with a linear surface expression, marked by
changes in the soil makeup, which is lower in elevation than the surrounding area
(Figure 3.1).

One of the challenges encountered during processing is the presence of a large
vertical velocity gradient. It is not uncommon for USR and SSR data to be collected
in geologic settings where large velocity contrasts are present. Two common
scenarios where this is likely to be observed include a shallow water table located
within unconsolidated sediments and unconsolidated materials overlying bedrock.

The interface between unsaturated and fully saturated materials can exhibit
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contrasting velocities ranging from as low as 200-300 m/s to 1600 m/s or more in the
span of one or two seismic wavelengths (Birkelo et al., 1987; Sloan et al., 2007). The
velocity contrast between unconsolidated overburden and bedrock has been shown to

vary by as much as 800% (Miller et al., 1989; Goforth and Hayward, 1992).

e
100 m

Figure 3.1. Site map indicating the location of the field site and the position of the
3D survey, which is bounded by the red box. Note the N-S trending surface feature
perpendicular to the survey.

Processing USR and SSR data collected in such an environment can be

challenging, to say the least. The combination of large velocity contrasts and

multiple shallow reflectors often leads to intersecting reflection hyperbolae.

50



Applying normal moveout (NMO) corrections to low-velocity (steep curvature)
reflections may require severe stretch muting to combat stretch-related artifacts
(Miller, 1992); however, NMO correcting intersecting reflections can cause even
more problems (Miller and Xia, 1998). Previous work by Buchholtz (1972) and
Dunkin and Levin (1973) has demonstrated the effects of wavelet stretching inherent
to the NMO-correction process, including amplitude variations, decreasing frequency
and resolution, and decreasing the signal-to-noise (S/N) ratio. Nonstretch-related
artifacts can also be created due to abrupt changes in velocity, including wavelet
duplication and sample compression and reversion (Miller and Xia, 1998).

The negative effects of large vertical velocity gradients on SSR data have
been demonstrated in previous studies (Miller and Xia, 1998; Shatilo and Aminzadeh,
2000; Bradford, 2002; Bradford and Sawyer, 2002; Brouwer, 2002). Bradford (2002)
and Bradford and Sawyer (2002) showed that depth estimates calculated using
interval velocities determined by the Dix equation may exhibit an error of 10-100%
due to NMO-associated errors. The authors suggest applying prestack depth
migration (PSDM), which was found to produce more accurate images at their test
sites.

Miller and Xia (1998) demonstrated the effects of NMO corrections on
intersecting reflection hyperbolae due to large vertical velocity gradients using
synthetic and field data examples. Effects such as stretch, sample reversion, sample
compression, wavelet smear, and duplicate wavelet mapping were shown to require

severe stretch mutes to prevent processing artifacts and a decrease in the signal-to-
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noise ratio (S/N) (Figure 3.2). Such severe muting may ultimately lead to the loss of
reflection signal and degraded stacked sections. The authors successfully employed

an optimum-window based processing scheme where reflections were segregated by
offset and NMO corrected independently, resulting in a more accurate stack than that

produced using a multiple-velocity NMO correction.

souce-l-recatver offset (m)

s 0 126 180 288 Wi 28 0 44

tuna (ms)
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Figure 3.2. NMO corrections applied to intersecting reflection hyperbolae result in
undesirable noise and artifacts that require severe stretch mutes (modified from Miller
and Xia, 1998).

The NMO correction process is not perfect and some of the underlying

assumptions that it is based on may be violated in the shallow subsurface. PSDM

may help to avoid this problem, but the necessary software or computer code and

52



resources to run it may not be readily available. The data presented here were
processed using a scheme similar to that described by Miller and Xia (1998).
Unconsolidated sediment velocities ranging from ~300—-600 m/s overlie a fully
saturated sediment with a velocity of ~1500 m/s, leading to the intersection of
reflection hyperbolae. The NMO correction of optimum-window based subsets for
each reflection produced better images of the ultra-shallow subsurface than using a

velocity function that includes the NMO velocities for all of the reflections.

Survey Design & Acquisition Parameters
Previously acquired walkaway and 2D seismic data (Figure 3.3) have shown

that the TSZ reflection is best recorded at offsets >3-4 m; however, the channel
reflection is not observable at a source-to-receiver offset of less than ~15 m. Bedrock
reflections are observed at a wide range of offsets >~5 m. In order to record the
necessary offsets to image each of the reflectors an orthogonal survey design was
employed with a patch consisting of four receiver lines (RLs), with 48 receivers each,
and twelve source lines (SLs), with 16 source locations each (Figure 3.4). The
receiver and source line intervals (RLI, SLI) were both 2 m, with receiver and source

intervals (RI, SI) of 0.5 m.
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Figure 3.3. 2D CMP gather from a survey previously acquired at the test site. The
TSZ reflection (blue) is coherent at a wide range of offsets; however, the channel
reflection (pink) is not observable until a source-to-receiver offset > 15 m. The
bedrock reflection (green) is observed at a wide range of offsets, although it is
partially obscured by ground roll from ~9—15 m.

Each patch consisted of 192 shots, after which the patch was rolled. There
were a total of six patch locations, including two lateral passes. Three patches were
used in the first lateral pass, rolling two RLs each time in the crossline direction (S-
N). The patch was then rolled in the inline direction (E) by half of the RL length and

the second lateral pass was made in the opposite direction (N-S). This design led to a

total fold of 48. Minimum and maximum recorded offsets were 0.35 and 23.11 m,
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respectively. Due to a limited number of channels and geophones and the long
offsets necessary to image the channel, the resulting aspect ratio of the recording
patch is ~1:3, which leads to an offset distribution shifted towards the near offsets and
an azimuthal bias along the long axis (Figure 3.4). The survey was acquired in ~10
hours with an eight-person crew and a total of 1152 recorded shots. The limiting

factor ended up being the amount of time required to punch the holes for the source.
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Figure 3.4. Survey design and attributes. (A) shows the receiver (blue) and source
line (red) layout and the live patch (light blue and pink). (B) illustrates the resulting
fold diagram, reaching a total fold of 48. (C) and (D) depict the trace counts for
offset and azimuth, respectively, for the survey.

Common midpoint (CMP) data were collected using 192 (4x48) Mark
Products L-40A 100-Hz vertical-component geophones. The source was a .22-caliber

rifle firing short ammunition into ~15-cm deep pre-punched holes. Data were

recorded using a 96-channel Bison and two 72-channel Geometrics StrataView
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seismographs with 24-bit A/D conversion. The sampling interval was 0.25 ms for
256 ms. Elevation data were also collected. Figure 3.5 portrays a shot gather, sorted

by receiver line, from the survey with interpreted reflections indicated by the arrows.
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Figure 3.5. A common-shot gather that displays the data recorded by each of the
four receiver lines in the live patch prior to processing. The top gather is raw and the
bottom gather is displayed with a 175-500 Hz Butterworth filter and a 30-ms AGC

window. The interpreted TSZ (blue), channel (pink), and bedrock (green) reflections
are indicated by the arrows.
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Data Processing
Data were processed using commonly applied techniques as described in

Table 1. The data set was binned (0.25 x 0.25 m) and elevation statics were applied
using elevation data collected at the site. Trace and record editing eliminated noisy
traces caused by bad geophones and records contaminated by noise such as aircraft
passing overhead. Figure 3.6 compares fold diagrams extracted from the survey
design (A) and from the actual data after editing (B). Although the fold plots are

comparable, fold is reduced in a number of bins due to the editing procedure.

CMP Location
0 30 60 90 120

CMP Line

Figure 3.6. (A) shows a fold plot generated using the survey design template. (B)
shows a fold plot constructed from the data after the editing of bad traces and records.
The fold has been reduced in some bins due to the removal of noisy traces.

Table 1: Processing applied to the 3D USR volume.
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Data Processing

Full Data Set * Subset 1
Geometry Definition NMO Corrections ~550 m/s
Binning 0.25x0.25m Subset 2
Trace Editing NMO Corrections ~1075 m/s
Elevation Statics Subset 3
Early Muting 5-sample taper NMO Corrections ~1300 m/s
Surgical Muting 5-sample taper
f-k Muting
CMP Sort
Surface-Consistent
Statics/Velocity Analysis 3 iterations
Offset segregation and muting, 3-sample
Subset Extraction tapers

*Subset NMO Corrections
Merge Subsets

CMP Stack

Butterworth Filtering 175-500 Hz, 18 dB/octave rolloff
AGC 60-ms window

3D Migration Post-stack Kirchhoff time

Early muting was applied to remove the direct and refracted waves and f-k
muting helped to remove a portion of the ground roll. After the necessary mutes were
applied the data were CMP sorted. Surface-consistent static corrections were
iteratively calculated and applied based on velocity analysis of the TSZ reflection
since it is coherent at a wide range of offsets. To account for the intersecting
reflection hyperbolae, the data were divided into three subsets (Figure 3.7). Subset 1
(S1) includes the TSZ reflection ranging in offset from -14.99 to +14.99 m and 044
ms. Subset 2 (S2) includes the channel reflection with offsets > £15.0 m and 044
ms. The third subset (S3) includes the bedrock reflections, encompassing all offsets

and limited in time from 44—100 ms.
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Figure 3.7. Raw shot gather, sorted by offset and including all azimuths, indicating
the presence of reflection hyperbolae before processing. Arrows mark the TSZ
(blue), paleo-channel (pink), and bedrock (green) reflections. The same shot gather is
displayed on the right showing the different subsets including S1 (blue), S2 (pink),
and S3 (green). Data are displayed with a 175-500 Hz Butterworth filter with 18
dB/octave rolloff slopes and a 60-ms AGC window.

The bedrock reflection at ~52 ms, marked by the green arrow in Figure 3.7, is
coherent at a wide range of offsets from ~5-23 m. Including it with the TSZ
reflection could still lead to stretch-related artifacts, hence the necessity of a third
subset. S1 and S2 were segregated based on the optimum window of the channel
reflection, which is not identifiable until a source-to-receiver offset of 15 m. S3 was
removed using a combination of early and tail mutes with a 3-sample overlap. Each
subset was NMO corrected independently with its respective velocity based on picks
made using constant velocity stacks and velocity semblance plots. To account for
lateral velocity variations, velocity picks were made in both the inline and crossline

directions with smoothing applied to the resulting velocity functions. All data were

then merged and CMP stacked. A 175-500 Hz Butterworth filter with 18 dB/octave
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rolloff slopes and a 60-ms AGC window were also applied to the stacked volume.
Interval velocities for the TSZ, channel, and bedrock were ~550, 1485, and 1600 m/s,
respectively. Figure 3.8 depicts the frequency-amplitude spectra for a raw shot gather
(A) and the same gather after applying a 175-500 Hz Butterworth filter (B). Data

containing frequencies upwards of ~400 Hz were successfully recorded at this site.
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Figure 3.8. Frequency-amplitude spectra of a raw field file (A) and after a 175-500
Hz Butterworth filter with 18 dB/octave rolloff slopes.

Several possible pitfalls exist with this processing scheme that should be
noted. Cutting data in time without a taper can result in squared wavelet corners at

the edges, which will mirror the filter operator applied and can produce coherent
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high-frequency events that may stack constructively (Sloan et al., 2008). Even with a
taper, dividing data in time and then recombining can lead to data seams. However,
this was not a problem with this particular data set after selecting an appropriate taper
overlap of 3 samples for the early and tail mutes. Static corrections should be
calculated and applied prior to segregation as they would no longer be whole-trace

shifts and may lead to erroneous results.

Results & Discussion
Figure 3.9 shows a coincident CMP line extracted from independently

processed data volumes. (A) and (B) were NMO corrected using a single velocity
function that included the appropriate NMO velocities for the TSZ, channel, and
bedrock reflections using stretch mutes of 20% and 40%, respectively. The TSZ
reflection is a little smoother and more coherent in (A) due to the more severe stretch
mute; however, the channel feature is very weak. Although the channel feature is
more evident in (B), since more of the necessary far-offset traces are included, it is
still not clearly imaged due to interference induced by the NMO correction of the
intersecting hyperbolae. The bedrock reflections are largely unchanged since they are
coherent at a wide range of offsets. (C) has been processed by NMO correcting the
offset-dependent subsets based on the respective optimum window of each reflection.
The TSZ and bedrock reflections are much the same as in (A) and (B), but the
channel feature is more clearly imaged without the interference of the artifacts

associated with NMO correcting the intersecting hyperbolae.
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Figure 3.9. (A) Stacked section that has been NMO corrected with a single velocity
function including the NMO velocities for each of the reflections and a stretch mute
0f20%. (B) The same as (A), but with a 40% stretch mute. (C) Stacked section that
has been NMO corrected using optimum-window based subsets for each reflection.
(D) Velocity field used to NMO correct sections A-C.

Figure 3.10 illustrates the comparison of the three subsets after independent

NMO corrections and CMP stacking (A) and the same data with the exception that

the data were merged after NMO corrections and prior to CMP stacking (B). Small
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dissimilarities exist, but overall the reflections show the same structure and their

characteristics are much the same.
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Figure 3.10. Comparison of Subsets 1-3 after independent NMO corrections and
CMP stacking (A) and the same NMO-corrected data, but merged before stacking

(B).

The final stacked volume was interpreted using a commercial seismic
software package. Figure 3.11 shows a chair diagram with the interpreted TSZ
(blue), paleo-channel (pink), and bedrock (green) reflections. A 3D rendering of the
interpreted surfaces is displayed in Figure 3.12. The TSZ, paleo-channel features,
and bedrock are located at depths of ~5, 8.2, and 14.4 m, respectively. The
interpreted channel features run approximately N-S and appear to dip slightly to the
north. These features could potentially serve as flow paths for contaminants to
migrate, ultimately settling in topographic lows (Figure 3.13). The channel features
are coincident with a topographic low and soil variation that can be identified in the
aerial photograph in Figure 3.1 as the N-S trending linear surface expression, which is

adjacent to a creek that borders the property and is within 30 m of the survey area.
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Figure 3.11. Chair diagram of the final stacked volume. The interpreted reflections
are highlighted in blue (TSZ), pink (paleo-channel), and green (bedrock).
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Figure 3.12. 3D graphic showing the TSZ (blue), channel (pink), and bedrock
(green) surfaces.
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Figure 3.13. Interpreted channel surface. Cooler colors indicate topographically
lower areas, which may serve as sinks for contaminants to pool.

Figure 3.14 shows two time-amplitude slices from 30 (top) and 31 (bottom)
ms. The two structural lows illustrated in Figure 3.13 are depicted by the black (left)
and red (right) linear features, bound by the green lines on the interpreted slices. The
channel surface in Figure 3.13 indicates that the two structural lows begin to merge
into one to the north. The 31-ms time slice in Figure 3.14 also indicates that the two
features are merging on the north side of the slice. Multiple 2D lines would be
necessary to determine the path of the channel features; however, the surfaces can be
tracked continuously with 3D methods.

The ability to image ultra-shallow structures using seismic reflection
techniques provides a viable alternative to other geophysical methods that may not be
suitable for certain sites or geologic settings. Three-dimensional imaging yields more
accurate representations of the subsurface and can aid in the remediation strategies of
contaminated sites by identifying specific areas where contaminants may pool or

migrate. 3D USR and SSR surveys can be expensive to acquire, but may ultimately
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be more cost effective than the costly drilling of unnecessary boreholes that may

exacerbate the vertical migration of contaminants.
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Figure 3.14. Uninterpreted (left) and interpreted (right) time slices from 30 (top) and
31 ms (bottom). The channel features are marked by the green lines.

Conclusions
The objectives of the study presented here included imaging multiple

reflectors less than 20 m deep in three dimensions, including the top of the saturated
zone, paleo-channel features, and bedrock. The 3D survey was successful and the
results are in agreement with previous studies conducted at the site. Processing the
data by dividing them into offset-dependent subsets based on the respective optimum
window of each reflection was successful in eliminating artifacts of NMO-correcting
intersecting reflection hyperbolae with a vertical velocity ranging from ~300—-1600
m/s. Despite segregating the data set in time, data seams were not a problem in
merging and stacking the subsets after an appropriate overlap taper was selected. It is

possible, however, to generate processing artifacts using subsets, and caution should
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be exercised throughout the processing stage when using this technique to ensure that
quality control is maintained.

The ability to image ultra-shallow structures using seismic reflection
techniques provides a viable option that can be used in conjunction with other
geophysical methods for subsurface characterization, or as an alternative when other
methods that may not be suitable for certain sites or geologic settings. Three-
dimensional imaging allows continuous reflector tracking and yields more accurate
representations of the subsurface, which can aid in the remediation strategies of
contaminated sites by identifying specific areas where contaminants may pool or
migrate. 3D USR and SSR surveys can be expensive to acquire, but may ultimately
be more cost effective than drilling unnecessary boreholes that may facilitate the

vertical migration of contaminants.
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Chapter 4

The 3D Autojuggie: Automating 3D near-surface
seismic data acquisition
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Introduction
Two-dimensional (2D) common-midpoint (CMP) surveys are the most

common means of collecting shallow seismic reflection (SSR) data. Although three-
dimensional (3D) data can provide more detailed subsurface information and help to
prevent misinterpretations that may be caused by out-of-plane reflections (Green et
al., 1995; Lanz et al., 1996), at present it is too expensive and labor intensive to be a
viable option for most shallow applications. The acquisition of 3D seismic reflection
data has become a common practice in the hydrocarbon-exploration industry
(Vermeer, 2002), but is not commonly used for engineering and environmental
applications due to budget limitations and the higher costs per unit area of collecting
3D SSR data. SSR surveys may require receiver and/or source intervals as small as
10 cm to properly sample the wavefield in some ultra-shallow applications. Despite
this, 3D SSR surveys have been reported by Corsmit et al. (1988), House et al.
(1996), Barnes and Mereu (1996), Lanz et al. (1996), Biiker et al. (1998), Spitzer et
al. (2003), and Bachrach and Mukerji (2001a, 2004a,b).

Shallow 3D seismic profiles previously collected have been either low fold
with relatively coarse grids (Corsmit et al., 1988; Barnes and Mereu, 1996; House et
al., 1996; Lanz et al., 1996; Siakoohi and West, 1998) or high fold with denser
spacing (Buker et al., 1998; Spitzer et al., 2003). Although densely-sampled high-
fold surveys provide better subsurface coverage and images, they are much more
expensive to acquire. For example, Buker et al. (1998) reported using an average

field crew of 5—7 people for 85 days to cover a 357 m x 432 m area.
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The cost of acquiring 3D SSR data increases as target depth decreases due to
the necessary increase in source and receiver density; several attempts have been
made to make 3D surveying more cost effective. Spitzer et al. (2001) decimated a 3D
volume into subsets using various acquisition parameters and found that comparable
data could be acquired with 25% of the field effort and 75% less expensive than the
original survey conducted by Biiker et al. (1998). However, this is highly site
dependent and requires prior knowledge of subsurface properties at the test site and
target size and geometry. Van der Veen et al. (2001) discuss using a towed land-
streamer system to collect pseudo-3D SSR data; however, this method limits the
azimuthal range of subsurface coverage and may still include out-of-plane energy.
Bachrach and Mukerji (2001a, 2004a,b) describe a portable geophone array used to
collect dense (0.125 m bin size), 3D SSR data. Their method uses a 2D array of 72
geophones with 0.25 m receiver intervals to be able to move all of the geophones at
once from one location to another using a canvas and PVC pipe frame. Each of the
72 geophones must still be planted by hand with every move of the array, although
accurate location is guaranteed with their method.

The study presented here describes new instrumentation developed to acquire
3D ultra-shallow and shallow seismic reflection data in a more cost-effective manner
than the techniques currently in use. The 3D Autojuggie is capable of hydraulically
planting 220 geophones, with 0.5 m spacing in the inline and crossline directions,
simultaneously in approximately one minute. Likewise, all 220 geophones can be

picked up in the same amount of time so that the entire spread can be moved and
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redeployed. Data acquired using conventional hand-planted geophones and those
collected using the 3D Autojuggie during a walk-away test are compared and have
found to be nearly indistinguishable. Receiver spacing remains fixed and the
geophones remain connected to the cables while the geophones are repositioned,
thereby reducing the amount of time and number of personnel necessary to roll
geophones and cables and the associated costs to do so. Conceptually, this approach

could be expanded to plant several hundred geophones very quickly.

Prior Work

Two-Dimensional
Research at the University of Kansas over the past decade has focused on

developing a more cost-effective method of acquiring SSR data. Steeples et al.
(1999a) showed that comparable seismic data could be collected using geophones
rigidly attached to a wooden board, but they observed a low-velocity mode
introduced into the data by the board. Steeples et al. (1999b) took this initial study a
step further by using a tractor and plow to hydraulically plant 72 geophones mounted
to lengths of channel iron in approximately two seconds. They identified direct
waves, refracted waves, the airwave, and surface waves, but did not record any
reflections. Schmeissner et al. (2001) determined that seismic reflections could be
recorded using rigidly interconnected geophones and determined that the low-velocity
mode was caused by vibrations in the planting implement. Spikes et al. (2005)

demonstrated that the 2D Autojuggie can be used to collect comparable CMP data
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and that processing techniques common to CMP data can still be applied to data
collected using rigidly attached geophones.

Previously acquired data were collected using channel iron as the rigid
medium, so Blair et al. (2003) analyzed the response of geophones rigidly attached to
steel media of various shapes. Their findings show that data collected using steel
media exhibit a damping effect on the airwave and that steel square tubing was the
best medium of those tested. Clark et al. (2004) furthered the study of varying media
by comparing cylindrical steel tubing to other media, such as PVC pipe. Negligible
differences were found and the authors concluded that square tubing remained the
optimal choice due to strength, the square shape, and the airwave damping properties.
An analysis of the effect of the airwave on bar-mounted geophones was conducted by
Vincent et al. (2004). Their study compared airwave coherency with respect to the
orientation of the source to the bar. The authors determined that the airwave is less
coherent and exhibits a smaller amplitude when the source is within 60° of the inline

direction and is most coherent within 30° of the crossline direction.

Three-Component
The studies discussed thus far have dealt only with vertical-component data.

Ralston et al. (2001) collected and analyzed data using rigidly interconnected
Gal’perin three-component (3C) geophones. They concluded that the vertical
component was largely unaffected; however, the transverse and radial components
were severely distorted due to the preferential attenuation of high wavenumbers with

respect to the channel iron. High angles of incidence or low apparent velocities are
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the largest contributors to distortion, which limits the range that useful 3C data can be
collected.

A later study by Ralston et al. (2002) introduced a method of linear filtering to
eliminate the effects of crosstalk in data collected using rigidly interconnected 3C
geophones. Their tests indicated that the seismic wavefield is not destroyed or lost
when using the Autojuggie acquisition device and can be recovered from the data
with an appropriate filter. An important drawback of this method is that the
appropriate filter is not only site specific, but is also specific to each array, meaning a
different filter must be devised and applied for each time the array is planted. 3C
seismic data can be very time consuming and costly to acquire compared to single-
component data and a 3C survey can be 3—5 times more costly in man hours alone.
However, Ralston et al. (2002) determined that 3C data can be acquired 610 times

faster using the Autojuggie than by conventional methods.

Three-Dimensional
All studies conducted to this point have focused on 2D SSR, but research is

now moving into three dimensions. A 2D pilot array (Figure 4.1) measuring 2 m x 1
m was built for 3D SSR testing using steel square tubing, which houses 72 geophones
and can be planted using the front-end loader of a tractor (Czarnecki et al., 2006;
Tsoflias et al., 2006). To avoid the bar-induced noise, the geophones are separated
from the square tubing hydraulically so that they are not touching the array and are
analogous to hand-planted geophones. Testing showed that 3D SSR data can be

collected and are comparable to data from hand-planted geophones (Figure 4.2)
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(Czarnecki et al., 2006). Although this array can be used to collect 3D SSR data, it is
limited by its small size and is only useful for small ultra-shallow surveys that do not
require long offsets. The need to be able to cover larger areas faster and record
longer offsets within the receiver spread has led to the development of the larger 3D

Autojuggie (3DAJ).

Figure 4.1. Photo of the pilot array, capable of planting 72 geophones
simultaneously using the front-end loader of a tractor.
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Figure 4.2. Walkaway data acquired using the pilot array (top) and hand-planted
geophones (bottom) (from Czarnecki, 2006).

3D Autojuggie Description & Operation
The 3DAJ is a~11.6 m (38’) long tandem-axle trailer, weighing ~6,350 kg

(14,000 1bs.), that can be pulled by a truck or tractor (Figure 4.3). The trailer is
comprised of three sections, including the main body and two hydraulically
retractable wings. Eleven receiver lines house 220 geophones (20 geophones per
line), with 5 lines within the body and 3 lines in each wing. Receiver line interval

and receiver spacing are each 0.5 m, but can be increased by multiples of 0.5 m by
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changing the placement of geophones. The 3DAJ contains its own hydraulic system,
including an electric-start gasoline engine. The receiver spread measures 9.5 m long
by 5 m wide, when the wings are in the down position. To make the trailer street-
legal, the two wings fold up over the main body, reaching an overall height of ~3.5 m

(11.5°).

Figure 4.3. Photos illustrating the transition of the 3DAJ from the transportable
“folded” position (A) to the “down” position (C).

76



Figure 4.4. Photos illustrating the geophone-planting process including: (A) before

planting, (B) the geophones being pushed into the soil, and (C) the separation of the

bars so that the geophones are free-standing and unattached to the planting apparatus.
From the transportable folded position (Figure 4.3a), four hydraulic rams (2

on each side) lower the wings to the “down” position (Figure 4.3c). Four more rams

lower the entire trailer body to the ground. The geophones are housed in a grid
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constructed of 5.1 cm (2”) steel square tubing with chamfered holes slightly larger in
diameter than the geophone casing (Figure 4.4). An identical grid, with the exception
of the holes, rests on top of the geophones to hold them in place as they are planted.
Once the geophone spikes are adequately planted, a total of 26 rams (10 on the main
body and 8 on each of the wings) spread the two steel grids apart so that each
geophone is free standing and is not attached to the apparatus. The only difference
between an automated plant and a hand-planted geophone is that the receiver is raised
above the ground surface to allow for the 5.1-cm tall grid to be lowered clear of the
bottom of the geophones. Longer geophone spikes (12.5 cm) are used to compensate
for the height of the geophone above the ground surface (Figure 4.5). To pick the
geophones back up the sequence is followed in reverse where the rams contract to
reposition the geophones in the holes and the entire trailer body is raised back to its
starting position. The hydraulic rams are manually operated by 8 hand levers located

at the front of the trailer.

Figure 4.5. Photo illustrating the difference in spike length for 3DAJ-planted
geophones (top) and hand-planted geophones (bottom).
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Initial Testing & Results
A walk-away test was conducted at the University of Kansas West Campus in

Lawrence, Kansas, on May 15, 2008 to compare data collected with hand-planted
geophones to those acquired with geophones planted using the 3DAJ. Figure 4.6
illustrates the layout of the walk-away test. The control line (hand-planted) was
located adjacent to the 3DAJ line on the outside of the wing (1). 3DAJ and hand-
planted geophone spacing was 0.5 m in the inline and crossline directions. The
source was a .223-caliber rifle firing a single round into pre-punched holes. The
initial source-to-receiver offset was 0.5 m and subsequently moved away at a 10-m
interval for a total of seven shots. Data were recorded using 24-bit A/D Geometrics
Geode seismographs with a 0.25-ms sampling interval and 256-ms record lengths.
Figure 4.7 shows a comparison of the walk-away data collected from the
control line (a) to 3DAJ receiver lines (RL) 1 (b) and 5 (¢). Control-line data and
those from RL1 are nearly indistinguishable, clearly imaging the direct and refracted
arrivals, air wave, ground roll, and multiple reflections. The same events are also
present in the data from RL 5; however, the S/N ratio is slightly lower, which is likely
due to noise caused by the 3DAJ structure itself. Figure 4.8 shows the frequency-
amplitude spectra for the control-line data (black) and RL 1 (gray). The spectra

follow each other very closely and are practically identical.
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Figure 4.6. Diagram illustrating the layout of the walk-away test. The control line
was placed adjacent to the outside 3DAJ receiver line on the left (1). The initial
source location is indicated by the red burst. Subsequent shot points were positioned
at 10-m intervals.
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Figure 4.7. Walkaway data collected with hand-planted geophones (A) and the
3DAJ (B&C). Data in B and C are from RLs 1 and 5, respectively, as displayed in
Figure 4.6. Data are displayed with a 100500 Hz bandpass filter and a 60-ms AGC
window. Trace gaps are due to the removal of noisy or dead traces.
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Figure 4.8. Frequency-amplitude spectra corresponding to the walkaway data in
figure 4.7. Control-line data are represented by the spectrum in black and the
spectrum of the RL1 data is displayed in gray.
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Chapter 5
3D Autojuggie Survey Design & Acquisition
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Introduction
The initial testing of the 3DAJ, described in the previous chapter, showed that

the new, full-size version of the 3D Autojuggie is capable of collecting 3D seismic-
reflection data comparable to those of hand-planted geophones. Based on the
physical performance of the 3DAJ during testing, minor design modifications were
made to prepare for production use. Steel spacers, used to keep the two geophone
frames from crushing the geophones while maintaining a snug fit, were too large.
Consequently, a 1.27 cm (0.5 in) gap remained between the geophones and the upper
steel frame, which allowed some of the geophones to stray from vertical during
planting. Several geophone holes were also too tight, preventing the frame from
sliding off of the geophone casing and locking them in the frame. The next phase of
the project was to acquire a comprehensive 3D USR survey large enough to be
scientifically meaningful. This chapter will discuss pre-survey testing, survey design,
and data acquisition. The field site is the same as described in Chapter 3, located

several miles south of Lawrence, Kansas (Figure 5.1).

Walkaway Test

The site chosen for the 3DAJ survey is the same as that used for the
conventional 3D USR survey discussed previously; however, this survey covered an
area upslope of the previous one. A walkaway survey was conducted in November of
2007 to determine appropriate acquisition parameters and to see if subsurface
properties varied from one location to another. Data were collected using 144 100-Hz

Mark Products L-40A2 vertical-component geophones and a .22-caliber rifle firing
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single long-rifle rounds into ~15-cm deep holes. Since the 3DAJ receiver line
interval (RLI) and the receiver interval (RI) are 0.5 m, a walkaway receiver spacing
of 0.25 m was chosen to make sure spatial aliasing would not be a problem. The total
spread length of 35.75 m was sufficient to record all shallow reflections of interest, so
multiple source locations were not necessary. The receiver line was laid out in a
north-south orientation with the source location offset by 1 m to the south of the
nearest receiver. The walkaway layout is illustrated in Figure 5.2. Data were
recorded by two 72-channel Geometrics StrataView seismographs with 24-bit A/D
conversion using a 0.25-ms sample interval for record lengths of 256 ms.

The data are displayed in Figure 5.3 with the various wave types indicated by

colored lines as follows:

Red: Direct wave

Orange: Refraction from the fully saturated zone

Yellow: Refraction from bedrock

Blue: Reflection from the top of the saturated zone (TSZ)
Pink: Reflection from stratigraphic boundary

Green: Reflection from bedrock

Purple: Air wave

Brown: Ground roll
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Using the walkaway data as a guide, the 3DAJ RLI and RI of 0.5 m should be

sufficient to image the reflections of interest in the 3D survey.

Kansas, USA

—_—
100 m

Figure 5.1. Map illustrating the location of the field site, located near Lawrence,

Kansas. The approximate location of the 3D survey area and walkaway test are
indicated by the red square and blue line, respectively.
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Figure 5.2. Diagram of the walkaway test layout. The source point (SP) is indicated
by the red burst and the receivers are marked by the orange circles.
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Figure 5.3. Walkaway data collected to determine survey design parameters. The
direct wave, refractions, reflections, air wave, and ground roll are indicated by
colored lines, which are described in the text.
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My initial 3D survey design called for a rolling patch, which required multiple
coincident source locations for different patch locations. The limiting factor for
acquisition time in our first survey was the time necessary to punch holes for each
source location. To determine if we could fire multiple shots in the same hole, i.e.
reuse the same holes for different patches, multiple shots were recorded using the
same hole during the walkaway test. Figure 5.4 compares traces from the first three
meters using one (a), two (b), and four (c) shots. The first two records are
comparable with the first arrivals recorded at the same time, 4 ms on the first trace in
each. However, by the fourth shot there is a 1-ms delay in the first arrivals and a

noticeable decrease in amplitude below 14 ms.

Figure 5.4. Comparison of one shot (a), two shots (b), and four shots (c) fired into
the same hole.

Figure 5.5 illustrates the difference in frequency-amplitude plots of the first
(a) and fourth (b) shots. Higher frequencies (above ~250 Hz) are attenuated more

rapidly and there is a notch at ~125 Hz. Discrepancies between the spectra are likely
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to be caused by increased void volume beneath the muzzle and soil-particle
compaction that would increase with each subsequent shot and affect the character of
the source wavelet. It was determined that a source hole could be used twice, but
subsequent shots could cause a change in the source wavelet, which may lead to

adverse effects in the processing stage.
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Figure 5.5. Frequency-amplitude plots from data collected from one shot (a) and
four shots (b) fired into the same hole.
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3DAJ Survey Design

Survey design and attribute analyses were done using a commercial 3D design
package. Since the RLI and RI are fixed on the 3DAJ, the biggest parameters to
determine were the source line interval (SLI), source point interval (SI), minimum
and maximum offsets (Xpin, Xmax), and RL/R rolling parameters. The stratigraphic
reflection is not observable until offsets greater than ~15 m, so Xy,.x was chosen to be
a minimum of 20 m to ensure the event is identifiable and coherent enough to
measure a stacking velocity. SLI and SI were selected as 2.5 m each to obtain even
fold coverage and a well-populated offset distribution in each CMP bin, while
keeping the total number of source points to a minimum. Since the receiver spread is
twice as long as it is wide, the SLs were widened to increase the aspect ratio of the
subsurface sampling area and improve the azimuth distribution. The patch is rolled 5
RLs for each lateral move and 10 receiver stations for each vertical move, or half a
spread in either direction, to minimize acquisition time while maintaining high fold.

Figure 5.6 shows the survey layout (a) and corresponding fold plot (b). The
green, dashed rectangle indicates the area of a live spread, with live receiver and
source lines indicated by light blue and purples lines, respectively. Ultimately the
survey design parameters included 7 SLs with 13 source locations each, spaced 2.5 m
in each direction, 10 RLs with 20 receivers each, spaced 0.5 m in each direction, and
an Xpin and Xyax 0of 0.35 and 21.16 m, respectively, per patch. The patch was
repositioned using receiver-spread rolls of half a receiver-spread length and width

(2.5 m laterally, 5 m vertically). This design led to a total fold of 210 with an
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approximately symmetrical offset-distribution curve. The patch aspect ratio is 0.69,

technically termed wide-azimuth.
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Figure 5.6. Survey layout (a) and corresponding fold map (b). The live-patch area is
indicated by the green, dashed rectangle.

Figure 5.7 displays the offset- (a) and azimuth- (b) distribution curves for the
3D survey design. The majority of the traces fall between offsets of 3—17 m, while
still recording ~2000 traces out to 19 m. This distribution allows us to image the top
of the saturated zone (TSZ), the stratigraphic boundary, and bedrock reflections.
North and south are represented by 0° and 180°, respectively, in the azimuth-
distribution plot. The distribution shows a higher concentration of traces in the 60—
120° range, which is caused by the higher percentage of shots on the east and west

sides of the receiver patch (Figure 5.6). Judging by the trace counts for the two plots,
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(b) does not appear to equal (a), but the azimuth trace count only represents half of

the total traces since it is mirrored in the 180-360° range.

Offset (m) Azimuth (degrees)
0 5 10 15 20 0 60 120 180

Trace Count (x1000)

a b

Figure 5.7. Offset- (a) and azimuth- (b) distribution plots of the 3DAJ survey design.

An offset-redundancy plot is shown in Figure 5.8. This type of plots shows
the range of offsets sampled within each bin. Bins are represented by a vertical line
divided into colored blocks, with each block representing 0.25 m of offset. The color
of the block indicates the number of times a particular offset was sampled, regardless
of azimuth. Bins in the very center of the design have a higher number of near-offset
traces and lower number of far-offset traces. The opposite can be said for bins
towards the outside of the survey. This is due to the design itself, as the low-fold

areas also correspond to the farthest shots in the patch layout.
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Figure 5.8. Offset-redundancy plot for the 3D survey design.

Field Acquisition
Data acquisition spanned two and a half days from June 30-July 2, 2008. The

3DAJ was pulled to the field site using a Ford F-350 truck. The long spikes on the
geophones preclude pre-survey rigging of the geophones and cables as there is not
enough ground clearance beneath the trailer body to prevent damage to the geophones
as it is pulled across high and low spots. It took approximately 2.5 hours to emplace
200 geophones, attach the cables to the frame, and connect the geophones to the
cables. The 3DAJ was left at the field site overnight during acquisition, so this was

not a daily task. Cables were attached to the frame above the geophones, where they
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were least likely to be damaged, using zip ties and electrical tape. Each receiver line
houses 20 geophones; however, the custom seismic cables have 24 takeouts for ease
of use with 24-channel seismographs. To simplify cable placement and geometry
input during processing, the last four takeouts on each cable were left open so that
there was one cable per line to avoid snaking leftover takeouts to the next line.

Figure 5.9 shows several field photographs.

Figure 5.9. Photographs depicting the 3DAJ after planting (a), a close-up of the
geophones after deployment (b), the hand levers used to control the hydraulics (c),
and a platform installed to house the recording equipment (d).

As the 3DAJ moves from location to another, so must the seismographs,

batteries, connector cables, etc. A platform was built that sits within the trailer frame
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(Figure 5.9d) to house the recording equipment. With so many moving parts, this
was especially helpful to ensure nothing was tangled, pinched, or run over during
spread moves.

Once everything was connected and ready to go, the 3DAJ was planted for
production for the first time (Figure 5.9a-b). Planting the geophones took an average
of ~1 minute. The positioning of the axles prevents the geophone frames from
closing completely in the middle of the frame. This led to several geophones either
not planted deep enough or away from vertical. Bad plants were accepted up to 2%
(4 geophones) of the total, as the gain from replanting would be negligible compared
to time lost trying to get every geophone positioned perfectly.

Data were acquired using ten 24-channel Geometrics Geode seismographs
with 24-bit A/D and a field laptop computer. Sampling interval was 0.25 ms for trace
lengths of 256 ms. The receivers were Mark Products L-40A2 100-Hz vertical-
component geophones. The source was a .22-caliber rifle firing single long-rifle
rounds into ~15-cm deep pre-punched holes. It took an average of ~31 minutes to
acquire a complete patch and ~7 minutes to pick up the geophones, reposition the
3DAJ, and redeploy the spread. The first several spread moves were slower, but took
less time as the operator became more comfortable with the hand levers used to
control the hydraulics (Figure 5.9c). As with the conventional survey, the limiting
factor was the time required to punch holes for the source. The weather during the
survey was mild with temperatures in the low 90s and occasional wind gusts. Nearby

mowers and a tractor cutting and baling hay were the most notable sources of noise.
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Data were acquired by rolling the patch along N-S transects. Five patches
were shot along each line, then the 3DAJ was shifted 2.5 m laterally to the east, and
so on. We began the survey by decoupling the 3DAJ from the truck during shooting
to avoid blocking the northernmost source locations. However, this took ~10 minutes
per spread move by the time the truck was backed into position, the trailer hooked up
and repositioned, decoupling the trailer, and moving the truck. After the second
spread move, the 3DAJ was left hooked to the truck to save time and affected source
locations were shifted 0.25 m to the south. This adjustment affected the fold of the
northernmost bins, but only by a small percentage. A four-person crew was used
each day, which allowed two people to record data (one source operator and one
observer) while the other two measured and punched holes for the next spread. This
method worked very efficiently.

Three spreads were acquired the first day, seven on the second, and three on
the third day, for a total of 13 spreads, 1183 source locations, 2600 receiver locations,
and 236,600 traces. Structural failures in the trailer frame on the third day prevented
any further data from being acquired. With so much hydraulic force, weak points in
the frame failed with some bending of the frame and broken welds. To avoid
potentially stranding the 3DAJ at the field site, the survey was halted and the trailer
hauled back to the geophysics shop to be repaired. Although the survey ended
prematurely, ~1225 m” area was covered, compared to ~550 m” in the first 3D survey.
After initial data analysis and processing, it was determined that enough data were

acquired to meet the survey objective—to show that the 3DAJ is capable of acquiring
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3D USR data in production mode—and further data collection was not necessary for
this study. The following chapter will discuss analysis, processing, and interpretation

of the data collected during this survey.
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Chapter 6
3D Autojuggie Processing & Results
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Introduction
The 3D data set acquired using the 3D Autojuggie (3DAJ), discussed in the

preceding chapter, was processed with a flow similar to that described in Chapter 3
using subsets based on the optimum window (Hunter et al., 1984) of each reflection.
Unprocessed common-source gathers are displayed in Figures 6.1-6.3 to show the
presence of reflection hyperbolae prior to processing. Several reflections were
recorded by the survey, including the top of the saturated zone (TSZ) (Figure 6.1),
two stratigraphic boundaries (S1 and S2) (Figures 6.2 and 6.3), and bedrock (BR)
(Figure 6.3). Shot gathers are displayed with a 200500 Hz bandpass filter with 16
and 12 dB/octave rolloff slopes on the low and high sides, respectively, and a 60-ms
automatic gain control (AGC) window. The TSZ, S1, and BR reflections were
coherently imaged across the entire survey area; however, the S2 reflection appears
only on the east side of the area, which will be discussed further in the results section.
This chapter focuses on the data-processing parameters and results of the 3DAJ data

set.
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Figure 6.1. Raw shot gather showing the TSZ reflection, indicated by the blue
arrows.
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Figure 6.2. Corresponding raw shot gathers from the east (left) and west (right) sides
of the survey area. Notice that the S2 reflection, indicated by the orange arrow, is
present in the left-side gather, but not the right.
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Figure 6.3. Raw shot gather displaying the S1 (pink) and BR (green) reflections.

Processing

Preprocessing
Data were processed using Seismic Processing Workshop (SPW) by Parallel

Geoscience. Data were first converted from SEG-2 (recorded format) to SPW-
formatted files to be recognized by the processing software. Survey geometry was
then defined by assigning an (x,y) coordinate to each receiver and source location to
assign each trace to its respective common-midpoint (CMP) location and for accurate
offset and velocity determination. Traces were grouped into 0.5 by 0.5 m bins to
improve offset distribution and provide for more accurate velocity calculations.
Noisy traces and field files were removed from the data set.

Because the two geophone frames on the 3DAJ do not close completely
beneath the trailer axles, there was a gap above the receivers large enough for them to
stray from vertical during automatic planting. In some instances where the

geophones were planted at an angle, the geophone spikes would be in contact with the

101



steel frame. This caused the affected traces to appear ringy, which can be seen prior

to the first arrivals in Figure 6.2, and decreased the signal-to-noise ratio (S/N).

CMP Location

12 35 58 12
210

CMP Line

a

Figure 6.4. Fold plot comparison from data before (a) and after (b) trace editing.

Three shots per spread were fired along the center line of the 3DAJ, within the
trailer frame. A significant number of traces were removed from these records due to
high noise levels; however, there were only three affected shots per spread (39 out of
a total of 1183 in the data set). It is suspected that the increased noise is caused by air
wave reverberations from the 3DAJ frame. Nearby mowers and a tractor baling hay
in an adjacent field to the south also led to the removal of records with high noise

content. Figure 6.4 compares fold plots before and after trace editing. Maximum
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fold was 210 prior to trace editing, after which it averaged ~100 across the area with a
high of ~175. The area covered by the survey is relatively flat topographically and
did not warrant elevation corrections. The data were sorted into CMP gathers
following trace editing (Figure 6.5). Walkaway data are shown in Figure 5.3 for

reference.
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Figure 6.5. CMP-sorted gather with reflections indicated by the blue (TSZ), pink
(S1), and green (BR) arrows.

Muting

Early mutes were picked on CMP gathers to remove first arrivals and were
applied with a Hanning-style 10-sample taper (Figure 6.6a). Surgical mutes were
picked and applied in the same manner to remove the air wave (Figure 6.6b). F-k
mutes were also used to remove low-velocity ground roll and improve S/N. Figures
6.7 and 6.8 illustrate a representative f~k spectrum and corresponding shot gather.

The ground roll (yellow), air wave (gray), and TSZ refraction (orange) are clearly
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visible and appear as linear events with apparent velocities of 180, 335, and 1550 m/s,
respectively. Because reflections are hyperbolic in the x-¢# domain, they are
represented by an area in the f~k domain instead of a line, indicated by the dark green

oval in Figure 6.8.
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Figure 6.6. CMP gathers with representative early (a) and surgical (b) mutes
displayed. The shaded areas mark the muted portions of the records.
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Figure 6.7. F-k spectrum and corresponding shot gather.
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Figure 6.8. Same as Figure 6.7, but with interpreted features. Colored lines indicate
ground roll (yellow), air wave (gray), TSZ refraction (orange), and reflections (dark

green) on both records.
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Subset Division
Data were processed in the same manner as those discussed in Chapter 3 using

optimum-window based subsets to avoid artifacts associated with the normal-
moveout (NMO) correction of intersecting reflection hyperbolae (Miller and Xia,
1998). Figure 6.9 shows a CMP gather with colored rectangles indicating the subsets.
Subset I (blue) includes the TSZ reflection, II (pink) includes S1 and S2 reflections
(where present), and III (green) contains the BR reflection. Subset I includes offsets
up to ~12 m and 048 ms in time. Subset Il encompasses offsets greater than 12 m

and in the same time range. Subset III contains all offsets and 48—100 ms in time.
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Figure 6.9. CMP gather with data subsets outlined by the colored rectangles. Subset
I (blue) includes the TSZ reflection, II (pink) includes the S1 and S2 reflections, and
III (green) contains the BR reflection.

Velocity Analysis/Statics

The location of the conventional 3D survey (~60 m to the east) exhibited

lateral velocity variations in the upper five meters ranging from ~300-600 m/s;
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however, this was not an issue for this survey. Direct wave and TSZ reflection
velocities did fluctuate across the area, but only by ~10-20%. Velocity analysis was
performed using constant-velocity stacks for each reflection with iterative surface-
consistent statics corrections. Velocities were picked at every 5™ CMP location.
Statics corrections were calculated using NMO-corrected CMP gathers by cross-
correlating each CMP gather with the average of a three-gather window. Three
iterations of velocity picking and statics corrections were applied with an allowable
shift of 1 ms for the first iteration and 0.5 ms for each successive iteration. Constant-
velocity-stack ranges used for picking varied from £20 m/s on the first pass, to £10
m/s on the second, and +5 m/s on the final pass.

Figure 6.10 illustrates the change in the TSZ reflection from the first-pass
brute velocity analysis to the final analysis after iterative velocity picking and statics
corrections. Note that the improved reflection coherency is not entirely dependent on
statistically calculated static shifts, but is largely due to the refined stacking-velocity
analysis, evidenced by the alignment of the highs and lows with velocity pick

locations.
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Figure 6.10. Comparison of the stacked TSZ reflection (~20 ms) from the initial
velocity analysis (left) to the final analysis after three iterations of refined velocity
picks and surface-consistent statics calculations (right).

NMO velocities for the TSZ, S1, S2, and BR reflections averaged ~525, 775,
825, and 1300 m/s, respectively. NMO stretch mutes, used to remove overly
stretched portions of the record resulting from the NMO-correction process, were
17% for the TSZ and 30% for all others. Following NMO corrections, the three
subsets were merged into one data volume, and CMP stacked. Data were merged
using a 5-sample temporal overlap to prevent data-seam artifacts. A 195-500 Hz

bandpass filter with 16 and 12 dB/octave rolloff slopes on the high and low sides,

respectively, and a 60-ms AGC window were applied.

Results
Data were interpreted using the Kingdom Suite commercial seismic

interpretation software package by picking reflection horizons on each line in the
inline and crossline directions. Rendered surfaces are directly from the interpreted
horizons and no interpolation has been applied. Four different reflections were
identified during data processing, which are highlighted in Figure 6.11. Selected

colors are consistent with those used in previous figures: the TSZ reflection is
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represented by the blue line, S1 is pink, S2 is orange, and BR is green. Figure 6.11 is
a CMP-stacked line taken from the volume with interpreted reflections. Peaks are
displayed in dark blue with troughs displayed in brown. Velocity increases with
depth and each successive reflection, which would lead to peak-trough-peak wavelet
sequences. Hence, the second blue peak beneath the TSZ interpretation is also part of
the TSZ reflection “packet”, and the same can be said for the S1 and BR reflections.
Dominant frequencies, interval velocities, wavelengths, vertical resolution, and

thicknesses for each reflection are listed in Table 6.1.
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Figure 6.11. CMP-stacked line with interpreted reflections indicated by colored
lines. TSZ is in blue, S1 in pink, S2 in orange, and BR is in green.
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Table 6.1.

Reflection TSZ S$1 S2 BR
Dominant Frequency (Hz) 225 150 150 125
Average Interval Velocity (m/s) 525 1030 1100 1500
Wavelength (m) 2.4 6.9 7.3 12
Vertical Resolution (m) (1/4 A) 0.6 1.7 1.8 3
Thickness (m) 4.7 4.5-6.2 1.9 7

Figure 6.12 illustrates a 3D chair plot of the data volume. Each of the
interpreted reflections is clearly visible in the seismic data. The BR reflection (green)
was interpreted as the blue peak at ~50 ms because of its coherency throughout the
volume. However, there is also a semi-coherent peak immediately above it at ~47
ms, most notably seen on the west side of the volume. The bedrock in this area
consists of alternating layers of shale and marine limestone characteristic of the
Pennsylvanian System in Kansas. It is possible that this discontinuous reflection
marks the top of a weathered shale layer where more coherent rock would provide a
more distinct reflecting interface; however, core samples would be necessary to
confirm this. Because of the coherency and high amplitude of the 50-ms peak, and its
prominent identification in common-source and CMP gathers, it was interpreted to be

the top of the bedrock surface.
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Figure 6.12. 3D chair diagram with interpreted reflections.
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Figure 6.13. 3D surfaces interpreted from the seismic volume.

Each of the 3D surfaces rendered from the interpreted horizons is illustrated in
Figure 6.13. The TSZ and BR surfaces are relatively flat. S1 dips slightly to the east
(down slope and towards the creek), and S2 is relatively flat, but dips downward to

the west where it meets the S1 surface. Horizontal resolution is loosely related to the

AR
Toayys

where V' is the velocity, ¢ is the two-way travel time, and f; is the dominant frequency.

radius of the first Fresnel zone (7r):

The larger the radius, the more horizontal “smear” there is at a point in the
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subsurface. Lower velocities and higher frequencies produce a smaller Fresnel zone
radius and higher horizontal resolution. For the S1 and S2 reflections rr is ~3.7 m,
meaning the exact point where S2 meets S1 and its dip are interpretive at best and can
not be conclusively pinpointed. Higher frequencies would be necessary to further
distinguish the intersection of the two reflections.

Figure 6.14 depicts the top (left) and bottom (right) views of the interpreted
S2 surface with a time-amplitude slice from 30 ms. The selected time slice cuts
through the trough between the S1 and S2 reflections on the east side of the survey
(Figure 6.11) to show the intersection of the two surfaces marked by the transition
from negative amplitude (brown) to positive (blue). This boundary also coincides

with the interpreted western edges of the S1 surface.
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Figure 6.14. Top (left) and bottom (right) views of the 30-ms time slice indicating
the intersection of the S1 and S2 reflections.
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Figures 6.15 and 6.16 illustrate the spatial relationship between the S1 and S2
reflections. S1 (pink) is relatively flat on the west side of the survey area, buts breaks
downward to the east at ~20 m. S2 adjoins S1 approximately at this downward break
and continues eastward with a thickness of ~1.9 m between the two surfaces. The
change in slope of S1 may be indicative of a depositional feature, such as a paleo-
channel, but is unknown without boreholes on either side or a larger-scale survey to

confirm.
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Figure 6.15. 3D view of the interpreted surfaces from the south-southwest.
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Figure 6.16. 3D view of the interpreted surfaces from the south.

The site lies within the Wakarusa River valley and is adjacent to a creek that
drains into the river from the south. Previous seismic studies conducted at the site
(Sloan et al., 2008; Czarnecki, 2006; Vincent, 2005) have imaged depositional
features associated with a fluvial depositional environment, including a paleo-channel
feature. The results of this survey are consistent with previous studies; however, an
additional depositional reflector overlying bedrock was imaged by this study. This
survey is located ~60 m west of all previous seismic lines. Considering the lateral
geologic variations possible in a fluvial environment, it is likely that heterogeneities

in the near-surface unconsolidated materials exist.
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Figure 6.17. Illustration of sediments encountered during drilling. The top layer
represents top soil and a dark brown clay, followed by a stiff light-brown clay, sand,
and a plastic light-gray clay.

A borehole was drilled on October 28, 2008, on the east side of the 3DAJ
survey area to verify the presence and depth of reflectors. A 15.24 cm (6”) auger was
used to drill to bedrock and a split-spoon sampler was used to sample unconsolidated
materials in 0.61-m (2’) sections (Figure 6.17). The upper 0.5 m was comprised of
topsoil and dark-brown clay with organics, followed by 6.6 m of stiff light-brown
clay. No samples were recovered deeper than ~7.2 m, where it was determined that a
sand interval was encountered. The water table was reached at ~4.2 m. In a fully
saturated environment, unconsolidated sand samples are unlikely to be recovered
using a split-spoon sampler. Although further sampling could not be completed, a

spear tip was used to drill deeper to determine the depth of bedrock. Cuttings
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recovered from the augur flights showed a plastic, light-gray clay, which was
continuous to ~13.5 m. At a depth of ~13.5 m, drill advancement was halted which

led the driller to believe bedrock may have been reached.
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Figure 6.18. Plot showing the change in average velocity with depth measured by a
down-hole seismic survey.

A down-hole seismic survey was conducted at the same time to measure the
change in average velocity with depth (Figure 6.18). The source and receiver
consisted of a Mark Products hydrophone and a 1-1b. hammer striking a steel plate
located 2 m from the borehole. Three successive hammer strikes were recorded at 1-
m depth intervals and stacked to improve the S/N ratio. Data were recorded using a
Geometrics Geode with 24-bit A/D conversion and a field laptop. The sampling

interval was 0.125 ms. Foam padding was placed in the top of the hole to dampen
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noise from the hydrophone cable and prevent air wave contamination. Wall failure in
the uncased hole prevented sampling of the entire interval, but measurements were
made from the water table at ~4.2 m to a depth of 11.5 m. Hydrophones are sensitive
to changes in pressure and must be submerged for accurate measurements. Because
of this requirement, the first measurement was made just beneath the water table
instead of beginning at the surface.

Results of the down-hole survey and drilling correlate relatively well with the
interpretation of the 3DAJ data set. The average down-hole velocity to the water
table was ~496 m/s, while the surface seismic exhibited an average velocity of ~525
m/s. The average down-hole velocities to the top of the sand (S2) and top of the gray
clay (S1) were ~695 and 815 m/s, compared to surface-seismic velocities of ~775 and
825 m/s, respectively. Velocity errors of 10% are not uncommon considering that the
velocity for a common midpoint is determined using traces whose raypaths traverse
different parts of the subsurface (and varying properties) spanning an area and not a
point.

Drilling showed the presence of a sand layer at 7.2 m overlying a clay layer at
a depth of 8.7 m, which correspond to the S2 and S1 reflections, respectively. Depths
to the sand and clay layers were determined to be 9.2 m and 10.9 m using the 3D
seismic data. This discrepancy is likely explained by an overestimation of NMO-
correction velocities, where surface-seismic velocities were consistently higher than
down-hole velocities by 6-10%. The best match between the down-hole and surface

velocities was from the sand interval, which were 815 and 825 m/s, respectively.
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Drilling determined that the sand layer is ~1.5 m thick, compared to the seismic

estimation of ~1.9 m.

Discussion
Despite its advantages, the 3DAJ also has some limitations. It is not well

suited for rough topography. The wings and main body can be operated
independently of each other, which provides some ability to deal with small changes
in topography, but because of the rigid frames abrupt changes such as ditches will
present acquisition obstacles. Recording source locations within the frame is also
problematic. The foremost concern is safety and one must be very cautious when
moving over, under, or around the frame. Because there is so much material in a
confined space, i.e. multiple horizontal and vertical steel bars, axles, tires, hydraulic
cylinders and lines, etc., much of the data recorded within the frame are contaminated
with airwave reverberations. Depending on the survey design parameters, skipping
source locations in the middle will lead to gaps in subsurface coverage and a loss of
near-offset traces. Possible solutions include wrapping the square tubing with foam
padding, or something comparable, to reduce the echo effect or compensating for the
missing offsets with additional shots around the edges of the 3DAJ.

Practical acquisition considerations include the accurate measurement of
spread locations. The 3DAJ can be difficult to maneuver to a precise location and
bearing in confined areas. For ultra-shallow applications spread positioning errors as

small as 0.25 m can make a difference in fold and CMP coverage. Conventional
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surveying techniques or GPS coordinates of the four corners of the 3DAJ would aid
in correctly positioning traces and bins in the subsurface during geometry assignment.

In general, the limiting time factor in planting geophones is the rate at which
the hydraulic system can raise and lower the different components; however the
operator is the biggest variable. As all of the components are manually controlled
using hand levers, the level of experience and familiarity of the operator with the
controls can definitely make a difference. The overall factor that affected acquisition
time, both in this survey and the previous, was the time required to punch holes for
the source. The development of a better method to punch holes or a high-frequency
source that does not need holes would increase the efficiency of acquisition.

Future testing with the 3DAJ may include adapting it for use with three-
component (3C) geophones to acquire 3D-3C data, which would require minor
modifications to the geophone frames to allow increased separation or modified
geophone-spike couplers. Surface-wave recording is also a possibility as the 3DAJ
would allow multiple lines to be recorded simultaneously to develop a pseudo-3D

shear-wave velocity profile of the subsurface.

Conclusions
This study has shown that the 3DAJ is capable of acquiring 3D near-surface

seismic-reflection data and is more efficient than conventional acquisition methods in
some instances. A survey area of ~1225 m” was covered in ~19 hours with a crew of
four people and a total fold of 210. In comparison, the previously acquired 3D survey

at the same test site covered an area of ~550 m” in ~10 hours with a crew of 10-12
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people and a total fold of 48. This represents an 18% increase in square meters
covered per hour, a 60—-67% decrease in labor, and a 500% increase in fold. Several
reflectors less than 20 m deep were imaged and stratigraphic boundaries were
confirmed by drilling.

Other factors to be considered that cannot be directly measured are the
efficiency and morale of the crew. Every geophone planted by the 3DAJ is one that
does not have to be planted by hand resulting in less physical labor. Happy
crewmembers with less fatigue are likely to translate into increased efficiency and
more source locations recorded per day. Developments, such as the 3DAJ, that
increase acquisition efficiency and lower the cost of collecting 3D seismic data may

lead to more widespread use of 3D USR and SSR techniques in the future.
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Chapter 7

Seismic response to partial water saturation

Results of this study have been published under the following citations:

Sloan, S. D., Tsoflias, G. P., and Steeples, D. W., 2006, Frequency effects of the
partial water saturation zone thickness on shallow seismic reflection data: 76"
Annual Meeting, SEG, Expanded Abstracts, 1362—1366.

Sloan, S. D., Tsoflias, G. P., and Steeples, D. W., 2007, Seismic AVO variations
related to partial water saturation during a pumping test: 77" Annual Meeting,
SEG, Expanded Abstracts, 1212—-1216.

Sloan, S. D., Tsoflias, G. P., and Steeples, D. W., 2007, Shallow seismic AVO
variations related to partial water saturation during a pumping test:
Geophysical Research Letters, 34, 1.22405, doi: 10.1029/2007GL031556.
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Introduction
High-resolution shallow seismic reflection experiments were conducted to

image the cone of depression during and after a pumping test of an agricultural
irrigation well. Although variations in the reflection time from the top of the
saturated zone were not observed, frequency and amplitude-versus-offset (AVO)
analysis revealed changes in reflection character that correlate temporally and
spatially to expected changes to the partially saturated zone induced by the pumping
and recovery of the aquifer. The AVO responses exhibit dependence on aquifer
drawdown and recovery cycles and the distance from the pumping well. We propose
that near-surface soil heterogeneity and relatively rapid changes in the water table
elevation during irrigation cycles caused a thickening of the partially saturated zone
above the water table, which resulted in detectable changes in seismic reflection
amplitudes and dominant frequencies. This study offers insights about the response
of shallow seismic reflections to changes in subsurface water saturation and the
potential application of seismic techniques to hydrogeophysical problems.

Multiple attempts have been made to image the cone of depression around an
agricultural pumping well using shallow seismic reflection (SSR) techniques (Birkelo
et al., 1987; Johnson, 2003; Sloan, 2005), however none have been successful. The
experiment by Birkelo et al. (1987) was unsuccessful in part due to a previously
unknown clay layer that produced a perched water table. However, the authors
observed a decrease in the dominant frequency of the reflection from a survey

acquired before pumping in comparison to one collected while the water table was at
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maximum drawdown. The study described here was intended to image the cone of
depression by conducting multiple SSR surveys during and after a pumping test at a
site near Clay Center, Kansas (Figure 7.1). The field site was an agricultural field
located in north-central Kansas. The water table was located at ~5 m depth in an
unconfined aquifer comprised of unconsolidated sands and gravels, coarsening
downward below the water table. A hand-augured hole at the site revealed ~5 m of
fine-to-coarse sand with a 0.3-m thick silty-sand layer at ~3.1 m depth. An
observation well installed ~6 m from the pumping well showed a water table
elevation change of ~0.5 m at maximum drawdown.

Despite water table fluctuations of ~0.5 m, which were within the resolution
limits of the seismic data, we were unable to observe temporal changes in the
reflection from the top of the saturated zone (TSZ) that were attributable to pumping.
However, AVO analysis of the data revealed seismic amplitude variations that
correspond to differences in the applied pumping stresses and distances from the
pumping well. We suggest that the thickness of the partially saturated zone (PSZ)
above the water table is affected by a continuous cycle of pumping and recovery of an
unconfined aquifer. Relatively rapid changes in the height of the water table in
concert with small-scale soil heterogeneities have caused a thickening of the PSZ,
which results in detectable changes in the AVO response of the TSZ reflection.
Figure 7.1 illustrates the zone affected by pumping where (A) represents the water
table surface prior to pumping and (B) is the water table during pumping once it has

reached steady-state conditions, forming the cone of depression.
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Figure 7.1. Illustration of the field site located near Clay Center, Kansas. The
location of the seismic lines is indicated by the red line.

In order to relate the observed changes in reflection amplitude to the
subsurface, we consider how the seismic properties of the subsurface might change as
a result of the pumping cycles. The water table represents the fully saturated
interface where water pressure is equal to atmospheric pressure. Immediately above
the water table is the fully saturated capillary fringe, which underlies the PSZ. At
steady-state conditions the thicknesses of the capillary fringe and PSZ are controlled
by the grain size of the surrounding sediments. The enlarged section in Figure 7.2

depicts the increase in water saturation (S,,) from some residual value in the
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unsaturated zone to 100% in the fully saturated zone. During pumping, pore-bound
water may remain above the drawn-down water table and as water levels return to
pre-pumping conditions air can be trapped in the pore space beneath the water table.
Such conditions would be expected to influence the seismic-velocity profile of the

PSZ.
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Figure 7.2. Illustration showing the water table before pumping (A), during pumping
(B), and the zone affected by the raising and lowering of the water table. The
enlarged section illustrates the soil-moisture profile.

Knight and Nolen-Hoeksema (1990) showed the effects of partial saturation
on P-wave velocity (¥),) in a sandstone using two different methods of varying water
saturations (Figure 7.3). One method increased S,, through imbibition, yielding
velocities similar to those predicted by the Biot-Gassman-Domenico equations
(Domenico, 1976) where velocities remain relatively constant with increasing

saturation and increase very rapidly at saturations greater than ~90%. The second

method achieved partial saturation through drainage, where velocities follow more of
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a curved path on the graph and increase exponentially with increased water
saturation. These observations were made at the pore scale using ultra-sonic
frequencies and consolidated sandstone samples under laboratory conditions. We
suggest that analogous seismic velocity behavior, although not at the pore scale, will

result in the PSZ from drainage and imbibition during irrigation cycles.
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Figure 7.3. Plot displaying the changes in P-wave velocity with water saturation
(from Knight and Nolen-Hoeksema, 1990).

Mavko and Mukerji (1998) relate this difference in velocity response to
patchy and uniform saturation (Figure 7.4). They define uniform saturation as fine-
scale, uniform mixing and patchy saturation as heterogeneous saturation on a coarser
scale. They determined that patchy saturations always lead to higher velocities than
uniform saturations. Saturation scales separating uniform from patchy behavior may

be from 0.1-1 cm in the laboratory to tens of centimeters in the field.
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Figure 7.4. Illustration depicting the (A) patchy and (C) uniform saturation curves as
upper and lower velocity bounds. (B) represents the velocity profile used in the
numerical model discussed later (modified from Mavko, 2003).

In a homogenous medium, such as a clean, well-sorted sand, water will drain
evenly as the water table is lowered, resulting in a vertical translation of the PSZ
(Bevan, 2005). However, at our field site, thin, discontinuous clay layers interbedded
with fine- and medium-grain sands form small scale heterogeneities. These varying
near-surface soils have different field capacities, i.e. different abilities to retain
moisture under gravity drainage. As the water table is drawn down, clays and silts
will retain greater amounts of water than well-sorted sands causing patchy saturation.
Localized areas of higher water saturation, which can be on the scale of 10s of
centimeters, will influence the seismic response. During imbibition, sediments will
saturate more evenly, which is akin to uniform saturation. Although it is possible that

the TSZ reflection coincides with a change in stratigraphy, we do not believe that a
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stratigraphic boundary is the controlling factor of the AVO response that we are
observing in the data. Similar to our study, prior shallow seismic reflection
experiments of fluctuating water table surfaces did not show changes in reflection
times (Birkelo et al., 1987; Johnson, 2003).

We propose that we are observing a hysteretic effect analogous to that of
Knight and Nolen-Hoeksema (1990), but on a larger scale due to patchy saturation
caused by small scale subsurface heterogeneities. At the pore scale, hysteresis is
possible because no interpore communication occurs with ultrasonic frequencies and
seismic velocities are affected by fluid distribution (Endres and Knight, 1989). At
lower frequencies interpore communication does occur and the pore contents act as a
single effective pore fluid (Endres and Knight, 1997). Therefore a homogeneous
medium will not exhibit a hysteretic velocity behavior. At our field site we suggest
that lower frequencies respond to a velocity hysteretic effect caused by patchy
saturations. Endres et al. (2000) also reported localized areas where, as the soil-
moisture profile translated downward, sediments had higher water saturation and
were detectable by GPR.

Sengbush et al. (1961) describe the effects of various velocity functions on a
reflected wavelet as a process of linear filtering. A sharp interface represented by a
step-velocity function produces a reflection having the same waveform as the source
pulse. A gradational interface represented by a ramp-velocity function produces a
reflection that is the integrated source pulse. The effect of moving from a step-

velocity function to a ramp-velocity function on a reflected wavelet is an overall
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lowering of the wavelet frequency and decrease in amplitude (Figure 7.5). Velocity
changes related to imbibition would correlate with uniform saturation, approximated
by a step-velocity function, and those related to drainage would correlate to patchy

saturation, approximated by a ramp-velocity function.
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Figure 7.5. Illustration of the effects of a ramp-velocity function on a reflection with
changes in slope (from Sengbush et al., 1961).

Data Acquisition & Processing
Common mid-point (CMP) seismic reflection surveys were conducted in the

summers of 2003 and 2004 to image changes in the TSZ reflection during pumping of
an agricultural irrigation well. The first survey (A) was conducted on August 13,
2003 after the pump had been allowed to run continuously for three days. Following
aquifer recovery, ~18 hours after the pump was turned off, a second survey (B) was
acquired. A third survey (C) was shot the following summer when, due to cooler

temperatures, the pump had not been run for at least two weeks and water table
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fluctuations had been limited to natural processes. The pump was located ~5 m away
from the east end of each of the surveys.

Each survey was conducted using 144 Mark Products L.-40A2 100-Hz
geophones planted at a 10-cm interval. The source was a .22-caliber rifle firing single
short-rifle ammunition into 15-cm deep pre-punched 2-cm diameter holes. The
source interval was 10 cm beginning and ending 5 m off of each end of the spread.
Data were recorded using two Geometrics 72-channel StrataView seismographs with
24-bit A/D conversion, 256 ms record lengths, and a 0.25 ms sampling interval.
Acquisition parameters were identical for each survey, with the exception of the shot
holes of (B) being punched on the opposite side of the spread from (A) to avoid using
the same holes.

Data were processed using techniques common to CMP seismic processing,
including geometry definition, elevation corrections, trace editing, bandpass
frequency filtering, early muting, f~k filtering to remove pump noise, CMP sorting,
NMO corrections, iterative residual statics, CMP stacking, and AGC (60 ms
window). Figure 7.6 shows the processed sections with selected horizons overlain.
Horizon times and frequencies were picked using a commercial seismic interpretation
software package. Data used for the AVO analysis were processed using commonly
applied techniques for AVO data, as described by Castagna (1995) and Resnick
(1995), to avoid unwanted changes in the amplitudes. Processes included geometry
definition, elevation corrections, spherical spreading corrections, f-k filtering, CMP

sorting, NMO corrections, and partial stacking.
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Figure 7.6. SSR stacks showing data collected at steady-state conditions during (A)
drawdown, (B) recovery, and (C) undisturbed hydrologic conditions.

AVO Analysis
Although AVO methods and techniques are widely used in hydrocarbon

exploration, little work has been done in shallow subsurface investigations. The near
surface presents complexities that must be overcome to provide a data set of high
enough quality to perform AVO analysis. The air wave, refractions, direct wave, and
surface waves often prevent a wide range of offsets from being used due to
interference with the reflections. Despite the associated problems, there are a few

examples of SSR AVO studies (Bradford et al., 1997; Bachrach and Mukerji, 2001;
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Waddell et al., 2001). Bachrach and Mukerji (2001) showed that the
unsaturated/saturated sand interface exhibits an increase in reflection amplitude with

increasing offset.
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Figure 7.7. CMP supergathers from data collected during pumping (left), after

pumping (center), and with no pumping (right). Data have been displayed with a -3
dB gain to illustrate trace-to-trace amplitude changes.
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Supergathers were created by partially stacking the common offsets of five
adjacent CMP gathers (Figure 7.7). Each CMP gather was separated by 5 cm,
spanning a distance of 20 cm. Each of the three data sets was normalized to its
respective RMS amplitude. The RMS amplitudes were calculated for each trace from
a window around the TSZ reflection from 32—48 ms for offsets ranging from -1 to +1
m in 10-cm increments. The supergathers displayed in figure 7.7 show data collected
during pumping (drainage), after aquifer recovery (imbibition), and from the
following summer when the pump was not used. The TSZ reflection consistently
occurs at ~35 ms; however, the data collected during drainage (left) exhibit

noticeably lower amplitudes and lower frequencies.
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Figures 7.8a-c show plots of the relative amplitude versus CMP offset within
a supergather for a range of distances from the pumping well during drainage and
imbibition. The AVO response is represented by exponential curves fit to the data
points using least-squares regression. For all distances from the pumping well,
imbibition reflection amplitudes are greater than drainage reflection amplitudes, and
reflection amplitudes increase overall with increasing offset. As the distance of the
CMP supergather from the pumping well increases, the relative amplitude of each
curve increases. Furthermore, the separation between the two amplitude curves in
each plot is greatest near the pumping well. This effect is illustrated in Figure 7.8d

using the difference of the two curves for each distance.
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Figure 7.8. AVO curves from data collected during (drainage) and after (imbibition)
pumping for CMP supergathers at three different distances from the pumping well (a-
c¢). (d) shows the difference between the two curves for each distance.

Figures 7.9a and b show plots of relative amplitude versus CMP offset within
a supergather for a range of distances from the pumping well for data collected during
drainage and data from the following summer when the pump had not been used,

respectively. During drainage, the relative amplitudes increase as the distance from

the pumping well increases. In comparison, the amplitudes of the data acquired

135



without pumping remain relatively consistent despite changes in the distance from the

pumping well and display higher amplitudes than the drainage data.
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Figure 7.9. AVO curves for all data collected during pumping and without any
pumping are illustrated by (a) and (b), respectively.

AVO Results
The graphs in Figures 7.8 and 7.9 show that seismic data collected during

drainage exhibit lower amplitudes than those acquired both during imbibition and at
no pumping conditions. This seismic amplitude relationship to pumping condition is
observed at all distances from the pumping well and at all offsets within the
supergathers. This observation is consistent with the seismic response expected from
a patchy saturation velocity profile formed by drainage. Furthermore, the lowest
amplitudes are observed at the supergather closest to the pumping well. As the
distance of the supergather from the pumping well increases, so do the amplitudes,

suggesting an increasingly sharper velocity transition away from the pumping well.
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As illustrated in Figure 7.2, drawdown will decrease as the distance from the
pumping well increases. This response is illustrated by Figure 7.8d where as the
distance from the pumping well increases, the separation between the curves
decreases. Thus, as the distance from the pumping well increases, both hydrologic
and geophysical responses decrease, suggesting a causal relationship. Figure 7.9a
shows that as the distance from the pumping well increases, the amplitude increases
while the pump is running. However, when the pump was not used and the water
table was not drawn down, as in Figure 7.9b, the curves are clustered together and
display higher amplitudes. These results further suggest that changes in the thickness
of the PSZ due to elevation changes of the water table result in corresponding
detectable seismic reflection amplitude changes.

At undisturbed water table conditions (no pumping) it is expected that the PSZ
will exhibit the most abrupt seismic velocity transition from unsaturated to fully-
saturated conditions (step velocity function). As the water table is drawn down
(drainage) and the thickness of the PSZ increases, the seismic velocity profile shifts
from a step-velocity function to a ramp velocity function, where velocity increases
incrementally instead of abruptly (Figure 7.5). The change in slope of the ramp-
velocity function leads to lower seismic reflection amplitudes (Sengbush et al., 1961)
and frequencies (Wolf, 1937). As the water table returns to equilibrium (imbibition)
and the thickness of the PSZ decreases, the slope of the velocity ramp more closely
approaches a step-velocity function. This leads to an increase in reflection

amplitudes and frequencies relative to those during drainage. The same PSZ
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disturbance behavior explains the seismic response as the distance from the pumping
well increases and the drawdown of the water table decreases. At distances farther
from the pumping well there are smaller changes in the elevation of the water table
and a lesser effect on the thickness of the PSZ, which would lead to increasingly
higher reflection amplitudes at farther distances. The observations of shallow seismic
reflection amplitude response during pumping cycles are in agreement with the
suggested PSZ thickness changes and analogous to the seismic velocity response to
varying water saturation presented by Knight and Nolen-Hoeksema,(1990), and
Mavko and Mukerji (1998).

Changes in the TSZ reflection amplitude may serve as an indicator of
permeability near the water table. A more homogeneous and permeable material,
such as a clean or well-sorted sand, would allow more uniform drainage during
drawdown. Uniform drainage would have a lesser or no effect on the thickness of the
PSZ, resulting in a smaller change in seismic amplitude. Conversely, lowering the
water table in poorly-sorted heterogeneous soils would increase the thickness of the
PSZ and exhibit a larger variation in amplitude. The results of this study could yield
a more accurate representation of subsurface hydraulic properties when used in
tandem with techniques that are sensitive to pore fluids, such as ground-penetrating
radar and electrical methods. These techniques may also prove useful in
understanding changes in water table and saturation fluctuations, which may be
desirable in time-lapse studies at contaminated sites where non-invasive techniques

might be necessary.
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Frequency Effects

Model Description
To test our hypothesis of a decrease in reflection frequency with increasing

thickness of the PSZ, we created a density-normalized model of the subsurface
(Figure 7.10) that represents the PSZ as a wedge of increasing thickness. The wedge
is subdivided into multiple layers with increasing velocities. The velocities used for
the unsaturated (295 m/s) and saturated (1650 m/s) zones were derived from the field
data. The velocity profile used for the wedge was determined using the previously
mentioned work of Knight and Nolen-Hoeksema (1990) and Mavko and Mukerji
(1998) by choosing an exponential curve that lies between the approximations of the
upper and lower bounds. Heterogeneity within the subsurface sediments can cause
changes in the height of the capillary fringe and roughness of the
unsaturated/saturated interface, which led us to base our V,/S,, function on patchy
saturation where fluid and gas phases are mixed at a coarse scale. The velocity

function exhibits a higher rate of change as water saturation approaches 100%.
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Figure 7.10. Illustration of the subsurface model used in modeling the effects of
changes in thickness of the PSZ (the wedge).

Synthetic seismic traces were generated using a finite-difference elastic wave-
equation model that is fourth order in space and second order in time (Macy and
Schmeissner, 1998). The subsurface model was represented by a 1-cm by 1-cm grid
of nodes that is 15 m long and 10 m deep. The slope of the wedge is ~3° reaching a
maximum thickness of 55 cm at the edge. A single vertical-incident trace was
produced every 1 m along the wedge beginning 20 cm from the start of the wedge.

Figure 7.11 shows the resulting TSZ reflection from the model with wedge thickness

increasing from 0-55 cm from left to right.
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Figure 7.11. Synthetic traces representing the effect of the PSZ on SSR data.
Although subtle, the trough broadens as the PSZ is increasing in thickness from left to

right.
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Frequency Results
Comparison of the three field seismic data sets shows that they are very

similar in appearance. The trough bounded by the green and blue horizons in figure
7.6 appears to narrow from survey A to B to C, respectively. Figure 7.12 illustrates
the time differences between the horizons and the frequency of sections A-C. Survey
A, collected while at maximum drawdown, shows the largest time difference and
lowest overall frequency. Survey B, acquired after the water table had recovered,
exhibits a collective increase in frequency compared to A. Survey C, collected
approximately nine months later during a period when the pump was not in use,
shows the smallest horizon time difference and subsequently higher frequency
content than A and B. As the main difference during the acquisition of the surveys
was the pumping of the aquifer, we interpret the changes in frequency content to be
related to changes in the unsaturated/saturated interface, particularly changes in the
PSZ. The seismic data show an average change in frequency of ~8 Hz between
surveys A and B, and ~5 Hz between surveys B and C.

The model data displayed in figure 7.11 show traces simulated along the
partially-saturated wedge increasing in thickness from left to right. Figure 7.13
illustrates the decrease in frequency with increased PSZ thickness calculated from the
synthetic traces. As the PSZ gets thicker from 0-55 cm, the dominant frequency
drops ~5 Hz. A wider range of frequencies changes are seen in the data, which may
be attributed to differences between the model and the actual subsurface. To generate

the synthetic traces, values for Vp;, Vpa, Vsi, Vsz, p1, and p, were required, of which
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only Vp; and Vp, were known. Assumed values were used for the others that are
consistent with unsaturated and fully saturated sands. As the subsurface is not
homogenous and isotropic, changes in stratigraphy and subsurface properties would
lead to results that deviate from the model. Although the model does not perfectly
replicate the actual subsurface at the site, it does show that changes in frequency can

be expected with changes in the PSZ.
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Figure 7.12. The top graph shows the difference in time in the horizons of sections
A-C. The lower graph represents the corresponding frequencies of sections A-C.
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Frequency vs. Thickness
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Figure 7.13. Dominant frequency versus PSZ thickness calculated from the modeled
synthetic traces. As the thickness of the PSZ increases, the dominant frequency of the
TSZ reflection decreases.

The frequency plot in figure 7.12 shows a distinct decrease at ~8.75 m. This
may be controlled by stratigraphy, such as the presence of a discontinuous clay
stringer that would be expected to affect the drainage characteristics along that
portion of the line. The presence of fine-grained material would likely lead to an
increase in the PSZ thickness as pore water would drain more rapidly in the
surrounding sands. Surveys A and B are of lower frequency than C along this portion
of the line, which may indicate that this zone was more sensitive to relative changes
in the water table due to the finer-grained sediments, thus creating an overall thicker

PSZ.
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Conclusions
Imaging the cone of depression using shallow seismic reflection during a

pumping test may be possible; however, it has not been documented in the literature
to our knowledge, despite several attempts. Without prolonged drainage time, the
length of which will vary with subsurface properties, some amount of pore-bound
water will remain above the drawn-down water table. If there is a sufficient amount
of water to produce a seismic reflection, temporal changes in the TSZ reflection will
not be observed.

The data presented here show that detectable changes in the dominant
frequency and AVO response of the TSZ reflection are observed in field data during a
pumping test of an unconfined aquifer. The AVO responses correspond to different
pumping conditions and varying distances from the pumping well, which can be
explained by changes in partial water saturation above the water table. We show that
lower seismic amplitudes observed during pumping (drainage) are consistent with the
expected response of a thicker partially saturated zone. Recovery of the water table
(imbibition) results in higher seismic amplitudes indicative of a thinner partially
saturated zone. The techniques described here may be beneficial in observing
changes in saturation and water table fluctuations and may help to constrain
interpretations when combined with other geophysical and hydrogeologic data.
Future work might focus on relating the changes in amplitude and frequency to PSZ
properties, such as porosity and permeability and better characterizing the velocity

profile of the PSZ to more accurately represent the subsurface.
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Chapter 8

Acquisition and processing pitfall associated with
clipped near-surface seismic reflection traces

Results of this study have been published under the following citation:
Sloan, S. D., Steeples, D. W., and P E. Malin, 2008, Acquisition and processing

pitfall associated with clipping near-surface seismic reflection traces,
Geophysics, 73, W1-W5.
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Introduction
Processing of clipped seismic traces may produce high-frequency wavelets

leading to misinterpretation as reflections in both filtered shot gathers and CMP-
stacked sections. To illustrate this effect we conducted a near-surface CMP seismic
reflection survey using two different sources to compare the effects of various
bandpass frequency filters on clipped traces. An event was observed in the clipped
data set that replicated the frequency of the filter operators applied, similar to the
effect of convolving a boxcar function with the filter operator. The anomaly exhibited
hyperbolic moveout and was observed to imitate a reflection during the processing
stages. The hyperbolic event was flattened by NMO corrections chosen for the target
reflection and stacked in as a coherent event in the final section. Clipped data should
be removed or corrected prior to processing to prevent the misinterpretation of high-
frequency reflection-like artifacts in trace gathers and stacked sections.

Shallow seismic reflection data are commonly collected using dense receiver
and source spacings that are required to image shallow reflectors and to prevent
spatial aliasing of data. The close proximity of the source and the nearest receivers
resulting from the short offsets may result in clipped traces where peaks and/or
troughs have been squared off, depending on the energy of the source selected. Ultra-
shallow surveys may require receiver spacing on the order of 20 cm or less, which
can result in a relatively high percentage of clipped traces in the data set (Figure 8.1).

This paper addresses a potential pitfall associated with data acquisition and
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processing in which clipped surface waves can lead to the misinterpretation as high-

frequency reflections on filtered shot gathers and on stacked sections.
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Figure 8.1. Field files acquired at the same source location using the (A) .22- and (B)
.223-caliber rifles. (A) has clipped traces out to 0.6 m from the source while the
clipping in (B) reaches as far as 2.0 m. The data are presented without any filtering,
though a 9 dB attenuation was applied to prevent trace overlap.
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The digital processing of clipped seismic traces can create high-frequency
artifacts that appear to be “reflections” in both field records and stacked sections.
Galbraith and MacMinn (1982) observed the effects of deconvolution on clipped
traces, noting that each clipped peak or trough was split into two or more individual

peaks and troughs after deconvolution. This led to the presence of anomalous peaks in
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processed stacked sections that could lead to its misinterpretation as a stratigraphic
feature or other anomaly. This was not a problem if the clipped traces were either
corrected or removed from the data set. Possible solutions used to eliminate gain
errors such as clipping include: muting; filtering; polynomial interpolation (Galbraith
and MacMinn, 1982); minimum error energy operators (MEEQOs) (Nyman, 1977,
Galbraith and MacMinn, 1982); and adaptive lattice filters (Khan, 1982).

Muting can be used to eliminate the clipped portion of traces, but may be
tedious and time consuming, especially for large data sets. Filtering can be used to
smooth gain-associated errors if they are not too severe; however, this method may
produce additional problems for clipped traces, which will be addressed here. Nyman
(1977) discusses the use of MEEOs for error correction. Galbraith and MacMinn
(1982) compare this method to polynomial interpolation and determined that the
MEEO:s corrected gain-associated errors and clipping more effectively. Yet another
method, described by Khan (1982), utilizes adaptive lattice filters to correct errors.
Although our paper points out methods for correcting clipping errors, the primary
focus is to show problems that can propagate through the data-processing stages and
negatively impact data interpretation if clipped traces are not recognized and

corrected or removed.

Data Acquisition & Processing
To illustrate how high-pass filtering of clipped data can produce artifacts on

stacked CMP data, we conducted two CMP seismic reflection surveys using identical

acquisition parameters with the exception of the source. The receiver line consisted of
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144 Mark Products L40-A 100-HZ vertical geophones planted with a 10-cm interval.
Data were recorded using a 0.125 ms sampling interval for 128 ms by two 72-channel
Geometrics StrataView seismographs with 24-bit A/D conversion. The first survey
was collected using a .22-caliber rifle firing long-rifle ammunition and a shot interval
of 20 cm. The second survey was then conducted in the same manner using a .223-
caliber rifle with a 55-grain bullet as the source. Data processing for the two data sets
was identical and included geometry definition, CMP sorting, NMO corrections,
CMP stacking, bandpass filtering, and AGC to produce a brute stack. Early muting
was not applied, which allowed demonstration of the clipped-trace effects on the

entire shot records.

Results
Figure 8.2 shows shot records from a single source location collected with the

.22- and .223-caliber rifles with various bandpass filters applied. The target reflection
from the water table is located at ~16 ms. Though the records are similar, the second
arrival in the .223 data exhibits a separation at ~6 ms (indicated by the arrow, Figure
8.3) that is not seen in the .22 data. This separation becomes more pronounced as the
frequency of the applied filter is increased. This event also appears to have a
hyperbolic moveout and increases in frequency as the filter’s frequency increases,
without becoming distorted or decreasing in amplitude. The hyperbolic appearance
could be mistaken for a very shallow reflection and, if left in the data set, may stack

coherently. Hyperbola fitting of this pseudo-reflection yields a velocity of ~300 m/s,
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which is slower than the velocities of both the water table reflection (450-550 m/s)

and the direct wave (400 m/s).
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Figure 8.2. Field records collected with the .22-caliber rifle (left) and .223-caliber
rifle (right) at the same location. Data are displayed with bandpass filters of 200—500
Hz (A), 600-900 Hz (B), and 1000-1300 Hz (C).

Velocity picks attained from the water table reflection at every fifth CMP

location, ranging from 450-550 m/s, were used to apply NMO corrections to both
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data sets. Figure 8.3 shows the effects of the NMO corrections on the pseudo-
reflection in CMP gathers from the .22 and .223 data sets at a coincident location. The
pseudo-reflection event at ~7 ms has been flattened and is coherent in the .223 data,
but is not apparent in the CMP gather of the .22 data. Figure 8.4 shows the brute
stacks of both the .22 and .223 data with clipped traces included (A), clipped portions
surgically muted (B), and with the clipped traces removed entirely (C). The data are
displayed with a 600-900 Hz bandpass filter with 18 dB/octave rolloff slopes and no
mutes have been applied. There is a coherent event at ~7 ms in the .223 stack,
indicated by the arrow in (A) that is not present in the .22 stack, which corresponds to
the event observed in the field records and NMO-corrected CMP gathers. Clipped
traces present in the .22 data ranged from +/- 0.6 m source-to-receiver offset
represented by 13 traces, or 12% of the 144. The .223 overpowered the geophones up
to 2.0 m from the source, representing 41 of the 144 traces (28%) collected at each

source location (Figure 8.1).
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Figure 8.3. Coincident NMO-corrected CMP gathers from the .22 (A) and .223 (B)
data sets. The event at ~7 ms, indicated by the arrow, has become flattened and
coherent after NMO corrections were applied with a 15% stretch mute using velocity
picks from the targeted water table reflection. Data are displayed with a 600-900 Hz
bandpass filter without mutes or gains applied.
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Figure 8.4. Brute stacks of the .22 (left) and .223 (right) data. Both data sets have
been processed identically for comparison purposes. (A) shows a coherent event at
~7 ms in the .223 data, indicated by the arrow, that is not evident in the .22 data. (B)
has had a surgical mute applied to remove the clipped portion of the traces. (C)
shows the brute stacks after the clipped traces have been removed entirely.
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Discussion
Figure 8.5 illustrates the effects of various bandpass filters with increasing

frequency on an unclipped and clipped seismic trace and the corresponding amplitude
spectra. As higher bandpass frequency filters are applied to the unclipped trace, high-
frequency ring is introduced. The traces are recognizably noisier and the signal is
diminished due to the decreasing bandwidth. However, as the same filters are applied
to a clipped trace, the filter operator is replicated at the squared wavelet corners
where the clipping occurs. The largest peaks and troughs in each of the filtered
clipped traces occur at the same position as the squared corners where clipping occurs
in the original trace, as indicated by the shaded area, which is essentially the
equivalent to convolving the filter operator with a box-car function. Ringing does not
occur in the filtered clipped traces as the frequency of the filter operator is increased
because the bandwidth is artificially increased as additional cycles are introduced
where clipping occurs. Corresponding amplitude spectra are shown for traces a, c, g,
k, and 0. As the frequency of the filter is increased, the spectra of the unclipped
traces also become increasingly noisier while those of the clipped traces retain the
same shape and smoothness across the frequency axis. Table 1 shows the passband of

the filters applied to each trace.
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Figure 8.5. Illustration of an unclipped (A) and clipped (B) trace with various
bandpass filters applied, increasing in frequency (traces a-o) from left to right. The
corresponding amplitude spectra are shown on the right. (A) begins to ring at higher
frequencies while the wavelet in (B) does not show the same ring, but appears to

increase in frequency as higher frequency bandpass

filters are applied to it. The high-

frequency wavelet seen in B is the filter operator convolved with the corners at which

clipping occurs in the data. Filter specifications for
1.
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Table 8.1. Bandpass filters (Hz) applied to each trace in Figure 5. Filters were
applied with 18 dB/octave rolloff slopes.

Trace Filter Passband (Hz)

N/A
0-300
100-400
200-500
300-600
400-700
500-800
600-900
700-1000
800-1100
900-1200
1000-1300
1100-1400
1200-1500
1300-1600

OS5 3 —X——T0TQ -~ Q0O TD

Data presented in figure 8.4 demonstrate the effects of some of the processing
steps that may prevent the described problem by comparing brute stacks including the
clipped traces (A), with the clipped data surgically muted (B), and with the clipped
traces removed (C). As seen in (A), processing the clipped traces can result in
artifacts that appear as high-frequency reflections, which can lead to
misinterpretations. Surgically muting the clipped portion of the traces, as in (B),
effectively eliminates the artifact; however, this method may be time-consuming and
tedious. The most reliable way would be to omit the clipped traces from the data set,
as illustrated in (C). Although it may be fast and reliable, in the case with the .223
rifle this would reduce the total number of traces by ~30% and significantly lower the
fold. In this case an early mute designed to delete the clipped data may be the most

efficient method for removal as an early mute is necessary to remove the direct and
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refracted waves and would be applied to the data anyway. If removing the traces or
muting are not viable options, the minimum error energy operator reported by Nyman
(1977) and discussed by Galbraith and MacMinn (1982), can be used to attempt to
correct clipping errors.

The hyperbolic appearance of the reflection-like event is due to a combination
of clipping and frequency filtering. Figure 8.6 illustrates the same shot gather with:
no filter applied (A); a 200—500 Hz bandpass filter (B); and a 600-900 Hz bandpass
filter (C). The traces in the shot gather behave in the same manner as those described
in figure 8.5. Although the event indicated by the arrows in the raw shot gather is
linear, as frequency filters are applied the squared corners become individual peaks
and troughs. This creates the separation observed in the same event in the shot
gathers in B and C where the top of the event remains linear and the bottom appears
hyperbolic. The separation appears to become larger with increasing frequency of the
filters, but the separated events are actually at the same times in each gather, as
indicated by the arrows. As the amplitudes decrease with offset and clipping
diminishes, the clipped corners and filter-induced peaks come closer together, giving

the event its hyperbolic appearance.
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Figure 8.6. The same shot gather is shown with no filtering (A), a 200-500 Hz
bandpass filter (B), and a 600-900 Hz bandpass filter (C). Arrows point to the same
event as it changes with each filter. Filters were applied with 18 dB/octave rolloff
slopes and the top shot gather has a 9 dB attenuation applied to prevent trace overlap.

Conclusions
The processing of clipped seismic traces is shown here to have the potential of

creating artifacts that could be misinterpreted as high-frequency reflections in shot
gathers and in stacked sections. As increasingly higher bandpass frequency filters are
applied to an unclipped trace, the high-frequency noise level increases due to the
decreased bandwidth. In contrast, the frequency of a clipped trace mirrors that of the
filter that is applied to it by replicating the filter operator. It will continue to increase

in frequency without distortion or the addition of high-frequency noise to the wavelet
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and exhibits no change in the bandwidth. Clipped data should be removed by muting
or trace editing or corrected during the pre-processing stage to avoid the possible
problems described. Field testing of potential seismic sources prior to conducting a
survey is recommended and can prevent a problem before it occurs by selecting the
source with the appropriate energy to meet the survey objectives. Clipping may occur
as a result of physical limitations of geophones or by setting all of the bits that can be
recorded by a digital sample to ones. It may be beneficial to check the data for digital
samples that are the largest possible number that can come from the A/D converter,
which may indicate the presence of clipped traces. As with all seismic projects, care
should be taken during the processing stages to assure that quality control is
maintained and that the processing steps or selected parameters are not introducing

unwanted artifacts into the data set.
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Chapter 9

Ultra-shallow imaging of the top of the saturated zone
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Introduction
As the ability to image ever-shallower depths in the ultra-shallow subsurface

using seismic-reflection techniques has improved, so has the array of applications for
which these methods have been used, including determining depth to bedrock, cavity
and tunnel detection, delineating near-surface stratigraphy, fault identification, and
contaminant sinks or pathways, to name a few. Other geophysical methods, such as
ground-penetrating radar (GPR), have routinely been used to image the upper 10
meters of the subsurface with high resolution, however every method has its
limitations and will not work effectively in all geologic settings. The ability to
accurately image ultra-shallow depths (less than 20 m) using seismic methods
provides another tool for the geophysicist to complement other methods or to use
when they are not successful. Surface seismic methods are non-invasive and may be
desired when characterizing contaminated areas where the installation of observation
wells or boreholes may exacerbate the problem by providing conduits for
contaminants to flow from one stratum to another.

The study presented here demonstrates the ability of ultra-shallow seismic-
reflection methods to image the top of the saturated zone (TSZ) at a depth of less than
one meter. Previous studies have successfully imaged the TSZ (Birkelo et al., 1987;
Bachrach and Nur, 1998a, b; Baker et al., 1999; Baker et al., 2000; Sloan et al., 2007)
at depths greater than 2 m. The shallowest reflection published to date was reported
by Baker et al. (1999) where the authors recorded two stratigraphic reflections at 0.63

and 1.46 m depth (8 and 15 ms two-way travel time, respectively). The reflection
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imaged by this study occurs at ~10 ms in time and 0.95 m in depth, making this the
shallowest TSZ reflection reported in the literature to date. Figure 9.1 displays a
common-source gather that illustrates the presence of a reflection hyperbola prior to
processing. Observing reflections at very shallow depths requires dense sampling of
the near-surface wavefield, often necessitating source and receiver spacing as small as
5-10 cm, to ensure events are sufficiently sampled to be identified and to prevent the
misinterpretation of spatially aliased signal. High frequency content and relatively
low seismic velocities are also helpful to resolve reflections from other events and
prevent reflections from being masked by other wave trains, such as the airwave or

ground roll.
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Figure 9.1. Common-source gather that shows the presence of the TSZ reflection at
~10 ms, indicated by the gray arrow. Data are displayed with a 350—700 Hz bandpass
filter and a 30-ms AGC window.

161



Geologic Setting

The field site is a point bar on the Kansas River located near Lecompton,
Kansas (Figure 9.2), adjacent to the Atchison Topeka & Santa Fe Railroad tracks.
Surface geology includes alternating Pennsylvanian-aged shale and marine limestone
layers of the Kanwaka Shale, Oread Limestone, and Lawrence Formation overlain by
Quaternary alluvium deposits. The sandbar itself consists of a fining-upward
sequence of medium- to coarse-grained sands typical of point bar deposits. A hand-
dug hole at the site revealed ~0.95 m of medium- to coarse-grained sand overlying

the water table.
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Figure 9.2. Site map indicating the location of the sandbar on the bank of the Kansas
River near Lecompton, Kansas.
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Data Acquisition & Processing
Two-dimensional, 72-fold common-midpoint (CMP) seismic-reflection data

were acquired using 144 Mark Products 100-Hz L-40A2 vertical-component
geophones planted on 10-cm intervals. The source was a rifle firing single .22-caliber
short rounds into ~15-cm deep holes on 10-cm intervals centered between adjacent
geophones. Holes were punched one at a time for each shot to prevent collapse and
infill. Data were recorded by two 72-channel Geometrics StrataView seismographs
with 24-bit A/D conversion using a 0.25-ms sampling interval and 256-ms trace
lengths.

Data were processed using techniques commonly applied to near-surface
seismic-reflection data. Data processing included geometry definition, CMP sorting,
velocity analysis, normal-moveout (NMO) corrections, CMP stacking, bandpass
filtering and automatic gain control (AGC). Early muting was not applied to confirm
that the event is not an artifact due to clipping (Sloan et al., 2008) or incorrect mute
tapers. Figure 9.3 illustrates a CMP gather prior to bandpass filtering (a), after
filtering and AGC (b), and after NMO corrections and 7% stretch-mute limit (c).
NMO-correction velocities ranged from 175-195 m/s with an average of ~180 m/s
across the line. A very aggressive stretch mute was chosen due to the large stretch
associated with low-velocity reflections and was selected to intercept the reflection
prior to where the reflection and direct wave merge (£1.0 m offset) to ensure that
direct-wave energy did not contribute to the stacked reflection. The dominant

frequency of the TSZ reflection is ~450 Hz. Bandpass filter parameters included a
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pass band of 350—700 Hz with 16 and 12 dB rolloff slopes on the low and high sides,

respectively. A 30-ms AGC window was also applied.

Time (ms)

Figure 9.3. CMP gather displayed without processing (a), with a 350—700 Hz
bandpass and 30-ms AGC window, and after NMO correction with a 7% stretch
mute. The reflection is located at ~10.5 ms in (b) and (c).

Results
Figure 9.4 displays three CMP gathers from the survey. The reflection can

clearly be identified as the hyperbolic event at ~10.5 ms. The direct wave and a
refraction interpreted to be from the water table can also be identified as the linear
events between 0 to -2 m and -2 to -4 m, respectively. The direct wave and TSZ
reflection exhibit moveout velocities of 180 m/s. A velocity of 180 m/s and two-way
travel time of 10.5 ms yields an approximate depth of 0.95 m to the reflector.
Refraction analysis was used to crosscheck the validity of the reflection depth and
velocity. First-break time analysis of the refraction yielded a velocity of ~1550 m/s
and approximate depth of 0.98 m, which corresponds very well to the reflection

information. Figure 9.5 shows the CMP-stacked section. The TSZ reflection is
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located at ~10.5 ms and ranges in depth from ~0.9—1.0 m in depth. A hand-dug hole

at the site determined that the water table was located at ~0.95 m in depth.

Offset (m)

Figure 9.4. CMP gathers with the TSZ reflection occurring at ~10.5 ms and between
offsets of £1.0 m. The TSZ refraction is located at ~15 ms between offsets of —2 and
—4 m. Data are displayed with a 350—700 Hz bandpass filter and a 30-ms AGC
window.
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Figure 9.5. CMP-stacked section displaying the TSZ reflection between 10 and 11
ms, indicated by the arrow. The grayed box above the TSZ reflection encompasses
coherently stacked direct-wave energy that would have been removed by an early
mute. Early muting was not applied to ensure that the interpreted reflection is not an
artifact associated with early-mute window or taper selection or an effect of filtering
muted wavelets.

To image reflections in the upper two meters of the subsurface, both high

frequencies (>400 Hz) and relatively low velocities (<300 m/s) must coincide (Baker
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et al., 1999). Figure 9.6 shows walkaway test records collected with .22-caliber short
(a) and long-rifle ammunition (b). Short ammunition produces less energy and,
therefore, less non-linear deformation, which preserves higher frequencies. Figure
9.7 displays the corresponding frequency-amplitude spectra for the .22-short (a) and
.22-long-rifle walkaways. The short ammunition produces a relatively flat frequency
response across a bandwidth of ~250-750 Hz. The long-rifle data yields frequencies

that peak at ~500 Hz, but rapidly decay on either side.

Offset (m)

Time (ms)

Figure 9.6. Walkaway-test data acquired with .22-caliber short (a) and long-rifle (b)
ammunition. The first two traces are clipped in (a), compared to seven trace in (b),
which would render 70% of the TSZ reflection unusable if CMP data were acquired

with long-rifle ammunition.
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Figure 9.7. Frequency-amplitude spectra of the walkaway data collected with short

(a) and long-rifle (b) ammunition. (a) exhibits a relatively flat frequency response
from ~250-750 Hz while (b) peaks at ~500 Hz and rapidly decays on either side.

A source that produces less energy yields higher frequencies, but it also offers
the advantage of overdriving fewer near-offset geophones and producing fewer
clipped traces. The TSZ reflection is coherent from offsets of £1.0 m. The short
ammunition clipped the first and second traces (20 cm). The long-rifle ammunition
clipped traces out to a source-to-receiver offset of 0.7 m, which would eliminate 70%
of traces containing reflection information and make the identification of the TSZ
reflection nearly impossible. To further reduce the chances of clipping, the source

was positioned between adjacent geophones instead of inline with each geophone.
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Although this puts the nearest geophones at 5 cm away from the source, the next
geophones would be 15 cm away instead of 10 cm, potentially leading to fewer

clipped traces.

Conclusions
The work presented here demonstrates the capability of ultra-shallow seismic-

reflection methods to image the top of the saturated zone at depths less than one
meter and provides another example of the ability of the technique to image the near
surface at resolutions comparable to GPR. The top of the saturated zone was imaged
at a depth of 0.95 m by using a source capable of generating frequencies up to 750 Hz
while minimizing the clipping of critical near-offset traces. Due to the low seismic
velocities and high frequencies at the site, the TSZ reflection is easily identified as a
coherent event unobscured by other wave trains. The reflection exhibited a NMO
velocity of 180 m/s and a dominant frequency of ~450 Hz, yielding a resolution
potential of 10 cm. In the proper geologic setting, ultra-shallow seismic methods can
be used in conjunction with other geophysical techniques for improved understanding
of subsurface properties or where other methods are not suitable, providing

geophysicists with another option when working in the shallow subsurface.
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Chapter 10

Summary & Conclusions
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Summary & Conclusions
The research presented in this dissertation has focused on imaging reflectors

in the ultra-shallow subsurface less than 20 m deep. Topics discussed cover various
aspects of survey design, acquisition, processing, and interpretation of two- and three-
dimensional seismic reflection data. Although some of the techniques mentioned,
such as the AVO analysis and pitfalls associated with clipped traces, were applied to
2D data, the concepts are also applicable to 3D data. Multiple conclusions, which are
summarized in this section, can be drawn from the experiments presented here.

3D SSR surveys are relatively uncommon, although their popularity is
increasing and more examples are appearing in the literature; however, 3D USR
applications still remain rare. A 3D USR survey conducted near Lawrence, Kansas,
demonstrated the ability of 3D USR methods to image multiple reflectors less than 20
m deep, including the top of the saturated zone (TSZ), a paleo-channel feature, and
bedrock. Processing the data by dividing them into offset-dependent subsets based on
the respective optimum window of each reflection was successful in negating the
detrimental effects of NMO-correcting intersecting reflection hyperbolae that
exhibited a vertical velocity change ranging from ~300—1600 m/s. Despite
segregating the data set in time, data seams were not a problem in merging and
stacking the subsets after an appropriate overlap taper was selected. It is possible,
however, to generate processing artifacts using subsets and caution should be

exercised throughout the processing stage to ensure that quality control is maintained.
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The 3D survey was successful and the results are in agreement with previous studies
conducted at the site.

Multiple 2D lines would be required to delineate the orientation of the channel
and its topography; however, 3D data allowed the continuous tracking of the
reflection in the subsurface, negating the need for interpolation of areas not imaged.
This type of application could provide a non-invasive method of identifying
preferential flow paths or sinks for contaminants, allowing for the identification of
optimum placement of observation wells and more efficient remediation.

3D USR and SSR surveys have been shown by others to produce more
accurate images of the subsurface than 2D data, but the high costs associated with
acquiring and processing 3D data with the necessary high sampling densities of the
shallow subsurface often preclude their use in limited-budget environmental and
engineering applications. The 3D Autojuggie (3DAJ) may be a more cost-efficient
alternative to conventional acquisition methods in certain settings. The ability to
hydraulically plant and reposition up to 220 geophones simultaneously reduces the
number of crew members necessary and of time required in the field. Cables,
geophones, seismographs, etc. remain connected, further reducing time associated
with rolling receiver lines and with open electronic circuits in cables.

The 3DAJ was shown to be able to acquire data comparable in quality to
hand-planted geophones. Multiple reflections less than 20 m deep were imaged and
results were consistent with those of other surveys at the site. Using the 3DAJ, a

survey area of ~1225 m” was covered in ~19 hours with a crew of four people and a
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total fold of 210. In comparison, the conventional 3D survey previously acquired at
the same test site covered an area of ~550 m” in ~10 hours with a crew of 10—12
people and a total fold of 48. This represents an 18% increase in square meters
covered per hour, a 60-67% decrease in labor, and a 500% increase in fold.
Developments, such as the 3DAJ, that increase the efficiency of acquiring 3D USR
and SSR data may lead to better cost efficiency and increased use of 3D seismic
methods in the future.

Amplitude-versus-offset (AVO) analysis techniques were applied to 2D USR
data. Detectable changes in the dominant frequency and AVO response of the TSZ
reflection were observed in field data during a pumping test of an unconfined aquifer.
The AVO responses corresponded to different pumping conditions and varying
distances from the pumping well, which can be explained by changes in partial water
saturation above the water table. Lower seismic amplitudes observed during pumping
(drainage) are consistent with the expected response of a thicker partially saturated
zone. Recovery of the water table (imbibition) results in higher seismic amplitudes
indicative of a thinner partially saturated zone. Despite water table elevation changes
within resolution of the seismic data, temporal changes in the TSZ reflection were not
observed. Without prolonged drainage time, the length of which will vary with
subsurface permeability, some amount of pore-bound water will remain above the
drawn-down water table. If there is a sufficient amount of water remaining to
produce a seismic reflection, temporal changes in the TSZ reflection will not be

observed.
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The techniques described here may be beneficial in observing changes in
saturation and water table fluctuations and may help to constrain interpretations when
combined with other geophysical and hydrogeologic data. Future work might focus
on relating the changes in amplitude and frequency to PSZ properties, such as
porosity and permeability and better characterizing the velocity profile of the PSZ to
more accurately represent the subsurface.

The processing of clipped seismic traces was shown to have the potential of
creating artifacts that could be misinterpreted as high-frequency reflections in shot
gathers and in stacked sections. As increasingly higher bandpass frequency filters are
applied to an unclipped trace, the high-frequency noise level increases due to the
decreased bandwidth. In contrast, the frequency of a clipped trace mirrors that of the
filter that is applied to it by replicating the filter operator. It will continue to increase
in frequency without distortion or the addition of high-frequency noise to the wavelet
and exhibits no change in the bandwidth. Clipped data should be removed by muting
or trace editing or corrected during the pre-processing stage to avoid the possible
problems described. As with all seismic projects, care should be taken during the
processing stages to assure that quality control is maintained and that the processing
steps or selected parameters are not introducing unwanted artifacts into the data set.

The capability of ultra-shallow seismic-reflection methods to image the top of
the saturated zone at depths less than one meter was demonstrated and provides
another example of the ability of the technique to image the near surface at

resolutions comparable to those attainable with GPR. The top of the saturated zone
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was imaged at a depth of 0.95 m by using a source capable of generating frequencies
up to 750 Hz while minimizing the clipping of critical near-offset traces. Due to the
low seismic velocities and high frequencies attained at the site, the TSZ reflection is
easily identified as a coherent event unobscured by other wave trains. The reflection
exhibited a NMO velocity of 180 m/s and a dominant frequency of ~450 Hz, yielding
a resolution potential of 10 cm. In the proper geologic setting, ultra-shallow seismic
methods can be used in conjunction with other geophysical techniques for improved
understanding of subsurface properties or where other methods are not suitable,
providing geophysicists with another option when working in the shallow subsurface.
Ever shallower depths and more complex geologic settings are continually
being imaged and 2D and 3D shallow seismic reflection methods are being applied to
a wider range of applications. Further research and development of the method will
lead to improved techniques in data acquisition, processing, and interpretation and
applications once thought impossible may become feasible. Water resources continue
to become a bigger focus point in geophysics and the physical sciences in general
and, as such, ultra-shallow seismic methods have been shown to be a reliable method
for some hydrogeophysical applications and will continue to provide another tool to

meet the needs of new challenges.
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Frequency effects of the partially water-saturated zone thickness on shallow seismic reflection data
Steven D. Sloan®, Georgios P. Tsoflias, and Don W. Steeples, The University of Eansas

Summary

High-resolution  shallow  setsmue  reflecthon  (SSE)
experiments ware conducted duwing and after a2 pamping
test of an agriculhwral imigation wall m an offort to mMmzge
the cone of depression seismucally. Despite water table
fluctuzations of ~0.5 m, we werz unable to obzerve teniporal
elevation varations In the water table athibutable to
puping.  However, the setsmue data stz showed
variations mn the frequancy of the reflaction From the fop of
tha saturated zone (T5Z) and we propose that these changes
are caused by changes m the thickness of the partially
safurated zone above the water table resulting from applied
pumping sfesses. A model was developed to test owr
hypothesis simulating a wedze of increasmg thickness that
reprazents the zone of partial satwration. Synthetic seismic
traces showed a dscreaze m reflection frequency with
mereazsing thickness of the partially zatwrated zons The
rasults of the medeled data conelate with the differences
observed m the fleld data and suppert owr hypethesis that
changes i the partially satwated zone introduce detectable
frequency changes in S5E data.

Introduction

Several attemopiz have been made to image the cone of
depression dwing a pumping test (Buksle et al, 1987
Tehnson, 2003; Sloan, 2005), but nene have been singularly
suceessful  Bikelo et al’s (1987) experiment was
umsuecessful in part due to a previously unknown clay layer
that produced a perched water tabls. However, the authors
observed 3 dectease m the dominant frequency of the
reflecion from 2 swvey acquired before pumping m
comparizon to ons collected wlole the water tzble was at
maanmre drawdown. Jobmzon (2003) alzo had problems
imaging the cone of depression because of the subsnface
zeclogy and lack of drawdown. These two atteropis
suggested that an 1dsal site would have 2 water table withm
a thick sand nnit that was fres of fine-mramed matsnals that
would hinder the drawdown of the water table. The =ite
chosen for the sxperiments prazentad hieve 13 an aziculnral
fizld located in nowth-central Kanzas. The water table 1=
loeated at ~5 m depth in an ymeenfined aquifer comprised
of imronsolidated sands and gravels, coarsening downward
below the water table. A hand-auzwred hole at the zite
revealed ~3 m of fine-to-coarse sand with a 0.3-m thock
silty-sand layer at ~3.1 m depth.

An obssrvation well mstalled ~6 m from the prmping wall
along the seismmie lines showed a water table elsvation
chanze of ~05 m at mavimum dewdewn. After data
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acquisition and processing, we determined that our attempt
at Imazmg the physical mamfestation of the come of
deprezsion was unsucesssful; however, a noticezbls change
in the fraquency of the TSZ reflection was obssrved whan
comparmz data collected dunnz pumping with these
collected after the water table had recovered. In light of
this, we proposs that instead of observing tempeoral shifts m
the TSZ reflection causad by the raizing and loweiing of
the water table, we are sesmg changes in the character of
the waveform caused by change: in the thickness of the
zone of partial satration above the TSEZ.

Wa sugzgest that relatively raprd changes in elevation of the
water tzble due fo a comtmmous cycls of pumping and
recovery have caunsed a thickening of the partially saturated
zone. Such conditions would be expected to mfluence the
velocity profile of the partially saturated zone, Sengbush et
al (1961} dezcribe the effects of varous velocrty functions
on a reflacted wavelet as a process of linear filtermz. A
sharp interface represented by a step-welocity fimetion
produces a reflection having the same wavefoim as the
souree pulse. A gradational interface represented by a
ramp-velocity function 15 the integral of the step fimetion
and thos produces a reflection that 15 the ntegratad source
pulza. The sffsct of moving from a step-velocity fmmction
to a ramp-veloctty fimction om a reflected wavelet is an
overall lewering of the reflection frequency.

Te help test owr hypothesiz we developed a numencal
modsl that represents the partially sahwated zons as a
wedsze of mncreazing thickness to observe its effects on
synthetic ssismuc data. The synthetic selsnue taces creatad
using the model show a decrease in reflaction fraquency as
the thicknes: of the partially sahwatsd zone increases,
which supports owr observations of the field data. The
veloeity funetion chosen to represent the partially saturated
zene 15 based on previcus studies of the effects of partial
saturation on selzmic velocity s desenbed by Enight and
MNolen-Hosksema (1990) and Mavko and Mukerj: (1998).

Emight and Neolen-Hoaksema (1990} showad the effects of
partial satwation on P-wave velooity (V) in a sandstone
using two methods of partial szhwation. Cmne method
incteases water saturation (S,.) through imbibition, yieldmg
velocities smular to those pradicted by the Biot-Gazsman-
Domenice  theory where velocities remam  relatively
censtant with increasing saturation and inereass rapidly at
zaturations greater than ~90%%.  The zecond method
achisves parttal zanwation through dramzgs, where
velocities follow mere of a curved path, inereasmg
expenentially with inereased water sanmation. Mavko and
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MNinkerji (1998) relate this differance in velocity responsa to
patchy and vmifonm samratgon  They define vmiform
sanmanon 83 fipe-scale, unifonm mixing aed parchy
sanmranon a3 heterogeneous sshuration on & coarsar scale
Saruration scales separating wniform from parchy behavior
may ba from 0.1-1 cm in the laborstory and tens of
cepfimeters in the field In this case wvelocity changes
ralated to Imbibiden wounld comalzts with umiform
saturanon and those ralated to drainage would comelate to
patchy sanmraton. Mavke and Mukerji (1998) detennmed
thar patchy samrations always lead to ligher velocitnes than
mniforn samrations znd thar parchy and vmiform velocities
approxmate the upper and lowsr bounds of low-fequency
velocity (Figure 13 It should be noted thas the study by
Enight and Molen-Hoeksema (1990) was done nsing ultra-
somic frequencies with & consolidated sandstope umder

laboratory  comditions, so  thelr results
representytive of nnconsolidated sands,

Methods: Data Acquisition and Processing

may  not be

Comumon mid-point (CMP) setsmic raflection arveys were
conducted mothe smmmers of 2003 aed 2004 to imsge
changes in the TSZ reflection during pumping of an
agriculmural imdzacen well  The first suresy (A) was
conducted oo Ansust 13, 2003 after the pump had been

allowed to mn contimiously for three days.

Following

aquifer recavery, ~18 hows afer the pump was mmed off,
2 second survey (B) was soguired A third survey (C) was

shot the folloainz summmer when due @

coolar

temperanmes, the panp had pot been nn for st least two
wesks apd water table flochiatens bad been lmited to
manral processes. The pump was located ~3 m away from

the east end of each of the surveys.

Each survey was conducred wsing 144 Mark Producs L-
204 100-Hz geophones planted af 3 10-cm imterval. The

sougze was a  2l-caliber rifle firng

single  shoot

anumunition mto 15-cm deep pre-punched 2-cm diamster
holes. The source mterval was 10 cm beginmmez and
ending 5 m off of each end of the spread Data were
recorded msing two Geometmics 72-chamnel Soataliew
sefsmographs with 24-bit AD conversion, 238 ms record
lengths, and a 025 ms smmplng imterval.  Acquisifion

parameters were wdentical for each survey.

Data were processed using technigues common o CWIP
sejsmic  processing, inchuding  zeomery  defimiton
elevation comections, frace ediing. Bumerworth filtering
(100-250 Hz, 12 dB/octave rolloff slopes), early ouafing, &
k fltering to remove pump noise, CRP soring, MMO
comections, terative residual statcs, CMP smacking, and
AGC (60 ms window) Figure I shows the processed
sections with selected horizons cverlain  Horzon dmes
and frequencies were picked nsing a commercial selsmic

interpresaton sofiware packaze.
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Figure 1. Ilnsandon depicting the (A) parchy and (C)
niform saturation curves as upper and lower velocity
bounds.  (B) represenrs the wvelocity profile nsed in the
mmuerical model (modified from Maviko, 2003).
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Fizure 2. 53R stacks showing data collected ar steady-state
conditions during (A) drawdoww, (B) recovery, and (C)
undisturbed bydrelogic conditions.

Maodel Description

To test our hypothesis of 3 decreass in eflection fraguency
with increasing thickness of the partizlly sanmrated zone, we
created 2 densitv-nommualized model of the subsurface
(Fizure 3) that represents the partially ssmrated zone as a
wedge of meressing thickness. The wedze is subdivided
mte nmldple layvers with increasing velocides. The
velocities nsed for the unsamrated (285 mi's) and saturated
(1650 m's) zones ware dedved fom the field dasa. The
velocity profile used for te wedze was detenuined wsing
the previously mendomed work of Enight and IMolen-
Hoeksema (1990) and Mavko and Mukeri (1998) by
choosing an exponsvtial omve that lies bemwesn the
appraximations of the upper and lowsr bounds (Figure 1)
Heserogensity withim the subsurface sediments can cause
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changes in the heizht of the capillary fringe and rouzhness
of the unsamurated’saturated mterface, which led us w basa
our V'S, function oo patchy samraton where flaid and
Za: phases are mixed ar a coarse scale. The welocity
function exbibits a higher rate of change a: water saturstion
approaches 100%w

Disiance {m)

Wame=215 min

d=r)

———

I=ige

Viar= 1650 m's

MO TE SCALE

Figure 3. Hlusoaton of the subsarface modsl used in
mipdeling the affects of changes in thickpess of the partally
sanwated zone (the wedze).
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Figure 4. Synthetnc maces representng the effect of the
partially samurared zome on SSR datn The pardzlhy
satrated zome is meTessing mothickness from left to nght
a3 the moush broadens.

Syntheric selzmic waces were zenerated using 3 finie-
difference elzsnc wave-eguation model that is fourth order
in space and sacond order in tme (Macy and Schmsizsner,
1998). The subnirface model was repressnted by 2 1om
by 1-cm zrid of nodes that is 15 m long and 10 m deep.
The slope of the wedze iz ~3° reaching 3 mawiroem
thickness of 35 cm at the edze A single verical-lncident
mace was produced every 1 m along the wedge begimving
20 cm from the stam of the wedse  Figure 4 shows the
resulting TSE reflection fom the model with wedge
thickness increasing from 0-53 cm fom left o oght

EResults
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Compartson of the thres fisld seismic data sers shows that
they are very simdlar in appearance. The diffarence that is
addressed hers iz that of reflection frequency. The ough
bovmded by the green and blue hortzows (Figure 2) appesrs
to narow from survey A o B to C, respectvely. Figure 5
tllustrates the ome differences betwesn the horzons and the
fraguency of sections A-C. Survey A, collectsd while at
ryinmm drawdown, shows the largast e difference amd
lowest overall frequency. Survey B, collected after the
water table had recovered, exbrbits 3 collective increase in
faguency compared w A Survey C, collectad
approxcimately nine months later during 2 peried when the
Pl was pot owse, shows the smallest horzen tine
differance and subseguenty higher frequency content tham
A mnd B, The average frequencies of kves A-C are ~114,
118, and 1I5 Hz, mespectively. As the main diffsrence
during the scquisiton of the survevs was the pomping of
the aguifer, we interpres the changes in frequency content
o be related to chanzes m the umsamrated samratad
mferface, pargoulaly chenges in the zowe of partdal
samTaion

Hariran Tirs Dffsrarcs

noses
-'r?‘- oozss
=N E—a
M s B0
- — oows
i — ==
e e
nozas
. T T T nosrs
1 " v T H
Cistanca i} From Pamping #a
Freaquency
r 182
= E s
P - =y, o 5
e =, 3
g — — _|2:% j—y
\-\_: - o= —e
-t e B | —e
N
F e
Fea

13 " o L} s
Distsree | ) Fron Pemping Yl

Fizure 3. The top zraph shows the difference in time in the

hortzons of sacdons A-C. The lower zraph represears the

comasponding fequencies of sections A-C.

The model dara displayed in fizure 4 show waces smulated
along the partzllv-samrated wedze increasing v thickness
from left to rght. The mough bovmded by the tavo horizons
broadens from left to mzht indicating a decrease n
fraguency with increasing wadge thickness, This effect can
be seen in figurs §, which ilhistrates the frequency of sach

1364



Partial saturation effects on reflection frequency

mace zlong the wedre. Thers iz an overall drop in
frequency of ~5 Hz from a partally samraced zoos
thickness of 0o 55 cm.

Prequensy ve Thickness
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Fimure &  The graph illwsmates the decrease m TSE
raflection  frequency with incressed thickness of the
partially sxturated zone in the modsled data.

Discossion & Conclusions

The frequency plot in fisure 5 shows a distnet dacreasa at
-875 m This may be caused by sn incresse in finer-
zrzined sediments which would create a thicker parrislhy
sanmated zome due o An Increase in bound pore water
zbove the water table. The pump was mo more or less
condonously thronghow: the smomer oo ~$-dsy cvcles
whers the punp would nm for -3 days and would then be
shnat off for -2 days. These rapid changes in the slevaton
of the water table, combined with fine-scale soil
heterogeneiny, may have cansed a thicker partially saturatad
zome. As the water table was lowered there may not have
besn sufficient tme for 211 of the pore water to drain and as
the water fable guickly recoversd, some air may have
become mapped in the pore space. This conld have created
2 zome of patcly partal saturation that was directly
influenced by pumpins-induced changes m the water table
and would be I 3 constan: state of fhox due to the
paunpingrecovery cycles.  This may be illustrated by
survey C i figure 5, which is of higher faquency than A
and B, most notsbly beowesn 5 and 3.75 m Surveys A and
B are of lower frequancy than C along this porton of the
lipe and may mdicate that dus zone was more sensitive to
ralztive changes in the warter tmhble due o the fner-grained
sediments, s creammg an owversll thicker partzlly
sanurated zone.

Although changas in the heizht of the water mable wera not
imaged seimmicslly, the datz presemted here show that
change: in the dominant frequency of the TSZ reflection
are phbserved in field data collectad under differant pumiping
smesses of an umconfined aquifer.  These ohssrvations
agree With results of the modeled data that show 2 decrease
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m reflacion frequency with meressed thickness of the
partially saturated zone Althonzh thera is an ovarall
agragiment berwasn the modal data and the field dsta, these
ara preliminary rasults of ongoing research.  Further work
15 necessary 1o berter characterize the velocity profle of the
partially sanwated zowe and to refine the model to more
acourarely reprasent the subsurface,
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Seismic AVO variations related to partial water saturation during a pumping test
Steven L. Sloan®, Georgios P. Tzgfliaz, Don W, Stesples, Deparfment of Geology, The Unfversity of Kansasz

Intreduction

High-resolugon  shallow  seismic  reflecton  (SSE)
experiments weare condneted during and after 3 puniping
test of an sprionltural imizzton well o an effort o mage
the cone of depression seismdcally. Despite water table
flactations of ~0.5 m. we were meable to obsarve temporal
elevation varatons in the water table armibucsble o
punping.  Amplimde-versus-offset (AVO) analysiz was
perfonued on three data ssts, revealms differences in the
amplimds responze with changes in the zpplisd punping
smess.  We propose that these differences are cansed by
changes in the thickness of the partizlly-samorated zope
(PSE) abowve the water table resulting from changes i the
height of the water tabla,

We mzgest that relatvaly rapid changes m the elevation of
the water table due to a continmous cycle of pamping and
racovery have canzed a thickening of the PSZ. Results of 2
punping test by Bevan et al (2003) showed sn overall
extenzion of ~20 cun of the capillary frmge throughour the
test. Cmce hydraulic bead levels ware allowad to return to
pre-pumiping elevations, it was observed thar seil-modsture
content profiles stabilized ~.20 cm below their pre-punping
elevations, suggestng a significant hystarenc effect cansed
brv restdual ir mapped m the pore space danng wbibition
ie after five davs of recovery the subsurface zone affeced
v pumping bad not retumed to pre-puonpme conditions.
Fizure 1 depicts the PSZ whare A reprasents the water table
withont pumping and B is the water mble during pumping
once it has reached steady-state conditoms, forming the
cone of depression. The area bemween A and B represents
the zone affected by pamping.

&
fheruadd Sanii]
URSATURATED o
IOWE AFFECTEDBY B

FUMPNG

/ FLILY SATURATID
W T SCALE

Fizure 1. Nlusmatdon showing the warer table with (B) and
withont (A) pumping snd the zone affected by the ratzing
and lowering of the water table.

To relate the observed changes in apmplimde o the
subsurface, we must first copsider how the salsmic
properties of the subsurface mizhi change under the
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different pumpms conditons. The water table represents
the fully sanratad interface where water pressure is equal
to amnospheric pressure  Inmwediately above the water
tahle is the capillary fringe which = alse fally sanrated bat
exhibits negstive pors pressure, and the PSZ lies above the
capillary fringe. The thicknesses of the capillary fringe and
PSZ gre coomolled by the gram size of the surromding
sediments, but are also affected by other emvirommental
factors. A previous smdy by Sloan e al. (2006) suzzesed
that raizing and lowenng the height of the water table
cauzes 3 thickenmg of the PAZ  Dhampg puuping, pore-
bound water may remain shove the drswn-doom water
table and a5 water levels retum o pre-punping conditions
air can be wapped in the pore space benesth the warer table.
Such conditions would be expected fo mfluence the
seismic-veloriry profile of the PSZ.

Kright and Molen-Hoeksema (1990} showed the effacts of
pamial saturation oo P-wave velocity (F)) in @ sandstone
using two different methods (Figure ). Ooe method
mcreased water samratdon (5.) through imbibition, vielding
velpcities similar 1o thosa predicred by the Biot-Gassman-
Diomenice theorem where velocides remsin relatively
constant with increasing sanmation and morease rapidly at
safurations grester than ~80%  The second method
achieved partial ssturation thronsh dramage,  where
velpcities follow a corved path on the zraph, mcreasing
exponentially with mcreased water saturation. It should be
noted that the stady by Enight and Nolen-Hosksemsa (19800
was dops wing wlma-sonic frequencies with a conselidstad
sandstone mnder Lsboratory conditions. so thelr results may
not be representzive of unconsolidated sands.

Mavke and Mukegi (1998 related this difference m
velocity mesponse to patchy and miform ssmretion.  They
defined unifonm syturstion as fine-scale, uniform mixing
and patchy sanaton as heterogeneous sanraton on 2
coarsar scale  Samration scales separsting umiform from
parchy bebavior may be fom 0.1-1 cm in the lzboratory 1o
tens of cenfieters In the field In dus case walocity
changes related to nubibiton would comalate with nwniform
sangarion, or a step velocity fimction, and those related o
drainage would comrslate to parchy ssnration or 3 ramp-
velocity function. Mavko and Mukesji (1998) determimed
tht parcly sanmanons always lead o higher velocites than
iniform samratieas and teat patcly aed vniform velocitdes
approgimate the upper apd lower bovmds of ssismic
wvelociny, respectivaly.
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Fizure 2. Plot displaying the chapges m Powave velocity
with water sanmation (from Enight and Wolen-Hosksema
1900,

Sengbush et al (1961) descrbe the affects of varous
velority functions on a reflected waveler as 3 process of
Imear filterinz A sharp mterface represented by 3 step-
velocity functon produces a reflection having the same
waveform 23 the source pulse. A mradanonz] terface
rapresentad by 2 ramp-velocity function (Figure 3) is the
intsgral of the step fimction and ts prodaces a reflecdon
that is the mtegrated sowoce pulse. The effect of moving
from a step-velocity functon to 3 ramp-velocity fimcton
on 2 reflectad waveler 15 an overzll lowsnnz of the
raflection fequency and decresss in mmplimde  Wolf
{1937) demonstrated that vertically-incident traces from a
one representad by a ramp-velocity fumction will exdabic
decrensze in amplimde a: the slope of the ramp increasas.
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Figure 3. Ilusmaton of the effects of 2 ramp welocity
function on a reflection with chapges in slope (from
Sengbush et al, 1961). Reflecion amplimdes decrease as
the slops of the mnwp increases.

Data acquisition and processing

Comrnon mid-peint (CHF) ssismic reflecton suveys were
coaducted m the smmers of 2003 and 2004 to fmsge
chapges in reflection from the top of the samrated zoos
(T5Z) durng pumping of zn agnoultaral imgaton well
The first survey (A) was conducted oo Ansust 13, 2003
aftar the punp had been allowsd to pon contimously for
three days. Following aquifer recovery, ~18 hours after the
g was nmed off, a second survey (B) was acguired. A

SEG/San Antonio 2007 Annual Meeting

189

third survey (C) was shot the following sumumer when due
to cooler temperanTes, the punp had pot been mn for at
least mwo weeks and water mble flucmstdons had besn
limeted to panral processes. The pump was located ~5 m
away from the east end of each of the surveys.

Each survev was conducted wsing 144 Mark Produces L-
404 100-Hz geophones planted a0 2 10-cm intsrval. The
source was A 22-caliber rifle firing single  sheot
ammunnition inm 15-cm desp pre-punched 2-cm dizmeter
holes.  The source mterval was 10 cm beginning and
endieg 5 m off of each end of the spread Diata were
recorded using two Geometrics T2-chennel StrataView
seismographs with 24-bit AD conversion, 256-ms record
lengths, and 2 0.25-ms samplmg imterval  Acquisiton
parzmeters were idenfical for esch survey, with the
excepton of the shot holes of (B) being punched on the
oppostte side of the spread fom (A} to aveid wsmz the
sarne holas.

Diata used for the AVIO spalysis were processed using
commuonly applied teckniques for AVO data, a3 descmbed
by Castagna (1995 and Resnick (1993), o avoid mrwanted
changes in the amplimdes. Processes mcluded zeomstry
definition, slevstion comectoms, spherical spreading
comectipas, Ak flenng, CWP somme, MMO comectons,
and partial stackme.

AVO analysis

Although AV echmgues are widely used in bydrocarbon
exploration, litle work has besn dome in the shallow
subsurface  The depth of targets m exploradon wsaally
constrain angles of mcidencs to -30% or less (unless a wide-
anzie survey is conducted), buat targets mnaged by shallow
(=200 m) and wlre-shallow (=20 m) swveys allow for a
wide range of angles and large offtes reladve o reflector
depth.  However, the mesr surface prasents s owm
complexities that rmst be overcome to provide a dsta set of
high epough quality to perform AVO mpslyss. The
airwave, refraction, dirsct wave, zpd ground roll oftsn
prevent & wide range of offsars from being wsed due to
mwterferance with the reflections. Despite the associated
problems, there are a few examples of nsing AVO for 555
survevs (Bradford et al, 1997; Backrach and Mukerji,
2001; Waddell et al., 2001). Bachrach and Mukerji (20017
demonsoated that the vmsatirated szmrated sand mterface
exhibits ap incresse in reflection amplitode with moressing
offser.

AVO enslysis was performed by partally  smacking
common offserz of five adjacent CMF gathers, each
separated by 5 an mto a supergather (Figure 4). Each of
the thres data sets was nonualized to their respecdve BM S
anplinades. The RS amplitudes were caloulated for each
macs from 3 window around the TEZ reflection from 3248
e for offsets rapging fom 0-1 m (anzles of incidence of
0-12%) m 10-cm increments. For Fj=185 m's and F:=1650
m's, the criical aegle of incidence is 10.3%, comresponding
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w0 a crifical offset of 085 m, and angles greater than this
will vield a reflecdon coefficient of 10, Figure 5 shows
plots of the relatve amplinade versns CRIF offset within a
superzather for a range of distances of the CMP
supergather from the pamping well while the punp was
rmning (drainzze) and after it was shot off (nobibiton).
Exponential curves were fit to the dam peints wsing least-
squares regression representing the AV response during
and afier pumping Az the distamce of the CMP
supergather from the prmiping well meresses, the relatve
amplimds of each owve increases and the difference
between the nwo ourves i each plot decreases.

Offset (m)

<1 10 1 -

1] 1
™Y
-

Lt
[
L

o 1
Fizure 4. CMP supergathers from dama collected during

punping (laff), afer pumpmg (ceater), and with no
pumping (right).

Tiene (sl
™
=

&

Assumyng that an incregse in the PSI thickness resuls
from the drawdowm of the water table, it is expacred thar
the relative anplimde of the TSZ reflection would decreass
with decreasing offset from the pumping well a: the slops
of the velocity ramp increases (Fizure 3). As the water
mble retams o equilibdmn the slope of the velocity ramp
decreases and the relative amplimde of the T3Z reflection
iz expected o increase relstve o reflection amplimdes
iz drainage. At offsets farther from the prmping well
there are smaller chenges m the elevation of the water table
and 3 lesser effect on the thickness of the PSZ so
differences berween the during-parnping snd afer-pamping
curves are less propouoced. Fesnlts of de AVO analysis
support these expactafions.

Fizare § shows plots of meladve smplimsde versns WP
offiet within a superzather for 2 range of distances from the
punping well for dams collected while the prmp was
ruminz and dats fom the followine sommer when the
prung had pot been wed. The relative amplimdes dacreass
as the distance fom the pumpins well decreases during
drainaze  In comparison, the amplitndes of the data
aoguired withowr pumping remsin relagvelvy consistenr
despite changes m the distance fom the pumping well
The consistency in amplitodes whils thers was no pumping
indicates that chanzes mn the slevaton of the warer wmhls
and subsaguent effects on the PSZE thickness affect the
amplimdas of the T3Z reflection during the pumping test.

Chamge: in the TSI reflection anplimde may serve as a
qualitative indicator of permeability near the water table. A
more permesble material such as 3 clean or well-sorred
sand, would sllow more dramage dunng dawdoan. An
increzss o dramags would have a lesser effect oo the
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thickness of the PSZ, resuliing in 3 smaller changs m
amplimede.  Comversely, lowermg the water wble m fine-
zrained materizl would mcreaze the thickness of the P3Z
and exhibit a larger varsden in amplimde  Althoush the
resnlts of this study mey not bave a wide range of practcal
applications singularly, they could wield a more accurate
reprasantation of the subsurface propermes when usad m
tandem with techniques thet are sensitive to pore fluids
such &3 ground-penetating radar and elecrical meshods.
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Figure 3. AVO ourves from datz collected during and after

puprng for CAE supstgathers ar three different distances
from the pamping well.
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Fizure §. AW ourves from dara collected during prnping
(top) and without sny pemping (bortom).  As the distance
from the punping well ncresses from 5.7-1625 m the
amplituds increases while the pump is noning. When the
purup had not been wzed the ourves are clustsred rogsther
and display higher amplimdes, suzgestns thar changas in
the PSE resulting from elevation changes of the water tabla
affect seismic reflecion amplitndes.

Althongh these techniques require mnldple surveys, wiich
muay 1omit the extent to which they are uzed. they may prove
nsefnl in understanding chapzes in water tzble and
saturaton fluctuatons. This may be desirable in tme-lapss
studies a7 comtamipared  sites  where  nop-imvasive
techmgues are pecessary. Further work 15 warrantad o fest
the mepeatability of the techmiques and would ideally
include  the collection of seil medsnoe  conten
mieanrements for direct comiparison Fumre work mighe
focus on relanng the changes m amplimeds to the thickness
of the PRI andor the soil penmesbiliny and berer
characterizing the velocity profile of the PSZ.

Concluzions

Althongh temporal cheangss in the height of the water table
were nof inazed sslamically, the dam presented bere show
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that chapges in the smplimds versws offser of the TEZ
reflection are observed in field dara collected vmder
drffersnt pumiping sesses of an unconfined aquifer. The
techmiques described here may be benaficizl in observing
changzes m sxbration and water table flucmanons and may
help to constrain mterpratatons when combined with other
zeophysical and bydrozeclogic data.  Further work is
nEC - to beter charactenze the velociy profile of the
pamzally satorated zome,
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Shallow seismic AV variations related to partial water saturation

during a pumping test

Steven D. Sloan,” Georgios P. Tsoflias,” and Don W, Steeples’
Recaved 1 Angast 3007, revised & October 300 7; aocepied T2 October 2007; poblished X7 Mo vember 3007,

[1] High-resolution shallow seismic reflection expeniments
wene conducted during and after a pumping test of an
agricultural irrigation well to image the cone of depression.
Although vanations m the reflection time from the top of
the satumated zone were not obsorved, amplitude-versus-
offset (AVD) amalysis mewvealed changes in reflection
amp litude responses that correlate tempomally and spatially
to expected changes to the partially satumted zone induced
by the pumping and recovery of the aguifer. The AVO
responses exhibit dependence on aguifer drawdown and
recovery cycles and the distance from the pumping well, We
propose that near-surface soil heterogenety and melatively
rapid changes in the water table elevation dunng irmgation
cycles caused a thickening of the partially satumated zone
above the water table, which resulted i detectable changes
in seismic reflection amplitudes. This study offers msights
about the response of shallow seismic reflections to changes
in subsurface water satumation and the potential application
of seismic technigues to hydrogeophysical problems.
Citation: Sloan, 85 Do, G. P. Tsoflim, ad D W, Seeeples
{2007, Shallow selamic AV varstions related to pantial waler
ssluration during & pumpdng test, Geoghps. Res. Lo, 34, L2405,
dod 101029 2N GLO31 5546,

1.  Introduction

[z2] Multiple attempts have been made o image the cone
of depression amund an agricultural pumping well using
shallow seemic reflection (S5R) techmques | Birkslo ef al,
1967; Jokngom, 2003; Sloan, 2005), however none have
been successful, The study described here was intended to
image the cone of depression by conducting multiple S5H
surveys during and after a pumping test. Despite water table
fluctuations of ~41.5 m, which were within the resolution
limits, we were unable to ohserve fempoml changes in the
reflection from the top of the saturated zone (TS that were
attributable to pumping. However, AV analysis of the data
revedled scismic amplitude variations that comrespond to
differences in the applied pumping stresses and distances
from the pumpmg well. We suggest that the thickness of fhe
partially satumated zone (P5£) above the water tahle is
aftected by a continuous cycle of pumping and recovery
of an unconfined aguifer. Relatively mpid changes in fhe
height of the water table in concert with small scale soil
hetero peneities have cassed a thickening of the PSZ, which
results i detectable changes in the AV response of the
TSZ meflection. Figure 1 illustrates the zome affected by

'Dq:ml:nl of (kolbogy, Univemity of Kmms, Loeverce, Kanmas,
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Copyright 2007 by the American (eophysical 1mion.
O B2 TANIT200TGLO F1SS 6805 00

L22405

pumping where (A) represents the water table surface prior
to pumping and (B} 1s the water table during pumping once
it has reached steady-state conditions, forming the cone of
depression.

[3] In order to relate the observed changes in reflection
amplitude to the subsurface, we consider how the selEmic
properties of the subsurface might change as a result of the
pumping cycles. The water table represents the fully sam-
rated interface where water pressure is equal o atmospheric
pressure. Immediately above the water table is the fully
saturated capillary fringe, which underlics the PSZ. At
steady-state conditions the thicknesses of the capillary
finge and P57 are controlled by the gmin size of the
surrounding sediments. The enlarged section in Figure 1
depicts the increase in water sammation (§,) from some
residual value in the unsaturated zone to 100P% in the fully
saturated zone. During pumping, pore-bound water may
remain above the drawn-down water table and as water
lewels retumn to pre- pumping conditions air can be tapped in
the pore space bencath the water table. Such conditions
would be expected to influence the seismic-velocity profile
of the PSE.

[4] Knight and Nolen-Hoeksema [1990] showed the
effects of partial satumtion on Powave velocity (F,) in a
sandstone using two different metiods of varying water
saturations (Figure 2). One method increased &, through
imbihition, yielding velocities similar to those predicted by
the Biot-Gassman-Domemco egquations | Domenica, 1976)
where velocities remain relatively constant with increasing
saturation and morease very mpidly at salmtions greater
than ~4%. The second method achieved partial satumtion
through dminage, where velocities follow more of a curved
path on the graph and increase exponentially with meoreased
water saturation. These observations were made at the pore
scale wsing ultra-sonic frequencics and consolidated sand-
stone samples under labomtory conditions. We suggest that
analogous seismic velocity behavior, although not at the
pore scale, will result in the PSZ from drainage and
imbibition dunng wrigation cycles.

[5] Mavin and Mukerfi [1998] melate this difference in
velocity response to patchy and umniform sstumtion. They
define uniform satmation as fine-scale, wniform mixing and
patchy satumation as heterogenepus satumtion on a coamser
scale. They determined that paichy saturations always lead
to higher velocities than uniform saturations. Satumtion
scales sepamating uniform from patchy behavior may be
from 0.1-1 cm in the laboratory to tens of centimeters in
the field.

[e] In a homogenous medium, such as a clean, well-
sorted sand, wailer will drain evenly as the water tahle is
lowered, resulting in a vertical tmanslation of the PEZ | Bevan
et al., 2005). However, at our field site, thin, discontimuous
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Figure 1. [lhstmation showing the water table before

pumping {A), dunng pumping (B), and the zone affocted by
the mising and lowering of the water table. The enlarzed
soction illustrates the soil-moisture profile.

clay layers interbedded with fine- and medium-grain sands
form small scale heterogeneities. These varying near-
surface soils have different field capacities, i.e. different
ahilities to retain moswre under gravity dranage. As the
water table 15 dmwn down, clays and silts will retain greater
amounts of water than well-sorted sands causing patchy
saturation, Localized areas of higher water satumtion, which
can be on the scale of 10 s of centimeters, will mfluence fhe
seismic response. Dunng imbibition, sediments will satumte
more evenly, which is akin to uniform saturation, A lthough
it 1= possible that the TSZ reflection coincides with a change
in stratigraphy, we do not believe that a stratigraphic
boundary is the controlling factor of the AV response that
we are observing in the dat. Similar to owr study, prior
shallow seismic reflection expeniments of fluchuating water
table surfaces did ot show changes in meflection tmes
[Birkelo of al | 1987, Johmsan, 2003].

[r] We propose that we are observing a hysteretic effect
analogows to that of Knight and Nolen-Hoekzema [1990],
but on a larger scale due to patchy satumtion caused by
small scake subsurface heterogeneitics. At the pone scale,
hysteresis is possible because no interpone communication
oocurs with ultrasonic frequencies and seismic velocttics are
affected by fluid distibution |Endres and Knighe, 1959). At
lower frequencics interpone communication does oocur and
the pore contents act as a single effective pore fluid [ Endres
and Knight, 1997). Therefore a homogeneous medium will
not exhibit a hysteretic velocity behavior, At our field site
we suggest that lower frequencies respond to a velocity
hysteretic effect caused by patchy saturations. Endree af al.
[200M)] alzo reporied localized arcas where, as the soil-
mgisture profile trans lated downoward, sediments had higher
water saturation and were detectable by GPR.

(3] Semghbush et al. [1961] describe the effects of various
velocity functions on a reflected wavelet as a pmocess of
linear filtering. A sharp interface represented by a step-
velocity function produces a reflection having the same
waveform as the source pulse. A gradational interface
represented by a mmp-velocity fimetion produces a reflec-
tion that is the integrated source pulse. The effect of moving
from a step-velocty function to 3 mmp-velocity fanction on
a reflected wavelet is an overall lowenng of the wawelet
frequency and decrease in amplitede. Velocity changes
related to imbibition would correlate with uniform satura-
tion, approximated by a step-velocity fimction, and those
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related to drainage would cormrelate to patchy satumtion,
approx imated by a ramp-veloaity function.

L. Data Acquisition and Processing

[#] Comymeon mid-point {(CMP) scismic reflection surveys
were conducted to mmage changes in the TSZ meflection
during pumping of a shallow unconfined aguifer. Pre-
pumpmg water table depth was ~4.7 m, measured at an
observation well [Faar e all, 2007]. The first survey was
conducted after the irrigation pump had been allowed to run
contmuously for three days at a rate of ~3TES Limmin {1000
gal‘min). Following aguifer recovery, ~18 hours after the
pump was tumed off, a second survey was acquired. A thind
survey was shot the following summer when, due o cooler
temperatures, the pump had not been mun for at least two
wecks and water table fluctuations were limited to natural
processes, The pumping well was located 5 m away from
the cast end of each of the surveys.

[re] Each survey was conducted using 144 Mark Products
L-40A 100-Hz geophones planted at a 10-cm mterval. The
source was a . X2-caliber nfle firmg into 15-cm deep hokes
every 10 cm beginning and ending 5 moff of cach endofthe
spread. Data were reconded using two Geometrics 72-channel
StrataView seismographs with 24-bit A/D conversion,
256-ms record lengths, and (L25-ms sampling interval.
Acquisition pammeters were identical for cach survey, Data
were processed using commaon ly applied techniques for AVO
data, as described by Castagna [1995] and Resnick [ 1995].
Processing included geometry definition, elevation comec-
tions, sphencal spreading corrections, f~k filtening, CMP
sorting, MMO comrections, and partial stacking.

I AVOD Analvsis

1] Although AV methods and techmigues are widely
usad in hydmearbon exploration, litle work has been done
in shallow subsurface investigations. The near surface
presents complexities that must be overcome to provide a
data set of high enough quality o perform AV analysi.
The airwave, refractions, direct wave, and surface waves
often prevent a wide mnge of of fsets from being used due to

o

P Velocity (km/sec)
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Figure 2. Plot displaying the changes in P-wave velocity
with water saturation (from Knight and Nolen-Hoelkzema
[ 1950 ).
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Figure 3. CMP supergathers from data collected (left)
during pumping, {middle) during recovery, and {nght) with
no pumping.

interference with the reflections. Despite the associated
problems, there are a few examples of 55R AV studics
[Bradford et al, 1997, Bachrack and Mukerji, 2001;
Waddell et al, 200 1). Bachrach and Mukerji [ 2001] showed
that the unsaturated’saturated sand interface exhibit an
increase m reflection amplitude with increasing offset.

[12] Supergathers were created by partially stacking the
common offsets of five adjacent CMP gathers (Figune 3).
Each CMP gather was sepamted by 5 om, covenng a
distance of 20 cm. Each of the three data sets was nommal-
ized to its respective RMS amplitude. The RMS amplitudes
were calculated for cach trace from a window around
the TSZ meflection from 32—48 ms for offsets mnging from
—1 to +1 m m 10-cm mmcrements. The supergathems
displayed in Figure 3 show data collected duning pumping
{drainage), after aquifer recovery {imbibition ), and from the
following summer when the pump was not used, The TSE
reflection consistently occurs at ~35 ms; however, the data
collected dunng drainage (left) exhibit noticeably lower
amplitudes and lower fraguencies.

[13] Figures 4a, 4b, and 4¢ show plots of the mlative
ampliude versus CMP offset within a supergather for a
range of distances from the pumping well during dranage
and imbibition. The AV response is represented by expo-
nential curves fit to the data points using least-sguares
regression. For all distances from the pumping well, imbi-
bition reflection amplitudes are greater than drainage reflec-
tion amplitudes, and reflection amplitudes increase overall
with increasing offset. As the defance of the CMP super-
gather from the pumping well moreases, the relative ampli-
tude of each curve increases. Furthermaore, the sepamtion
between the two amplitude curves in each plot is greatest
near the pumping well. This effect 1s ilustated m Figure 44
using the difference of the two curves for cach distance.

[14] Figures 42 and 41 show plots of relative amplitude
wversus CMP offset within a supergather for a mange of
distances from the pumpmg well for data collected during
drainage and dat from the followng summer when the
pump had not been wsed, respectively. During drminage, the
relative amplitudes increase as the distance from the pump-
ing well increases. In companson, the amplitudes of the data
acquired without pumping remain relatively consistent
despite changes in the distance from the pumping well
and display higher amplitudes than the dminage data.

4. Discussion

[15] The graphs in Figunes da—4f show that seismic data
collected during drainage exhibit lower amplitudes than
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those acguired both during imbtion and at no pumping
conditions, This seismic amplitude relatonship to pumping
condition is ohserved at all distances from the pumping well
and at all offsets within the supergathers. This observation is
conzistent with the seismic response expected fiom a patchy
saturation velocity profile formed by dminage. Furthermore,
the lowest amplitudes are observed at the supergather
closest to the pumping well. As the distance of the super-
gather from the pumping well increases, so do the amph-
tudes, sugeesting an increasingly sharper velocity transition
away from the pumping well. As illustmted in Figure 1,
drawdown will decrease as the destance from the pumping
well increases. This response is illustmated by Figure 4d
where as the distance from the pumping well increases, the
sepamtion between the curves decreases. Thus, as the
distance from the pumping well increases, both hydrologic
and geophysical responses decrease, suggesting a causal
relationship. Figure d¢ shows that as the distance from the
pumpng well increases, the amplitude increases while the
pump is runming. Howewer, when the pump was not used
and the water table was not drawn down, asin Figurne 4f the
curves are clustered together and display higher amplitudes.
These results further sugeest that changes in the thickness of
the PRZ due to elevation changes of the water table result in
coresponding  detectable scismic meflection amplitude
changes.

[1e] At undiswrbed water table conditions (no pumping )
it is expected that the PS5 will exhibit the most abrupt
seismic velocity transition from unsatumated © fully-saw-
rated conditons, As the water table & dmwn down {dram-
age) and the thickness of the PSZ increases, the slope of the
seismic velocity profile will also increase. The morcase in
the slope of the ramp-velocity function leads to lower
seismic reflection amplitudes and froquencics |Senghush
et al, 19%61)]. As the water tahle retums to equilibrium
{imbibition) and the thickness of the PSZ decreases, the
slope of the velocity mmp also decreases. This leads to an
increase in reflection amplitedes and frequencies relative to
those dunng dramage. The same PSE disturhance behavior
explains the scismic response as the distance from the
pumping well increases and the dmwdown of the water
tahle decreases. At distances farther from the pumping well
there ane smaller changes m the elevation of the water table
and a lesser effect on the thickness of the PSZ, which would
bead to increasingby higher reflection amplitudes at farther
distances, The observations of shallow seismic reflection
amp litude response dunng pumping cyclks are in agroement
with the suggested PS5 thickness changes and analogous to
the seismic velocity response to varying water satumtion
presented by Knight and Nolen-Hocksema [1990)] and
Mavko and Mukerji [ 1998].

[17] Changes in the TSZ reflection amplitude may serve
as an indicator of permeability near fhe water table. A more
homogeneous and permeahle material, such as a clean or
well-sorted zand, would allow more uniform drainage
during dmwdown, Uniform dmimage would have a lesser
or no effect on the thickness of the PSZ, resultng in a
smaller change in seismic amplitude. Conversely, lowering
the water table in poorly-sorted heterogencous soils would
increase the thickness of the PSZ and exhibit a larger
wariation in amplitude. The resuls of this study could yield
a mone accurate represemtation of subsurface hydraulic
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Figure 4. (a, b, ¢} AVO curves from data collected during (drainage) and after (imbibition) pumping for CMP
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propertics when used m fandem with techmgues that are
sensitive to pore fluids, such a8 ground-penctatng mdar
and electrical methods. These technigues may also prove
usefil in understanding changes in water table and satura-
tion fluctuations, which may be desirable in time-lapse
studies at contaminated sites where non-invasive techmgues
might be necessary. Future work will focus on quantitatively
relating the changes in amplitude to the thickness of the PSZ
by monionng soil moisture content.

5. Conclusions

[13] Imaging the cone of depression using shallow seis-
mic reflection dunng a pumping test may be possible;
however, it has not been documented in the litemture to
owr knowledge, despife several attempts. Without prolonged
drainage ime, e length of which will vary with subsurface
propertics, some amount of pore-bound water will remain
above the drawn-gown water table, If there is a sufficient
amount of water to produce 4 seismic reflaction, temporal
changes in the TSZ reflection will not be observed.

[13] The data presented here show that detectable
changes in the AV msponse of the TSZ reflection are
observed in field data during a pumpng test of an uncon-
fined aguifer. The AV mesponses cormespond to different
pumping conditons and varymg distances from the pump-
ing well, which can be explained by changes in partial water
saturation above the water table, We show that lower
seismic amplitudes observed during pumping (dminage)
are consistent with the expected nesponse of a thicker
partially satumted zone. Recovery of the water table { imbi-
bition) results in higher seismic amplitudes indicative of a
thinner partially satrated zone. The technigues descnbed
here may be beneficial in observing changes n saturation
and water table fluctuations and may help o constrain
interpretations when combined with other geophysical and
hydrogeologic data.
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Acquisition and processing pitfall associated with clipping

near-surface seismic reflection traces

Steven D. Sloan', Don W. Steeples’, and Peter E. Malin®

ABSTRACT

The processing of clipped seismic traces may produce
high-frequency wavelets thot can be misinterpreted as reflec-
tiong in filtered shot gathers and common-mid podint (CMP)
stacked sections. Toillustrate this effect, a near-surface CMP
seismic reflection survey was conducted using two sources to
compeare the effects of various band-pass frequency filters on
clipped traces. An eventobserved in the clipped data set repli-
cated the frequency of the filter operators applied, similar to
the effect of convolving aboxcar function with the filker oper-
ator. The anomaly exhibitad hyperbolic moveout and imitat-
ed o reflection during the processing stages. The hyperbolic
event was flatened by NMO corrections chosen for the target
reflection, and it stacked in a3 acoherentevent in the final sec-
tion. Clipped data should be rerno ved o corrected before pro-
ceazing to prevent mizsinterpreting high-fraquency reflection
artifacts in race gathers and stacked sactions.

INTRODUCTION

Shallow seismic reflection data are commonly collected by using
dense receiver and source spacings, which are required to image
shallow reflectors and to prevent spatial aliasing of data. The close
proximity of the scurce and the nearest receivers resulting from the
short offsets can result in clipped traces in which peaks andfor
roughs have been squared off, depending on the energy of the
sotirce selected. Ultrazhallow surveys might require a receiver spac-
ingof 20 cmorleas, which can result in a relatively high percentage
of clipped traces in the data set (Figure 1). This article addresses a
potential pitfall azsociated with data acquisition and processing in
which clipped surface waves can be misinterpreted as high-frequen-
oy reflections on filtered shot gathers and on stacked sections,

When clipped seismic races are processed digitally. high-fre-
quency artifacts can appear o3 reflections in field records and stacked

sactions, Galbraith and MacMinn (1982 obeerve the effects of da-
convolution on clipped races, noting that each clipped peak or
rough is splitinto two or more individoal peaks and roughs after de-
convolution. This leads to the presence of ancmalous peaks in pro-
ceased stocked sectiona that could lead to their bedng misinterpreted
as a stratigraphic feature or other anomaly. The presence of anoma-
lows peaks is not a problemif clipped traces are corrected or remaonved
from the data set. Poasible solutions for eliminating gain errors such
as clipping include muting. filtering, pohynomial interpolation (Gal-
braith and MacMinn. 1982). minimum error energy operabors
(MEEOs) (Nyman. 1977; Galbraith and MachMinn. 1982), and adap-
tive lattice filters (Khan, 1582).

Muting can eliminate the clipped portion of traces but also can be
tedious and time-consumin g. especially for large data sets. Filtering,
can smocth gain-associated errors if they are not too severe; howey-
er, this method can produce additional problems for clipped races.
Nyman i 1977) discuases the use of MEEOs for error correction. Gal-
braith and MacMinn (1982) determine that the MEEC mathod is
more effective ot correcting gain-associated errors and clipping than
polynomial interpolation is. Yet another method, described by Khan
(1982, uses adaptive lattice filters tocorrect erpors.

Although curarticle points cut methods for correcting clippinger-
rors, the primary focus is to show problems that can propagate
through the data-processing stages and negatively impact data inter-
pretation if clipped traces are not ecognized and corrected or re-
moved.

ATA ACQUISITION ANIY PROCESSING

T illustrate how high-pass filtlering of clipped data can produce
artifacts on socked common-midpodnt (CMP) data, we conducted
two CMP seismic reflection surveys using identical acquisition pa-
rameters, with the exception of the source. The receiver line consist-
ed of 144 Mark Products L40-A 100-Hz vertical geophones planted
with a 10-cr interval. Data were recorded using a 0.125-ms sam-
pling interval for 128 ms by two 72-channel Geomeirics Strata¥iew
selamographs with 24-bit analog-to-digital { ADD) conversion.
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The firat survey was collectad using a . 22-caliber rifle firing long-
rifle ammunition and a shot interval of 20 cm. The second aarvey
was conducted in the same manner using a 223-caliber rifle with a
55-grain bullet as the source. Data proceszing for the two dain sata
was identical and included gecmetry definition. CMP sorting, MMO

Figure 1. Field files acquired at the same source location uaing (a) a
22-caliber and (b} a .223-caliber rifle. (a) Clipped troces are out to
0.6 m from the source. (b) The clipping reaches as far as 2.0 m. The
data are presented without any filtering. althcugh a9-dB attenuation
was applied to prevent trace overlap.

S -seciver @l (e

carrections, CMP stacking. band-pass filtering. and automatic gain
confrol (AGC) to produce a brute stack. Early muting was not ap-
plied, which allowed the clipped-trace effects to be seen on the entire
shotrecords,

RESULTS

Figure 2 shows shot records froma single source location collect -
ed with the .22- and .223-caliber riflas with various band-pass filters
applied. The target reflection from the water table is located at ap-
proximately 16 ms. Although the records are similar, the second ar-
rival in thedata collected with the .223-caliber rifle exhibits a separa-
ticom at approximately & ms {indicated by the arrow. Figure 2) that is
nok seen in the dat collected by the 22-caliber rifle. This separation
becomes more pronounced as the fraquency of the applied filter in-
Creases,

This event. which aleo appears to have a hyperbolic moveout. in-
creasea in frequency as the filter's frequency increases, without be-
coming distorted or decreasing in amplitnde. The by perbolic appear-
ance could bemistaken fora very shallow reflection and, ifleft in the
data =et. might stack coberently. Hyperbola fitting of this pseu-
doreflection yields a velocity of approximately 300 m.' s, slower than
the velocities of both the water-table reflection (450550 mis) and
the direct wave (400 m/z).

Welocity picks obtained from the water-table reflection ot every
fifth CMP location, ranging from 450 to 550 m/s. were used to ap-
ply NMO comections to both data sets. Figure 3 shows the effects of
the NMO corrections on the pseudorefl ection in CMP gathers from
the .22-caliber and .223-caliber data sets at a co-
incident location. The pseudoreflection event at
about 7 ms has been flattened and is coherent in
the . 223 data but not in the CMP gather of the .22

data.

Figure 4 shows the brute stacks of both the 22
and 223 data with clipped traces included (Fig-
ure 4a).clipped portions surgically muted (Figure
4bsj, and clipped races removed entirely (Figure
4i). The data are displayed with a 600-000-Hz
band-pass filter with 18-dB/octave roll-off slopes

and no mutes. A coberent event at approximately
T ms in the .223 sck, indicated by the amow in
Figure 4a, iz not present in the 22 stack This
event corresponds to the event cheerved in the
field records and MMO-corrected CMP gathers.
Clipped traces in the 22 data ranged from
+ 0.6 m sorce-to-recedver offset represanted by
13 traces, or 9% of the 144, The 223 data over-
powered the geophones as far as 2.0 m from the

Figure 2. Field records collectad with the . 22-caliber rifle (lft) and .223-caliber rifla
{right) at the same location. Dat are displayed with band-paas filters of (a) 200-300, (b)
600500, and (c) 10001 300 Hz

source. representing 41 of the 144 traces (28%)
collectad at each source location (Figure 1).

DISCUSSION

Figure 5 illusirates the effects of various band-
pass filters with increasing frequency on an un-
clipped and clipped seismic trace and the corre-
sponding arnplitude spectra. Asfilkers with higher
band-pass frequency are applied to the unclipped
trace, high-frequency ring iz introduced. The
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traces are recognizably nodsier, and the signal is diminished because
of the decreasing bandwidth. However, when the same filters are ap-
plied to aclipped trace, the filker operator is replicatad at the squared
wavelet cormers where the clipping occurs.

The largest peaks and troughs ineach of the filtered clipped traces
ceur at the same position as the squared corners whene clipping oc-
curs in the original race, as indicated by the shaded area. This i= es-
sentially equivalent to convolving the filter operatar with a boxear
function. Ringing does notoccurin the filtered clipped traces when
the frequency of the filter operator is increased, because the band-

A

Time {m=]

Distarse |mil
ajy 2 & 10 14 k] &

width increases artificially as additional cycles are introduced where
clipping cocurs,

Corresponding amplinide spectra are shown for traces o, c. g k.
and 0. Asthe frequency of the filter is increased. the spectraof the un-
clipped traces alao become increazingly nodsier. Those of the clipped
races retain the same shape and smoothness across the frequency
mxis. Thble | shows the pazsband of the filters applied to each trace.

Dt demonstrate the effects of some of the processing steps that
may prevent this problem by comparing brute stacks. including the
clipped traces (Figure 4a). the clipped data surgically muted {Figure

Figure 3. Codncident MMO-corrected CMP gathers from the (a) .22-caliber and (b)
223-caliber data sets, The event near 7 ms. indicated by the arrow, has become fat-
tened and coherent after NMO comections were applied with o 1 5% stretch mute, us-
picks from the targeted water-table reflection. Data are displayed with a
band-pass filter without mutes or gains applied.

Figure 4. Brute stacks of the .22-caliber (left) and
Z25-caliber (right) data. Both data sets have been
processed identically for comparison purposes. (a)
A coherent event near 7 ms in the .223 data. indi-
cated by the arrow, i3 notevidentin the 22 data. (b}
A surgical mute applied to remove the clipped por-
tion of the traces. (c) The brate stacks after the
clippad traces have been removed entirely

Figure 5. (a) An unclippad and (b} a clipped trace
weith varions band-pass filters applied, increasing in
frequency (traces a through o) from left to right.
The cormes, n-:]'u:u'lg amnplitude spectra areshown on
theright. ¥iew (a) bagins toring at higher frequen-
cles. In (b}, the wavelet does not show thesame ring
but appears to increase in Erequer;'?ras higher-fre-
quency band-pass filters are applied toit. The high-
frequency wavelet seen in (b) is the filter operator
convolved with the comers at which clipping oc-
cur= in the data. Filter specifications for each race
aredescribed in Tabla 1.
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4b), and the clipped traces removed (Figure 4¢). As seen in Figure
4a, processing the clipped traces can result in artifacts that appear as
high-frequency reflections. which can lead to misinterpretaticns.
Surgically muting the clipped portion of the traces, as in Figure 4b,
Table 1. Band-pass filters (Hertz) applied to each trace in
Figure 5 Filters were applied with 18-dBEiectave roll-off
slopes.

=
g

Filter passband (Hz)

HiA
0300
100400
200-500
300800
400700
500800
EOC-000
TO0-1000
A00-1100
Q00-1200
10001300
11001400
12001500
13001600

Tm oemom oo T s

L=

Offset {m)
2.5 lu] 2.5

al

=
-

Tirne (ms)

-
e

20

Figure &. The sarme shot gather is shown with {a) no filtering, (b a
200-300-Hz bamd-pasa filter, and (c) a 400-900-Hz band-pass filter.
Axrows point to the same event as it changes with each filter. Filters
were a{:ug]wd with 18-dB/octave roll-off slopes. The top shot gather
has a 9-dB attenuvation applied to prevent trace cverlap.

effectively eliminates the artifact; howewver. this method may be
time-consuming and tedicus. The most reliable way is to amit the
clipped traces from the data set, as illustrated in Figure 4c.

Orpitting the clipped traces may be fast and reliable. However. in
the case with the .Z23-caliber rifle, that would reduce the total num-
ber of traces by about 3% and would Jower the fold significanthy. In
that case, an early mute designed to delete clipped data might be the
mozt efficient method for removal becanze an early mute iz neces-
=ary toremove the direct and refracted waves and would be applied
to the data aryway. If rernoving the races or muting is not a viabla
option. the minimum-error energy operator reported by Myman
(1977 and discussad by Galbraith and MacMinn (1982) could be
used to atternpt to correct clipping errors.

The hyperbolic appearance of the reflection event i3 from a com-
bination of clipping and frequency filtering. Figure & illustrates the
=ame shot gather with no filter applied (Figure $a), a 200-500-Hz
band-pass fil ter {Figure &b}, and a &00—%030-Hz band-pass filter (Fig-
ure &c). The traces in the shot gather bahave in the same manner as
those described in Figure 5.

The event indicated by the arrows in the raw shot gather is linear.
Howerver, az frequency filters are applied. the squared comers be-
come individual peaks and troughs. That creates the separation ob-
sarved in the same even tin the shot gathers shown in Figure 6band ¢,
where the top of the event remaina linear and the bottom appears hy-
perbolic. The separation appears to enlargs with increasing frequen-
cy of the filters, but the separated events ate actally at the same
times in each gather. as indicated by arrows, Az amplitndes decrease
with offzet and clipping diminishes, the clipped corners and fil ter-in-
duced peaks come closer together, giving the eventits hyperbolic ap-
pearance,

CONCLUSION

The processing of clipped seismic iraces has the potential of creat-
ing artifacts that could be misinterpreted as high-frequency redlec-
ticma in shot gathers and stacked sections. As filkers of increasingly
higher band-pass frequency are applied to an unclipped race, the
high-frequency nodse level increases because of the decreased band-
width. In contrast, the frequency of a clipped trace mirrons that of the
filter applied to it by replicating the filter operator. It will continue to
increass in frequency without distortion or without addin g high-fre-
quency noise to the wavelet. and it exhibits no change in the band-
width.

Clipped data showld be remnoved by muting or trace editing or they
should be corrected durin g the preprocessing stage to avoid the prob-
lems described. Field testing of potential sedsmic sources prior to
conducting a survey is recommmended and can prevent a problem by
salecting the source with the appropriate energy to meet the survey
objectives. Clipping can ocour as a result of physical limitations of
geophones or by setting all the bits that can be recorded by a digital
=ample o ones. It might be beneficial to check the data for digital
zarnples which are the largest possible rumber that can come from
the A/ converter, possibly indicating the presence of clipped races.

Aswith all seismic projects. care should be taken during the pro-
cesging stoges o ensure that quality control is maintained and that
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thi processing stepa or selected parameters do notintroduce unwant -
edartifacts intothe data sat.
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IMAGING A SHALLOW PALEO-CHANNEL USING 3D ULTRA-SHALLOW
SEISMIC REFLECTION METHODS

Steven D. Sloan, University af Kansas, Department of Geology, Lawrence, KS
Don W. Steeples, University of Kansas, Deparmment of Geology, Lawrence, KS
Georgios P. Tsaflias, University of Kansas, Department af Geology, Lawrence, KS

Abstract

A 3D ultra-shallow seismic-reflection survey was conducted to image a shallow paleo-channel at
a field site located near Lawrence, KS. An orthogonal survey design was used. with a patch consisting
of 4 receiver lines with 48 receivers each and 12 source lines with 16 source locations each. The source
and recerver intervals were (0.3 m. and the source line and receiver line intervals were 2 m. The survey
design resulted in a total fold of 48, covering an area of 13,5 m x 35 5 m. Large variations in velocity
were present, rangmg from 300600 m/s laterally and 300-1650 m's vertically. As normal moveout
corrections can not account for intersecting reflection hyperbolae due to large vertical velocity gradients,
the data were processed by extracting offset-dependent subsets based on the optimum window for each
reflection. The subsets were NMO corrected independently and stacked together using conventional 3D
processing techniques. Despate the large lateral and vertical velocity vanations, we were successful i
imaging the water table. a paleo-channel. and bedrock located at depths of ~3. 7. and 16 m, respectively.
Results of the 3D survey are in agreement with previous studies conducted at the site.

Introduction

There are multiple examples of three-dimensional (3D) shallow seismuc reflection (SSE) surveys
in the literature (Lanz et al . 1996; Buker et al , 1998; Buker et al . 2000; Spitzer et al . 2003), but they
are still relatively uncommon and 3D ultra-shallow seismic reflection (USR] surveys are even harder to
come by (Bachrach and Mukerj, 2004a.b). The dense source and recerver spacings necessary to
properly sample the wavefield in the shallow subsurface quickly doive acquisition-related costs up as
target depth decreases and increases exponentially faster when working in three dimensions. Although
two-dimensional (2D)) data are less cost- and labor-intensive to acquire, 3D SSE. data can yield more
accurate subsurface images and avoid artifacts and nisinterpretations caused by out-of-plane reflections
(Lanz et al., 1996).

The test site 1s an open field located several miles south of Lawrence, KS (Figure 1) near the
Wakarusa River. Two-dimensional (2D) surveys previously acquired at the test site have imaged a
channel feature at ~7 m depth. which coincides with a linear surface expression that 1s lower in elevation
than the surrounding area. The objectives of the study presented here were to image multiple reflectors
less than 20 m deep, including the top of the saturated zone (TSZ), the paleo-channel, and bedrock using
3D USR techniques. A small 3D USR survey was designed and acquired, covering an area of 13.5 m by
35.5m. Data were processed using commonly applied SSR processing techniques.

One of the challenges encountered during processing is the presence of a large vertical velocity
gradient. The negative effects of large vertical velocity gradients on normal-moveout (NMO) corrections
have been demonstrated (Bradford, 2002; Bradford and Sawyer, 2002; Miller and Xia, 1998} Bradford
(2002) and Bradford and Sawvyer (2002) showed that depth estimates calculated using interval velocities
determined by the Dix equation may exhibit an error of 10-100%. Prestack depth migration (PSDM)
was found to produce a more accurate 1mage at their test sites.
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Figure 1: Site map indicating the location of the field site and the position of the survey, which is
bounded by the red box. Note the N-S trending surface feature perpendicular to the survey. The back of
the property is bounded by a creek, indicated by the wooded area on the aerial photograph.

Miller and Xia (1998) demonstrated the effects of NMO corrections on intersecting reflection
hyperbolae due to large vertical velocity gradients. Effects such as stretch, sample reversion, sample
compression, wavelet smear, and duplicate wavelet mapping require severe stretch mutes to prevent
processing artifacts and a decrease in the signal-to-notse ratio (S/N) (Figure 2). Such severe mufing may
ultimately lead to degraded stacked sections. The authors successfully emploved an optimum-window
based processing scheme where reflections were segregated by offset and processed independently,
resulfing 1 a more accurate stack than that produced using a multiple-velocity WMO correction. NMO
correction processes are not perfect and PSDM processing may be ideal. however many groups may not
have the necessary software or computer code or resources to run 1it. We processed the data using a
scheme similar to that described by Miller and Xia (1998).
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Figure 2: NMO corrections applied to intersecting reflection hvperbolae result in undesirable noise and
artifacts that require severe stretch mutes to account for (modified from Miller and Xia, 1998).

Survey Design & Acquisition Parameters

An orthogonal survey design was emploved with a patch consisting of four receiver lines (RLs),
with 48 recervers each, and twelve source lines (SLs), with 16 source points each (Figure 3). The
receiver and source line intervals (RLI, SLI) were both 2 m with receiver and source mtervals (RI, SI) of
0.5 m. Each patch consisted of 192 shots, after which the patch was rolled. There were a total of six
patch locations, including two lateral passes. Three patches were used in the first lateral pass, rolling
two RLs each time in the crossline direction (S-N). The patch was then rolled in the inline direction {E)
by half of the RL length and the second lateral pass was made in the opposite direction (N-5). This
design led to a total fold of 48. Mmimum and maximum recorded offsets were 0.35 and 23.11 m,
respectively. The patch aspect ratio 1s ~1:6, leading to an offset distribution shifted towards the near
offsets and an azimuthal bias along the long axis (Figure 3). The survey was acquired in ~10 hours with
an eight-person crew and a total of 1132 recorded shots. The limiting factor ended up being the amount
of time required to punch the holes for the source.

Common midpoint (CMP) data were collected using 192 (4x48) Mark Products L-404 100-Hz
vertical-component geophones. The source was a .22-caliber rifle firing short ammunifien mio ~15-cm
deep pre-punched heles. Data were recorded using a 96-channel Bison and two 72-channel Geometrics
StrataView seismographs with 24-bit A/D conversion. The sampling interval was 0.25 ms for 256 ms.
Elevation data were also collected.
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Figure 3: Survey design and attributes. (A) shows the receiver (blue) and source line (red) layvout and
the live patch (light blue and pink). (B) illustrates the resulting fold diagram, reaching a total fold of 48.
{C) and (D) depict the trace counts for offset and azimuth, respectively, for the survey.

Data Processing

Data were processed using commonly applied techniques as described in Table 1. The data set
was binned (0.25 x 025 m) and processed in its entirety through CMP sorting. At this point the data
were divided into three subsets. Subset 1 (S1) includes the TSZ reflection ranging in offset from -14.99
to +14.99 m and 0-44 ms. Subset 2 (52) includes the channel reflection with offsets = =15.0 m and 0-44
ms. The third subset (53) includes the bedrock reflections, encompassing all offsets and limited in time
from 44-100 ms.

Table 1: Processing applied to the 3D USE volume.

Data Processing

Rasidual Statics

Subset Extraction
"Subsst MMO Corrections
Merge Subssts

CMP Stack

Buiteraworth Filtering
AGC

30 Migration

Offset segregation and muting, 3-sampls

tapers

175-500 Hz, 18 d8/octave rollof

G0-ms window

Full Data Set Subsef 1

Geametry Definition MO Comections ~550 m's
Bimning 0.25x0.256 m Subset 2

Trace Editing MM Comactions ~1075 mfs
Elewation Siatics Subsef 3

Early Muting S-sample faper MMC Comactions ~1300 ms
Surgical Muting S-sample taper

£k Muting

CMP Sort
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As seen in Figure 4, the bedrock reflection at ~32 ms is coherent at a wide range of offsets.
Including it with the TSZ reflection would still lead to stretch-related artifacts, hence the necessity of a
third subset. 51 and 52 were segregated based on the optimum windew of the channel reflection. which
15 not identifiable until a source-to-receiver offset of 15 m. 53 was removed using a combination of
early and tail mutes with a 3-sample overlap. Each subset was NMO corrected independently with its
respective velocity function (Table 1), followed by merging all data and CMP stacking. A 175-500 Hz
Butterworth filter with 18 dB/octave rolloff slopes and a 60-ms AGC window were also applied.

Several possible pitfalls exist with this processing scheme that should be noted. Cutting data in
time without a taper can result in squared wavelet corners at the edges, which will mirror the filter
operator applied and produce coherent high-frequency events that may stack constructively {Sloan et al.,
2008). Even with a taper, dividing data in time and then recombining an lead to data seams. However,
this was not a problem with this particular data set after selecting an appropriate taper overlap of 3
samples for the early and tail mutes. Static corrections should be calculated and applied prior to
segregation as they would no longer be whole-trace shifts and may lead to erroneous results.
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Figure 4: Raw shot gather indicating the presence of reflection hyperbolae before processing. Arrows
mark the TSZ (blue). paleo-channel {pink), and bedrock (green). The same shot gather is displayed on
the right showing the different subsets including 51 {blue), 52 (pink), and 53 {green). Data are
displayed with a 175-300 Hz Butterworth filter with 18 dB/octave rolloff slopes and a 60-ms AGC

window.
Results

Stacked sections were interpreted using a commercial seismic software package. Figure 5 shows
a chair diagram with the interpreted TSZ reflection (blue), paleo-channel (pink), and bedrock (green).
Figure 6 displays a 3D rendering of the surfaces. The T5Z, palec-channel, and bedrock are located at
~5, 7, and 16 m, respectively. The interpreted channel features run approximately -5 and appears to
dip slightly to the north. The channel features are coincident with a topographic low that can be
identified in the aerial photograph in Figure 1 as the N-5 trending linear surface expression. It is also
worth neting that there 1s a creek that muns adjacent to the property and is within 30 m of the survey area.
Figure 7 shows a time-amplitude slice from 30 ms. The two structural lows illustrated in Figure 6 are
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depicted by the black (left) and red (right) linear features. The channel surface in Figure § indicates that
the two structural lows begin to merge into one towards the north. This is further supported by the 31-
ms time slice in Figure 7 that shows the two features merging on the north side of the volume; however,
this is also where the fold begins to decrease, which may have an effect on the interpretation.

Figure 5: Chair diagram of the final stacked volume. The interpreted reflections are highlighted in blue
(TSZ), pink (paleo-channel), and green (bedrock).

Figure 6: 3D graphic showing the TSZ {blue). channel (pink). and bedrock {green) surfaces.
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Figure 7: Time slice from 30 (top) and 31 ms (bottom). The paleo-channel is on the left side in black.

Conclusions

Processing the data by dividing them into offset-dependent subsets based on the respective
optimum window of each reflection was successful in negating the detrimental effects of WMO-
correcting intersecting reflection hyperbolae with a vertical velocity change of ~400-1650 m/s. Despite
segregating the data set in time, data seams were not a problem in merging and stacking the subsets afier
an appropriate overlap taper was selected. However, it is possible to generate processing artifacts using
subsets and caution should be exercised throughout the processing stage to ensure that quality control 15
maintained. The survey was successful in imaging multiple reflectors less than 20 m deep in three
dimensions, including the top of the saturated zone, paleo-channel features, and bedrock. Future work
includes a larger, more comprehensive 3D USR survey at the same site.
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