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ABSTRACT 
 

The Center for Nanotechnology at NASA Ames Research Center is developing a micro-

column scanning electron microscope with energy-dispersive x-ray spectroscopy 

(MSEMS). The MSEMS has the potential for space explorations because it is lightweight, 

low power and has superior analytical capabilities, including imaging with sub-

micrometer resolution and elemental analysis. The image acquisition software for the 

MSEMS is currently in its early stages of development. The development of the image 

acquisition software has lead to the research problem addressed in this thesis.   

 

The objective of this thesis is to provide a detailed explanation of a novel algorithm for 

obtaining digital images from a scanning electron microscope (SEM). An introduction to 

the SEM is presented including its theory of operation and current research. Established 

methods for digital image acquisition from an SEM are summarized, all of which exploit 

electron beam position. A new method for digital image acquisition is introduced, which 

disregards electron beam position. The hardware requirements for the new method are 

discussed. The model for the new method is fully developed. Manual and automated 

methods for determining the model parameters are explained. Some preliminary results 

are shown. Some advantages and disadvantages of the method are discussed and the 

future work is recommended. 
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1. Introduction 

The scanning electron microscope (SEM) is a scientific research instrument that is 

frequently used in both the natural and applied sciences. The SEM is popular due to its 

ability to produce high resolution images and determine elemental composition. When 

compared to the optical microscope, the SEM has superior imaging capabilities. The 

optical microscope has a maximum resolution of around 200nm, a maximum 

magnification of around 1,000x, and a narrow depth of field. Where as, the SEM 

currently has a nominal resolution less than 10nm, a maximum magnification of around 

10,000x, and a large depth of field. The SEM has superior imaging capabilities because it 

uses electrons, instead of photons, to create an image. During the SEM imaging process, 

characteristic x-rays are emitted from the surface of the sample. The characteristic x-rays 

allow the SEM to determine elemental composition through x-ray spectroscopy [1]. 

2. SEM Imaging Process 

Inside a vacuum chamber, an SEM produces an image through the following process. 

The electron gun generates an electron beam. The focusing coils, or lenses, focus the 

electron beam onto a small spot on the sample. When the electron beam strikes the 

sample, characteristic x-rays emit from the sample as some of the electrons are absorbed 

and others are scattered. Specialized sensors, called electron detectors, detect the different 

types of electrons. An image is formed by sampling the electron detectors while scanning 

the electron beam over the surface of the sample. The electron beam is scanned in a raster 

pattern with the scanning coils [1]. Figure 1 illustrates the main components of an SEM 

column. 
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The SEM imaging process occurs in a vacuum chamber. Most SEMs operate in high 

vacuum, but the environmental SEM (ESEM) can operate in low vacuum [1]. A vacuum 

pump or an ion pump can be used to achieve a vacuum chamber. A vacuum pump 

physically suctions the particles from the chamber. An ion pump charges the particles 

within the chamber and attracts them using a high electric field [2]. During SEM 

operation, an ion pump cannot be use to maintain the vacuum chamber because of its 

high electric field. As a vacuum electronic, the SEM is well-suited for space applications. 

A vacuumed chamber can be simply achieved by opening the chamber to the vacuum of 

space. A properly vacuumed chamber is important for the SEM. The vacuum chamber is 

free of particles that will obstruct the path of the electrons.  Any particles remaining in 

the chamber may become ionized by the electrons generated from the electron gun [1]. 

 

Figure 1:  SEM Column 
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Within the SEM, the electron gun generates the electron beam [1]. Electron beams are 

currently generated in one of two methods. An inefficient method for electron beam 

generation is thermionic emission. In thermionic emission, electrons are emitted by 

passing electronic current through a heating element, which is usually made from 

tungsten. A significantly more efficient method for electron beam generation is cold field 

emission. With cold field emission, an electric field is applied between a cathode and an 

anode. The cathode has a sharp point that is aligned with a small hole in the anode. The 

electric field is enhanced at the sharp point on the cathode. Figure 2 shows the electric 

fields of a cold field emission electron gun. The electric field extracts electrons from the 

sharp point and accelerates them towards the anode. Some of the electrons are absorbed 

by the anode. Others electrons pass through the small hole in the anode and form an 

electron beam. This process is similar to electrons leaking across the plates in a parallel 

plate capacitor. The electron gun can be applied to many applications. Using the electron 

beam from the electron gun, ion beams, light, and x-rays can be created [3]. In the SEM, 

a narrow beam must be produced by the electron gun. With a narrower electron beam, the 

SEM will be able to achieve a higher spatial resolution [1].  

 

The electron beam generated by an electron gun may not be narrow. The electrons may 

disperse after passing through the narrow hole of the extracting anode. Focusing coils, 

Figure 2:  Electric Fields of a Cold Field Emission Electron Gun 
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which are also called lenses, are used to narrow the electron beam. The focusing coils are 

large open core inductors whose electric fields squeeze the electron beam. With the 

focusing coils, the electron beam is perpendicular to the coils and it passes through the 

center of the coils. The field created by the coils is in the direction of the electron beam. 

Figure 3 shows the electric fields for an open core coiled inductor. The focus of the 

electron beam can be varied by varying the current through the focusing coils. Once the 

beam is focused, the electron beam is positioned on the sample using the scanning coils. 

The scanning coils are large inductors that bend the electron beam. With the scanning 

coils, the electron beam is parallel to the coils and the electron beam does not pass 

through the center of the coils. The scanning coils create electric fields that are 

perpendicular to the electron beam. The perpendicular forces cause the beam to bend and 

change the position of the electron beam. The position of the electron beam can be varied 

by varying the current through the inductors. There are four scanning coils that work 

together in pairs. One pair adjusts the x-position and the other pair adjusts the y-position. 

By controlling the current through the scanning coils, the electron beam is scanned over 

the surface of the sample in a raster pattern [1]. 

 

Figure 3:  Electric Fields of a Coiled Inductor 
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Special sample preparation is required before a sample can be imaged by an SEM. 

Samples should be cleaned of loose particles before entering the SEM to prevent 

contamination of the SEM. Samples cannot give off particles while under a vacuum.  

Samples should be conductive so that a static charge does not build up during the 

imaging process. Non-conductive samples are usually coated with a thin layer of 

conductive material. A thin layer of conductive material can be created using ion beam 

sputtering or chemical vapor deposition. An ion beam sputter shoots a beam of ions at a 

target containing the material being deposited. The ions collide with the target and 

remove some of the material which is then deposited on the sample. Chemical vapor 

deposition vaporizes the conductive material and deposits it on the surface of the sample 

[1]. 

 

When the electron beam strikes the sample, some of the electrons are absorbed and others 

are scattered. The electrons that are scattered are called back scattered electrons (BSE). 

BSE have high kinetic energy. BSE are detected to show differences in chemical 

composition. The electrons that are not back scattered are absorbed by the sample. Some 

of the absorbed electrons displace other electrons from the sample. The electrons emitted 

from the sample are called secondary electrons (SE). SE have low kinetic energy. SE are 

detected to show differences in topography. Specialized sensors, called electron detectors, 

are used to detect electrons. Separate electron detectors collect the different types of 

electrons. Since SE have low kinetic energy, they must be attracted to the electron 

detector using a weak electronic field. The electron detector collects the electrons 

creating an electric current. The electric current is amplified for ease of measurement. 
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The Everhart-Thornley detector is one of the oldest and most commonly used detectors. It 

uses a photo multiplier to amplify the current [1].  

3. Current SEM Research in Nanotechnology 

The basic principles of the SEM were developed in the late 1930s and early 1940s. Since 

then, the SEM has been incrementally improved through research and development [4]. 

The Center for Nanotechnology at NASA Ames Research Center intends to continue to 

improve the SEM using nanotechnology.  

 

An area of current research is the development of an efficient, mechanically robust 

electron gun which produces a narrow electron beam. Electron gun technology may be 

improved by incorporating carbon nanotubes. Due to their strong chemical bonds, carbon 

nanotubes are mechanically strong and are expected to degrade slowly over time [5, 6]. 

Both bundles of carbon nanotubes and individual carbon nanotubes have been 

investigated [6-16]. Using photolithography, patterning processes have been developed 

for growing arrays of bundles of carbon nanotubes. Bundles of carbon nanotubes have 

potential use in high current applications. They can create electron beams with a higher 

charge density, but create wider electron beams [7-9]. On the other hand, individual 

carbon nanotubes can create narrow electron beams, but cannot provide a high charge 

density [10-14]. Individual carbon nanotubes can create a narrow beam because they 

have a very small diameter and are nearly atomically sharp [5]. A narrow electron beam 

may be obtained by incorporating an individual carbon nanotube into a cold field emitter. 
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If an electron gun can produce a narrow electron beam, then fewer focusing coils are 

required in the SEM. The focusing coils are large open core inductors whose electric 

fields narrow the electron beam. Another recent technology has made it possible to 

remove the scanning coils from the SEM. The scanning coils are large inductors whose 

electric fields set the electron beam position by bending it. A nano-positioning stage can 

replace the scanning coils. Nano-positioning stages use linear peizo motors with 

capacitive feedback to achieve high resolutions that are currently about 1nm. The nano-

positioning stage can change the electron beam position by physically moving the 

electron gun [14]. 

 

After improving the SEM with nanotechnology, it is expected to have less than 10nm 

resolution. By removing the focusing and scanning coils, the size and weight of the SEM 

will be significantly reduced. Using nanotechnology, the SEM will be improved and will 

be more ideal for space applications [14].  

4. Related Work 

Modern SEMs are digitally controlled and produce high resolution digital images. Where 

as, older SEMs have analog control and a cathode ray tube monitor. In the past, digital 

images were acquired from analog SEMs by photographing the cathode ray tube monitor. 

Several modern solutions have been proposed for acquiring a digital image from an 

analog SEM. This thesis proposes a novel solution to this problem. 
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4.1 Frame Grabbing 

A digital SEM image can be acquired using a frame grabbing device. The frame grabbing 

device can digitize the video signal going to the cathode ray tube monitor. Over the past 

20 years, several methods have proposed to use a frame grabbing device for SEM digital 

image acquisition [17-20]. 

 

In 2006, Knapp et al. developed a flexible system for SEM control and digital image 

acquisition. A personal computer controls 6 high voltage power supplies and 8 current 

supplies. The personal computer is equipped with a frame grabber for acquiring the 

digital SEM image. The system required a significant amount of hardware and software 

development. The system was adaptable for use with 3 different SEMs [17, 18].  

 

In 1996, Postek and Vladar developed a similar system for SEM control and digital 

image acquisition named Isaac. The system was based on a personal computer with an 

SEM control card and a frame grabber. The SEM control card has digital to analog 

converters (DAC) that send control signals to the SEM power supplies. It also has analog 

to digital converters (ADC) for measuring data from electron detectors. The frame 

grabber captured digital images from the SEM monitor. The system was able to capture 

high resolution images. The system was only applied to a single SEM. It was unique 

because could not only acquire image, but is could also perform image processing [19].   

 

In 1994, Ang et al. proposed using a commercially available frame grabber to acquire 

digital images from an analog SEM. The frame grabber replaced the typical Polaroid 
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photograph system. Few modifications were made to the SEM. The method required 

locating and connecting into the video signal and the synchronization signal going to the 

SEM monitor. The digital SEM image acquisition system was only applied to a single 

SEM, but could be applied to any SEM [20]. 

 

In the method proposed in this thesis, a frame grabbing device is not employed. However, 

the proposed method is similar to a frame grabber. In fact, the proposed method can be 

used in place of a frame grabber. Frame grabbers obtain images from video signals which 

include horizontal and vertical synchronization signals. The proposed system can obtain 

an image from a video signal without using the horizontal and vertical synchronization 

signals.  

4.2 Analog to Digital Converter Sampling 

A digital image can also be acquired by sampling the electron detector with an analog to 

digital converter that is synchronized with position of the electron beam. Over the past 20 

years, several methods have proposed to use an analog to digital converter for SEM 

digital image acquisition [21-24].  

 

In 2006, Russev et al. developed a system that could be used for electron beam 

lithography as well as SEM control and digital image acquisition. The system is a low 

cost, microcontroller based device that is connected to a personal computer. The 

microcontroller has DACs that send control signals to the SEM power supplies and 

ADCs for measuring data from electron detectors. The system required an extensive 
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amount of hardware and software development. The system was built for a single SEM, 

but has some built-in flexibility for being adapted to other SEM [21].  

 

In 1998, Gebert and Preiss proposed a method using a commercially available ADC to 

acquire digital images from an SEM. A laboratory containing an SEM will likely contain 

a computer for data acquisition that has an ADC. For the method, the ADC is triggered 

using the line blank signal from the SEM. Few modifications were made to the SEM. The 

most difficult part of the method is locating and connecting into the video signal and the 

synchronization signal. Software must be written to configure and acquire data from the 

ADC.  The digital SEM image acquisition system was only applied to a single SEM, but 

could be applied to any SEM [22].  

 

In 1998, Edgerton and Wan developed a method for SEM control and digital image 

acquisition using a data acquisition card. The method allows the SEM to operate 

normally when not acquiring a digital image. When acquiring a digital image, the DACs 

send control signals to the SEM scan amplifiers and the ADCs measure data from 

electron detectors. Software was written using the drivers from the data acquisition card. 

This method was applied to a single SEM and would require modifications for other 

SEMs or data acquisition cards [23].     

 

In 1992, Dubson and Zhu developed a passive method for SEM digital image acquisition 

using an ADC. The ADC connected to the video, horizontal and vertical synchronization 

signal connect to the SEM CRT monitor. The ADC had a fixed sampling rate of 20 kHz, 



11 

which limited the method to a single scan speed. Specialized software and hardware were 

developed for the method. The method would have to be modified for other SEM [24]. 

 

In the proposed method, a digital image will be formed by sampling the electron detector 

with an analog to digital converter. Unlike previous approaches, the proposed method is 

not synchronized with the electron beam position. The proposed method infers the 

electron beam position from the samples collected from the electron detector.  

4.3 Digitally-Controlled Electron Beam Position 

In addition to obtaining a digital image, some solutions also choose to digitally control 

the electron beam position [17-19, 21, 23]. Knapp et al purchased modern high voltage 

power supplies that could be digitally controlled using a PC [17, 18]. Postek et al. and  

Edgerton et al. used a computer and a DAC to control the existing SEM scanning power 

supplies [19,23]. Russev et al. used a microcontroller containing a DAC to control the 

existing SEM scanning power supplies [21]. All of these systems actively control the 

imaging process. Therefore, they can achieve high resolution images but have increased 

hardware and software complexity.  

 

In the proposed method, hardware is not developed to control the electron beam position. 

Rather, the electron beam position is controlled by the existing analog SEM. The 

proposed method can passively acquire a digital image without affecting the normal SEM 

functionality.   
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5. Methods 

Following a raster pattern, the SEM scans the electron beam over the surface of the 

sample. The SEM is controlling the electron beam position and measuring the electron 

detector. It easily forms an image by associating the measurements from the electron 

detector with the electron beam position. The SEM easily forms an image due to its 

knowledge of the electron beam position. As described in related work, several methods 

have been proposed for obtaining a digital image from an SEM. This thesis presents the 

hardware requirements for obtaining a digital image from an SEM without knowledge of 

the electron beam position. An algorithm for forming the SEM image from a set of 

discrete samples is also presented.   

5.1 Hardware Requirements 

The SEM creates an image by scanning the electron beam over the sample in a raster 

pattern while measuring the current from the electron detector. The electron detector is a 

specialized sensor that collects and amplifies electrons. The electron detector can be 

simply modeled as a variable current source that is dependent on the number electrons it 

collects. The internal resistance of the SEM converts the current from the electron 

detector into a small voltage.  In the proposed method, this small voltage is measured.  

 

The hardware requirements for this method are minimal. This method requires a high 

speed, high impedance analog to digital converter to measure the small voltage. As 

shown in Figure 4, the hardware for this method is an SEM with a single analog to digital 

converter (ADC) and a personal computer (PC). The personal computer uses the 
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algorithm presented in this paper to form an image. This method is unique because it only 

measures the electron detector signal going from the SEM Column to the SEM Control 

Panel.  

5.2 Model Assumptions 

This method does not directly monitor the position of the electron beam. However, the 

raster pattern of the electron beam must be known. Most SEMs control the electron beam 

in a zigzag raster pattern similar to Figure 5. The beam moves slowly when it moves 

horizontally, as indicated by the back arrows, and fast when it moves diagonally, as 

indicated by the gray arrows. This method assumes a zigzag raster pattern. 

Figure 4: Proposed System for Digital Image Acquisition from 

an SEM   

Figure 5: SEM zigzag raster pattern 
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The horizontal scan rate of the electron beam is selected by the user. The sampling rate of 

the ADC must vary depending on the horizontal scan rate of the electron beam. If the 

electron beam is scanning slowly, then the ADC must sample slowly. Likewise, if the 

electron beam is scanning faster, then the ADC must sample faster. A precise relationship 

exists between the horizontal scanning rate and the sampling rate of the ADC. This model 

assumes that the ADC is acquiring numerous samples per horizontal scan, so that there 

are numerous samples per row in the final image.  

 

Since the location of the electron beam is not known, the sampling may start anywhere 

along the raster pattern. If the ADC samples over the time for two complete raster scans, 

then there is guaranteed to be at least one continuous, complete raster scan. This model 

assumes that samples are collected for at least two complete raster scans. 

5.3 Model Description 

The digitized measurements from the electron detector form a set of discrete samples that 

must be manipulated to create a digital image. Since the location of the electron beam is 

not known, the sampling may start anywhere along the scanning raster pattern. If the 

ADC samples over the time for two complete raster scans, then there must be one 

continuous, complete raster scan. In other words, in the set of samples, there are some 

initial samples that belong to the previous scan and there are some final samples that 

belong to the next scan. The number of initial samples to discard is one parameter that 

must be determined. The data used to construct the image is obtained during the 

horizontal scans, indicated by the black arrows in Figure 5.  
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During the horizontal scan of each row, approximately the same numbers of samples are 

obtained. The average number of samples per row, or samples per horizontal scan, is 

another parameter that must be determined. Unnecessary data is obtained during the 

diagonal scans, indicated by the gray arrows in Figure 5. During the diagonal scans, an 

average number of samples are acquired. The average number of samples per diagonal 

scan, or the average number of samples in between rows, is another parameter the must 

be determined. During each complete raster scan, fixed number of rows is scanned. The 

number of rows is final parameter that must be determined.  

5.4 Model Parameters 

Therefore, in order to create a digital image from the set of samples, there are four 

parameters of the series of samples that must be optimized: the number of initial samples 

to remove (Nis), the number of samples per row (Nspr), the number of samples between 

rows to remove (Nsbr), and the number of rows (Nr). Figure 6 illustrates the parameters of 

the series of samples that must be optimized in order to form an image.  

Figure 6: Optimization Parameters 
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5.5 Number of Samples per Row (Nspr) 

The number of samples per row sets the width of the final image. The number of samples 

per row is the most critical parameter to determine. Figure 7 shows how varying the 

number of samples per row affects the image. The image with the optimum number of 

samples per row is in Figure 7c.  

 

If the horizontal scanning rate of SEM and the sampling frequency of the analog to 

digital converter are known, then the number of samples per row can be calculated using 

Equation 1.  

 

(1) 

 

sc

s
spr

F

F
� =

 (a) 507  (b) 509 

 (c) 511  (d) 513 

Figure 7: Varying Number of Samples per Row (Nspr) 

Nr = 512, Nsbr = 0, Nis = 0 
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In Equation 1, Nspr is the number of samples per row, Fs is the sampling frequency in 

samples per second, and Fsc is the scanning rate of the SEM in lines per second, or rows 

per second. The scanning rate of the SEM can be approximated by estimating how long 

the SEM takes to refresh one line of the image on the cathode ray tube. 

 

The number of samples per row can also be inferred from the series of samples. An SEM 

image is an example of a natural image. In natural images, low spatial frequencies are 

more predominant than high spatial frequencies. As a result, neighboring pixels have 

similar intensities. Therefore, the surface formed by image intensities is relatively smooth 

except at object edges. When the image has the correct number of samples per row, then 

the image will be horizontally and vertically smooth.  

 

A simple method for evaluating the smoothness of an image is to sum the finite 

differences between adjacent pixels. The optimum number of samples per row can be 

found be varying the number of samples per row, constructing each image, and 

evaluating its smoothness. 

 

Another, more computationally efficient method for determining the number of samples 

per row uses autocorrelation. Figure 8 shows a zoomed view of the autocorrelation of two 

different signals.  Autocorrelation is a measure of how similar a signal is to itself at 

different lags. At lags that are a multiple of the number of samples per row, the 

autocorrelation will have a local maxima. This phenomenon can be seen in Figure 8b and 

Figure 8d. In both examples, the number of samples per row is about 500. This causes 
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local maxima at lags of about 500, 1000, 1500, and 2000. The heights of the local 

maxima decrease as the lag increases. The lag of the first local maximum is the number 

of samples per row. The local maxima occur because SEM images are natural images. 

Natural images have low spatial frequencies. In other words, pixels near each other are 

likely to have the same value. The pixels of two adjacent rows will have nearly the same 

values. At lags that are multiples of the number of samples per row, the sample values are 

highly correlated. This is indicated by large peaks in the autocorrelation.  

 

Figure 8: (a) The first 2000 samples from example 1 and (b) the autocorrelation for example 1. (c) The first 

2000 samples from example 2 and (d) the autocorrelation of example 2. 

 (c) Ex. 2 (zoomed)    (d) Ex. 2 Autocorrelation (zoomed) 

 (a) Ex. 1 (zoomed)    (b) Ex. 1 Autocorrelation (zoomed) 
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5.6 Number of Rows (Nr) 

The number of rows sets the height of the final image. The number of rows is not a 

critical parameter to determine. Reducing the number of rows will crop rows from the 

bottom of the image. 

 

The number of rows is an attribute of the raster pattern. The number of rows can be 

approximated by estimating the number of lines on the SEM cathode ray tube. For an 

SEM, this value is usually approximately a power of 2, such as 256, 512, or 1024. In 

general, this value can be any natural integer. 

 

Figure 9: (a) All of the samples from example 1 and (b) the autocorrelation for example 1. (c) All of the 

samples from example 2 and (d) the autocorrelation of example 2. 

 (c) Ex. 2     (d) Ex. 2 Autocorrelation  

 (a) Ex. 1     (b) Ex. 1 Autocorrelation 
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The number of rows can also be inferred from the series of samples. A computationally 

efficient method for determining the number of rows uses autocorrelation. Figure 9 

shows the autocorrelation of two different signals. At lags that are a multiple of the total 

number of samples in the image, the envelope of the autocorrelation will have local 

maxima. This phenomenon can be seen in Figure 9b and Figure 9d. In both examples, the 

total number of samples in the image is about is about 260,000. This causes local maxima 

at lags of about 260,000 and 520,000. The heights of the local maxima decrease as the lag 

increases. The lag of the first local maxima is the total number of samples in the image. 

The local maxima of the envelope occur when complete raster scan align with each other. 

In each of the examples in Figure 9, there are about 2.3 raster scans. This method 

assumes that there is at least 2 raster scans so that there is at least 1 complete, continuous 

raster scan in the series of samples. The total number of samples in the image is the 

product of the number of samples per row and the number of rows.  

 (a) 0.1  (b) 0.2 

 (c) 0.25  (d) 0.4 

Figure 10: Varying Number of Samples between Rows (Nsbr) 

Nr = 512, Nspr = 511, Nis = 0 
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5.7 Number of Samples between Rows (Nsbr) 

The number of samples between rows affects the skew of the final image. Decreasing the 

number of samples between rows will skew the image to the left. Increasing the number 

of sample between rows will skew the image to the right. This can be seen by the change 

in the slope of the slanted line. Figure 10 shows how varying the number of samples per 

row affects the image. The image with the optimum number of samples between rows is 

in Figure 10c.  

 

If the number of samples per row is optimized, then the number of samples between rows 

can be visually optimized. When the number of samples per row is optimized, the image 

will appear to be skewed and will contain a slanted and a horizontal line. As shown in 

Equation 2, the slope of the slanted line is the number of samples between rows.  

 

(2) 

 

In Equation 2, Nsbr is the number of samples between rows, and Mslanted is the slope of the 

slanted line. A user interface can be created so that the user can select two points on the 

slanted line.  

 

A computer vision approach can be applied to automatically detect the slanted line and 

calculate the slope. The edge detection algorithm must be able to distinguish the slanted 

line from other lines in the image. 

 

slantedsbr M� =
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5.8 Number of Initial Samples (Nis) 

The number of initial samples removes pixels from the beginning of the set of samples. 

Figure 11 shows how varying the number of initial samples affects the final image. As 

the number of initial samples increases, the horizontal line moves up and the vertical line 

moves to the left. The image with the optimum number of initial samples is in Figure 11c. 

This is the fully optimized, final image.  

 

If the number of samples between rows is optimized, then the number of initial samples 

can be visually optimized. When the number of samples per row and the number of 

samples between rows are both optimized, the image will not be skewed and will contain 

a vertical and a horizontal line. The vertical and horizontal lines are the right/left and 

top/bottom edges of the image, respectively. As shown in Equation 3, the number of 

 (a) 7500  (b) 10000 

 (c) 11384  (d) 12500 

Figure 11: Varying Number of Initial Samples (Nis) 

Nr = 512, Nspr = 511, Nsbr = 0.25 
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initial samples is related to the horizontal and vertical lines.  

 

(3) 

 

In Equation 3, Nis is the number of initial samples, Nspr is the number of samples per row, 

Yh is the y-intercept of the horizontal line, and Xv is x-intercept of the vertical line. A 

conventional coordinate system for Yh and Xv is used such that the origin is the top left 

corner of the image, the y-axis increases going down the image, and the x-axis increases 

going right on the image. A user interface can be created so that the user can select a 

point on the vertical line and a point on the horizontal line.  

 

vsprhis X�Y� +⋅=

Figure 12: Example 1 (a) First image (b) Edges of first image (c) Second image (d) Edges of second image and 

Example 2 (e) First image (f) Edges of first image (g) Second image (h) Edges of second image 

 (e) Ex. 2 First Image  (f) Ex. 2 First Image (g) Ex. 2 Second (h) Ex. 2 Second 

    Edges  Image  Image Edges  

 (a)  Ex. 1 First Image  (b) Ex. 1 First Image (c) Ex. 1 Second (d) Ex. 1 Second 

    Edges  Image  Image Edges 
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A computer vision approach can be applied to automatically detect the vertical and 

horizontal lines and then calculate their intercepts. The edge detection algorithm must be 

able to distinguish the true vertical and horizontal lines.   

 

Figure 12 illustrates that the horizontal and slanted lines can be detected using an edge 

detection algorithm from computer vision. The first images, shown in Figure 12a and 

Figure 12e, are constructed using the optimum values for the number of samples per row 

and the number of rows. The number of initial samples and the number of samples 

between rows are both assumed to be zero. Figure 12b and Figure 12f show the edges of 

the first image. The horizontal line is easily detected by summing the number of edges in 

each row. The number of pixels above the horizontal line is a first estimate for the 

number of initial samples. Using this estimate, the second images, shown in Figure 12c 

and Figure 12g, are constructed. The second images will only contain a slanted line. 

Figure 12d and Figure 12h show the edges of the second image. A Hough transform can 

be used to find the most prominent slanted line in the image. This approach is successful 

for some but not all images. This approach found the correct line in Figure 12h, but the 

incorrect line in Figure 12d. A better approach for detecting the slanted line is essential 

for a fully autonomous system. However, the image can be corrected with user input. The 

corrected, final images are in Figure 13a and Figure 13b. 

6. Results 

A LabVIEW user interface was developed to acquire a set of samples, perform the 

algorithm with user input, and then save the resulting image. The LabVIEW interface 

acquires samples from the Data Translations DT9832. An improved Matlab user interface 
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was also developed. The Matlab user interface can perform the algorithm with user 

selected levels of autonomy, and save the resulting image. 

 

Several sets of samples were obtained from an analog SEM. The SEM was set to a scan 

rate of about 60 scan lines per second. There are about 512 scan lines on the SEM. In 

order to achieve a correctly proportioned, square image, there must be about 512 samples 

per row. The Data Translation DT9832, an analog to digital converter, was set to a 

sampling rate of 30659 samples per second.  Other data sets were collected at various 

other sampling rates. Figure 13a and 13b contains two images that were acquired using 

the algorithm. Figure 13c and 13d contains the same images obtained using a SEM digital 

image capture system that actively controls electron beam position. The image capture 

system automatically performs digital image processing on the acquired image.  

 (a) 200x zoom (b) 10000x zoom 

 (c) 200x zoom  (d) 10000x zoom 

Figure 13: (a) (b) SEM images acquired using algorithm 

compared to (c) (d) SEM images acquired using an SEM digital 

image capture system. 
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7. Limitations 

The proposed method has some limitations. In some situations, the model parameters are 

difficult to determine. The number of samples between rows (Nsbr) and the number of 

initial samples (Nis) control the positions of the left/right edge of the image and the 

top/bottom edge of the image. The parameters are determined by detecting the left/right 

edge of the image, which is the slanted or vertical line, and the top/bottom edge of the 

image, which is the horizontal line. Figure 14 demonstrates some limitations of the 

methods by showing some example cases. Figure 14a shows a case where there is a 

strong vertical and a strong horizontal edge. In this case, the edges can be easily be 

detected and the true image, shown in Figure 14e, can be formed. Figure 14b shows a 

Figure 14: (a) Example of a first image with horizontal and vertical edges. (b) Example of a first image with only a 

horizontal edge. (c) Example of a first image with only a vertical edge. (d) Example of a first image with no edges. 

(e) (f) (g) (h) Corresponding true image that should, but in some cases would not, be formed.   

 (e) Ex. 1 True Image  (f) Ex. 2 True Image (g) Ex. 3 True Image (h) Ex. 4 True Image 

 (a)  Ex. 1 First Image  (b) Ex. 2 First Image (c) Ex. 3 First Image  (d) Ex. 4 First Image 
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case where there is only a strong horizontal edge. In this case, the horizontal edge can be 

easily be detected and the true image, shown in Figure 14f, can be formed. However, if 

there were other objects within the gradient, then they could be shifted to the left or right.  

Figure 14c shows a case where there is only a strong vertical edge. In this case, the 

vertical edge can be easily be detected and the true image, shown in Figure 14g, can be 

formed. However, if there were other objects within the gradient, then they could be 

shifted to the up or down. Figure 14d shows a case where there are no strong edges. In 

this case, the edges of the image cannot be detected and the true image, shown in Figure 

14h, would not be formed. To summarize, from Figure 14, it is shown that the true image 

is formed when both the horizontal and vertical edges are both detected. This limitation 

must be acceptable if this method is used for digital image acquisition.  

 

8. Discussion 

The proposed method can easily connect to most SEMs. All SEMs have a secondary 

electron detector in the SEM column. On most SEMs the wires connecting the electron 

detector to the SEM control panel are accessible. These wires can be tapped into at the 

connection to the SEM control panel. With the other methods proposed in related work, 

complex circuits must be manufactured or sync signals must be located within the SEM 

control panel.  

 

The proposed method is passive. The normal functionality of the SEM is not changed by 

digital image acquisition system. The method does not have to control the position of the 
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electron beam. Since the proposed system does not control the electron beam, it requires 

less electronic hardware in its implementation.   

 

In the proposed method, a digital image is formed by sampling the electron detector with 

an analog to digital converter. Unlike previous approaches, the proposed method is not 

synchronized with the electron beam position. The proposed method infers the electron 

beam position from the samples collected from the electron detector. The method uses 

less sensory data than previous approaches. Therefore, the method can be implemented as 

a redundant system for previous approaches. 

 

As seen in the related work, several solutions have been proposed for acquiring digital 

images from SEMs. The proposed solution requires the least amount of hardware. It only 

requires a single analog to digital converter connected to a personal computer. By 

reducing the hardware complexity, the software complexity increases significantly. 

However, the proposed algorithm is feasible due to the increased computational power of 

personal computers.  

 

As stated previously, the proposed method has some limitations. In some images, the 

optimization parameters are difficult to determine. The top and bottom of the image must 

form an edge that can be detected. Likewise, a right and left parts of the image must form 

an edge that can be detected. This limitation is acceptable since these edges are usually 

detectable.  
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As seen in the images in Figure 7, the optimization of the number of samples per row is 

very important. If the number of samples per row varies too far from the optimum value, 

then the image becomes too skewed. The skew inhibits visual optimization of the other 

parameters.  

9. Future Work 

In future work, the method can be further improved through a better line detection 

algorithm. The slanted line, that represents the left and right edges, is difficult to detect. 

The line detection could be improved by only detecting straight edges instead of all edges. 

Texture can also be used to improve the line detection algorithm. 

  

Also, in the proposed method, the user must select a sampling rate for the analog to 

digital converter such that the final image is not stretched horizontally. The final image 

must have a specific number of samples per row so that the image will have the same 

horizontal and vertical resolution. In further work, the sampling rate of the analog to 

digital converter can be automatically varied to obtain a user-specified number of 

samples per row.  

 

Finally, some image processing techniques can be used to increase the contrast, sharpness, 

and quality of the acquired images. Other SEM image acquisition systems use digital 

image processing to enhance the image quality.  
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10. Further Applications 

The method described in this thesis can be applied to other applications. The model may 

need to be altered for the specific application. The general guidelines for applying the 

method are as follows. First, develop a model for relating the collected data to the desired 

results. The model should incorporate a smoothness constraint, which promotes the 

clustering of similar data. Next, correlate the data to determine which elements are most 

similar. The correlation assists in finding similar data. The model is used to interpret the 

correlation. Finally, the collected data can be processed to best fit the model.   

 

The method can be modified for digital image acquisition from video signals. The model 

would be similar to the model proposed in this thesis. However, the model is dependent 

on the video signal being digitized. For example, color video contains multiple 

components for each pixel in the final image. The components are encoded differently 

depending on the video transmission protocol. Regardless of the transmission protocol, 

each of the components of final color image will be smooth. Therefore, a smoothness 

constraint can be applied to each of the components in the final color image.  

 

The method can be applied to the simultaneous localization and mapping (SLAM) 

problem in the field of mobile robotics. In the SLAM problem, the mobile robot is 

developing a map of the environment, while at the same time, localizing itself in the 

environment. The mobile robot must estimate its position based on observations from its 

sensors. Similarly, in this thesis, the position of the electron beam must be estimated 

using data from an electron detector sensor. However, the SLAM model would be 
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significantly different than the model proposed in this paper. It must incorporate other 

knowledge related to the SLAM problem. The SLAM model may incorporate 

information about the reaction of the robot to different sensory data. It could incorporate 

a smoothness constraint, which relates similar sensory observations to the same location 

in the environment.  

 

The method can be modified to generate a topographical map of a surface that has been 

scanned by a light detection and ranging (LIDAR) system. In this problem, a 

topographical map is generated from a set of one dimensional scans of the surface. The 

model would incorporate information about how the LIDAR system is scanned over the 

surface. The final topographical map should be smooth. Therefore a smoothness 

constraint can be applied to the final topographical map. 

 

11. Conclusion 

This thesis presented a novel method for obtaining digital images from an SEM. The 

minimal hardware requirements for the method were presented. Both autonomous and 

user assisted variations of the method were described. The method is unique because the 

digital image was formed by sampling the electron detector without knowledge of the 

location of the electron beam. The method was used to acquire some SEM images. They 

were compared to SEM images acquired using a commercial SEM digital image capture 

system. Future work can improve the quality of the acquired images and increase the 

autonomy of the algorithm. 
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