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ABSTRACT
The initial-boundary value problem (IBVP) for the Korteweg-de Vries (KdV) equation on an interval is studied by extending a novel approach
recently developed for the well-posedness of the KdV on the half-line, which is based on the solution formula produced via Fokas’ unified
transform method for the associated forced linear IBVP. Replacing in this formula the forcing by the nonlinearity and using data in Sobolev
spaces suggested by the space-time regularity of the Cauchy problem of the linear KdV gives an iteration map for the IBVP which is shown to
be a contraction in an appropriately chosen solution space. The proof relies on key linear estimates and a bilinear estimate similar to the one
used for the KdV Cauchy problem by Kenig, Ponce, and Vega.

Published under license by AIP Publishing. https://doi.org/10.1063/1.5080366

I. INTRODUCTION AND RESULTS
We consider the following initial-boundary value problem (IBVP) for the Korteweg-de Vries (KdV) equation on an interval

∂tu + ∂3
x u + u∂xu = 0, 0 < x < `, 0 < t < T, (1.1a)

u(x, 0) = u0(x), (1.1b)
u(0, t) = g0(t), u(`, t) = h0(t), ux(`, t) = h1(t), (1.1c)

where T < 1, and prove its well-posedness for initial data u0(x) in the Sobolev space Hs
x(0, `), 3

4 < s < 1, and boundary data suggested by

the time regularity of the Cauchy problem of the linear KdV, namely, g0(t), h0(t) in the Sobolev space H
s+1

3
t (0, T) and h1(t) in the Sobolev

space H
s
3

t (0, T). For this, we develop a natural extension of a novel approach recently introduced for the well-posedness of KdV on the half-
line,20 which is based on the solution formula produced via Fokas’ unified transform method (UTM) for the associated linear IBVP. Using the
solution formula obtained by the Fokas method on an interval, we define an iteration map and show that it is a contraction on an appropriately
chosen solution space by deriving the needed linear estimates and a bilinear estimate analogous to the one used for the KdV on the line by
Kenig, Ponce, and Vega.33

The KdV equation has a long and celebrated history in both mathematics and physics. It was first derived by Boussinesq in 187710 as a
model for long waves propagating on shallow water. Boussinesq’s main motivation was to provide a theoretical explanation of Scott Russell’s
observation of the “great wave of translation,” nowadays simply known as soliton.45 Indeed, the KdV equation (1.1a) admits several traveling
wave solutions including the two-parameter family of solitons

u(x, t) = 3c sech2
[
√

c
2 (x − ct − b)], (1.2)

c being the speed of propagation and b being an arbitrary constant. In fact, Korteweg and de Vries, who rederived KdV in 1895,38 showed
that the solitons (1.2) arise from a two-parameter family of periodic traveling wave solutions described by elliptic functions known as
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cnoidal waves in the limit of their Jacobi elliptic modulus tending to one. The study of KdV remained dormant for several decades, until
the 1965 numerical experiments of Zabusky and Kruskal48 for the case of periodic boundary conditions, which indicated that soliton solu-
tions of KdV interact almost linearly, preserving their shape and speed and experiencing merely a phase shift due to the collision. (Zabusky
and Kruskal were actually the ones who came up with the name “soliton.”)

The initial value problem (IVP) for KdV has been studied extensively and via different approaches. After the renewed attention
sparked by the work of Ref. 48, Gardner et al.27 solved the IVP for KdV on the line for data of sufficient smoothness and decay by
introducing the celebrated inverse scattering transform, which relies on the integrability of KdV and, more precisely, on the Lax pair
formulation39

µxx + ( 1
6 u + k2

)µ = 0, (1.3a)

µt + ( 1
3 u − 4k2

)µx −
1
6 uxµ = 0, (1.3b)

where µ = µ(x, t, k) and k ∈ C (note that the compatibility condition µxxt = µtxx implies KdV for u). In Sobolev spaces, the KdV IVP has
been studied by many authors using methods from partial differential equations and harmonic analysis. For instance, Kenig, Ponce, and
Vega34 proved local well-posedness in Hs

(R) for s > −3/4 by using Bourgain spaces, which had been introduced by Bourgain8 to establish
well-posedness for s = 0. Later, this was extended to a global well-posedness result by Colliander et al.12 Moreover, Christ, Colliander, and
Tao11 proved that the KdV solution map fails to be uniformly continuous in Hs for s < −3/4 (this result was first proved by Kenig, Ponce,
and Vega36 for the complex-valued problem). The critical exponent s = −3/4 was settled by Guo,28 who proved global well-posedness of KdV
in H−3/4

(R). Prior to these results, Kenig, Ponce, and Vega33 had established well-posedness of KdV in Hs
(R) for s > 3

4 by introducing an
appropriate solution space. Some other earlier results can be found in the work of Bona and Smith,2 Saut and Temam,44 Constantin and
Saut,14 Kenig, Ponce, and Vega,35 Bona and Saut,1 and the references therein.

In contrast to the IVP, the analysis of IBVPs for KdV [and other nonlinear evolution equations like the nonlinear Schrödinger (NLS)
equation] is less developed. One of the difficulties arising in the IBVP setting was identified early on by noting that the Fourier transform,
which is used in the Cauchy problem to solve the forced linear IVP and in turn defines the iteration map for showing well-posedness
of the nonlinear IVP after replacing the forcing with the nonlinearity, is no longer available. In fact, the lack of Fourier transform led
to two independent approaches that were introduced in the early 2000s for the well-posedness of the KdV equation on the half-line,
namely, the studies of Colliander, Kenig, and Holmer,13,32 and of Bona, Sun, and Zhang.3,5 In the first approach, which has also been
adapted for NLS on the half-line by Holmer,31 the forced linear IBVP is written as a superposition of IVPs on the line and the powerful
Fourier analysis machinery is exploited. In the second approach, the forced linear IBVP is solved via a Laplace transform in the temporal
variable.

As usual in contraction mapping schemes, the iteration map used in each of the above two approaches provides the basis for all
of the subsequent well-posedness analysis. Hence, using an iteration map which is natural to the IBVP setting is crucial in optimizing
this analysis. In this connection, we note that a novel approach has recently been introduced for proving well-posedness of IBVPs for
nonlinear evolution equations. This approach has already been employed for the NLS, KdV, and “good” Boussinesq equations on the half-
line21,20,30 and overcomes the lack of the Fourier transform in the IBVP setting by exploiting the relevant solution formula produced via
Fokas’ unified transform method.17,19 The Fokas method can be used for solving linear evolution equations of arbitrary spatial order and
dimension and supplemented with any type of admissible boundary data. In this light, it can be regarded as the analog of the Fourier
transform in the case of linear IBVPs and hence comes forth as the natural way of defining the iteration map to be used for showing
well-posedness of nonlinear IBVP via contraction mapping. The essence of the new approach lies in the analysis of the pure linear IBVP,
i.e., of the case of zero initial data and zero forcing. In particular, estimating the Fokas solution formula of this problem reveals the cor-
rect space for the boundary data of the nonlinear problem. This step makes crucial use of the boundedness of the Laplace transform
in L2.

To state our results precisely, we recall the following spaces. For s ∈ R and (a, b) ⊂ R, an interval that could extend to infinity on either
side, the Sobolev space Hs(a, b) is defined by

Hs
(a, b) = {f : f = F∣

(a,b) where F ∈ Hs
(R) and ∥f ∥Hs(a,b) ≐ inf

F∈Hs(R)
∥F∥Hs(R) < ∞}, (1.4)

and the Sobolev norm on R is defined by

∥F∥Hs(R) ≐ (∫
ξ∈R

(1 + ξ2
)

2
∣F̂(ξ)∣2dξ)

1
2
, (1.5)

where F̂(ξ) is the Fourier transform on R defined by

F̂(ξ) ≐ ∫
R

e−ixξF(x)dx, ξ ∈ R. (1.6)
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Furthermore, following Ref. 33, for s ⩾ 0, we define the Banach space

X ≐ {u ∈ C([0, T]; Hs
x(0, `)) : ∥u∥X ≐ λT

(u) = max{λT
1,s(u),λT

2,s(u),λT
3 (u)} < ∞}, (1.7)

where the norms λT
1,s(u),λT

2,s(u),λT
3 (u) are defined by

λT
1,s(u) ≐ sup

t∈[0,T]
∥u(t)∥Hs

x(0,`), (1.8)

λT
2,s(u) ≐

⎛

⎝
sup

x∈[0,`]
∫

T

0
∣Ds

x∂xu(x, t)∣2dt
⎞

⎠

1
2

, (1.9)

λT
3 (u) ≐

⎛

⎝
∫

T

0
sup

x∈[0,`]
∣∂xu(x, t)∣4dt

⎞

⎠

1
4

, (1.10)

∣Ds
xu(x, t)∣2 ≐

⎧⎪⎪⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎪⎪⎩

∣∂s
xu(x, t)∣2, s ∈ N ≐ {0, 1, 2,⋯}

∫

`−x

0

∣∂
⌊s⌋
x u(x + z, t) − ∂

⌊s⌋
x u(x, t)∣

2

z1+2β dz, s = ⌊s⌋ + β, 0 < β < 1.

(1.11)

Next, using the above definitions, we state our first result as follows.

Theorem 1.1 (Well-posedness of KdV on an interval). Let 3
4 < s < 1. For data u0 ∈ Hs

x(0, `), g0, h0 ∈ H
s+1

3
t (0, T), h1 ∈ H

s
3

t (0, T), and
satisfying the compatibility conditions

u0(0) = g0(0), u0(`) = h0(0), (1.12)

there exists T∗, 0 < T∗ ⩽ T < 1 with

T∗ = min
⎧⎪⎪
⎨
⎪⎪⎩

T,
1

163c6
s (1 +

√
`)3∥(u0, g0, h0, h1)∥

3
D

⎫⎪⎪
⎬
⎪⎪⎭

, cs > 0, (1.13)

where ∥⋅∥D is the data norm defined by

∥(u0, g0, h0, h1)∥D = ∥u0∥Hs
x(0,`) + ∥g0∥

H
s+1

3
t (0,T)

+ ∥h0∥
H

s+1
3

t (0,T)
+ ∥h1∥

H
s
3

t (0,T)
(1.14)

such that the KdV IBVP (1.1) has a unique solution u in the Banach space

X ≐ {u ∈ C([0, T∗]; Hs
x(0, `)) : λT∗

(u) < ∞}. (1.15)

Also, the solution satisfies the size estimate

∥u∥X ⩽ 2cs∥(u0, g0, h0, h1)∥D. (1.16)

Finally, the data to solution map {u0, g0, h0, h1}↦ u is locally Lipschitz continuous.

The above theorem is a natural extension to an interval of the well-posedness result of the KdV IBVP on the half-line proved in Ref. 20
using a novel approach based on the Fokas method. For well-posedness results of the KdV IBVP on an interval using the other two approaches
mentioned earlier, we refer the reader to Refs. 4 and 32.

The Proof of Theorem 1.1 is based on the solution formula of the associated forced linear KdV IBVP produced via the Fokas method.
Replacing in this formula the forcing by the KdV nonlinearity gives an iteration map which we prove to be a contraction in the solution space
X defined by (1.15). Therefore, we begin with the following linear KdV IBVP with forcing:
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∂tu + ∂3
x u = f (x, t), 0 < x < `, 0 < t < T, (1.17a)

u(x, 0) = u0(x) ∈ Hs
x(0, `), (1.17b)

u(0, t) = g0(t) ∈ H
s+1

3
t (0, T), u(`, t) = h0(t) ∈ H

s+1
3

t (0, T), ux(`, t) = h1(t) ∈ H
s
3

t (0, T). (1.17c)

Using the Fokas method, also referred to in the literature as the unified transform method (UTM), we get the following solution to the problem
(1.17):

u(x, t) = S[u0, g0, h0, h1; f ](x, t)

≐
1

2π ∫
∞

−∞

eikx+ik3t
[û0(k) + F(k, T)]dk +

1
2π ∫∂D+

eikx+ik3t
{

1
∆(k)

[N(k, T)[(α + 1)e−iαk`
− e−iα2k`

]

− [N(αk, T)(α + 1) −N(α2k, T)]e−ik`
] + k2g̃0(k3, t)}dk +

1
2π ∫∂D−1

eik(x−`)+ik3t
{

1
∆(k)

[αN(k, T)

− (α + 1)N(αk, T) + N(α2k, T)] + ikh̃1(k3, T) − k2h̃0(k3, T)}dk +
1

2π ∫∂D−2
eik(x−`)+ik3t

⋅ {
1

∆(k)
[αN(k, T) − (α + 1)N(αk, T) + N(α2k, T)] + ikh̃1(k3, T) − k2h̃0(k3, T)}dk, (1.18)

where

∆(k) = e−ik`α − e−iαk`
(α + 1) + e−iα2k`, α = e

2π
3 i, (1.19)

N(k, t) = û0(k) + F(k, t) − k2g̃0(k3, t) − e−ik`
[ikh̃1(k3, t) − k2h̃0(k3, t)], (1.20)

F(k, t) ≐ ∫
t

0
e−ik3τ f̂ (k, τ)dτ = ∫

t

0
e−ik3τ

∫

`

0
e−ikxf (x, τ)dxdτ, (1.21)

g̃j(k, t) ≐ ∫
t

0
e−ikτ∂

j
xu(0, τ)dτ, h̃j(k, t) ≐ ∫

t

0
e−ikτ∂

j
xu(`, τ)dτ. (1.22)

Theorem 1.2 (Forced linear KdV estimate on an interval). Suppose that 1
2 < s < 3

2 . Then the Fokas formula (1.18) defines a solution
u ∈ C([0, T]; Hs

x(0, `)) to the forced linear KdV IBVP (1.17) with compatibility condition (1.12), which satisfies the estimate

sup
t∈[0,T]

∥S[u0, g0, h0, h1; f ](t)∥Hs
x(0,`) ⩽ cs[∥u0∥Hs

x(0,`) + ∥g0∥
H

s+1
3

t (0,T)
+ ∥h0∥

H
s+1

3
t (0,T)

+ ∥h1∥
H

s
3

t (0,T)

+ max{T
2−s

3 , T
3−2s

3 }(∫

T

0
∥ f (t)∥2

Hs
x(0,`)dt)

1
2

]. (1.23)

The literature on KdV is vast. More results on KdV, and in particular, about the IBVP on the half-line and an interval for the KdV and
the cubic NLS equations that has been studied via the integrable nonlinear extension of the Fokas method, can be found in Refs. 7, 6, 9, 15, 16,
18, 24, 22, 23, 40, 25, 37, 41, 46, and 47 and the references therein. Also, for a thorough introduction to the Fokas method, we refer the reader
to the monograph19 and the review article.26 Finally, we mentioned that recently Özsar and Yolcu43 have used the unified transform method
for proving global well-posedness results for the biharmonic nonlinear Schrödinger equation on the half-line.

Structure. The paper is organized as follows. In Sec. II, we prove Theorem 1.2 by decomposing the forced linear KdV IBVP (1.17) into
two simpler problems, a forced IBVP on the half-line and a reduced IBVP on the interval with all data zero except for the boundary data at the
right endpoint. In Sec. III, we prove the key estimate for the Fokas solution of the reduced IBVP (2.12), where the boundedness of the Laplace
transform in L2 plays a crucial role. In Sec. IV, we state all the estimates needed for the solution of the forced linear IBVP on half-line, which
was used in the decomposition of our interval IBVP. Some of these estimates are taken from Ref. 20, and the rest are proved here. In Sec. V,
we recall the iteration map defined by the Fokas solution formula when the forcing f is replaced with the KdV nonlinearity and provide the
bilinear estimate needed for estimating the quantity ∫

T
0 ∥uwx(t)∥2

Hs
x(0,`)dt in the solution space X. Also, we estimate the solution map in the

X-norm [see estimate (5.12)]. Finally, in Sec. VI, we combine Theorem 1.2 and the results of Sec. V in order to prove Theorem 1.1 for the
well-posedness of the KdV IBVP (1.1). We conclude with Sec. VII, where we provide an outline of the derivation of the solution formula to
the forced linear KdV (1.17) via the Fokas method.
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II. PROOF OF FORCED LINEAR KDV IBVP ESTIMATE (THEOREM 1.2)
To prove Theorem 1.2, we decompose the forced linear KdV IBVP (1.17) into two simpler problems A and B. Problem A is the following

forced IBVP on the half-line.
Problem A: Half-line problem

∂tw + ∂3
xw = F(x, t) ∈ C([0, T]; Hs

x(0,∞)), x ∈ (0,∞), t ∈ (0, T), (2.1a)
w(x, 0) = w0(x) ∈ Hs

x(0,∞), x ∈ [0,∞), (2.1b)

w(0, t) = g0(t) ∈ H
s+1

3
t (0, T), t ∈ [0, T], (2.1c)

where w0(x) and F(x, t) are extensions to half-line of u0(x) and f (x, t) from the interval (0, `) satisfying the estimates

∥w0∥Hs(0,∞)
⩽ 2∥u0∥Hs(0,`), ∥F∥C([0,T];Hs(0,∞))

⩽ 2∥f ∥C([0,T];Hs(0,`)). (2.2)

Using the Fokas method, we find that the solution to this half-line problem is given by

S[w0, g0; F] ≐
1

2π ∫
∞

−∞

eikx+ik3t
[ŵ0(k) + F(k, t)]dk

+
1

2π ∫∂D+
eikx+ik3t

{α[ŵ0(αk) + F(αk, t)] + α2
[ŵ0(α2k) + F(α2k, t)]}dk

−
3

2π ∫∂D+
eikx+ik3tk2g̃0(k3, t)dk. (2.3)

For this solution, we shall need the following linear estimates, which were proved in Ref. 20, except the last one that involves the spatial
derivative of the solution.

Theorem 2.1 (Ref. 20). If 1
2 < s < 3

2 , then the Fokas method formula w = S[w0, g0; F] in (2.3) defines a solution w ∈ C([0, T]; Hs
x(0,∞))

to the linear KdV IBVP (2.1) with the compatibility condition w0(0) = g0(0) and satisfying the space estimate

sup
t∈[0,T]

∥w(t)∥Hs
x(0,∞)

⩽ cs (∥w0∥Hs
x(0,∞)

+ ∥g0∥
H

s+1
3

t (0,T)
+ T

2−s
3 ∥F∥L2([0,T];Hs

x(0,∞))
), (2.4)

the time estimate for the solution

sup
x∈[0,∞)

∥w(x)∥
H

s+1
3

t (0,T)
⩽ cs (∥w0∥Hs

x(0,∞)
+ ∥g0∥

H
s+1

3
t (0,T)

+ T
2−s

3 ∥F∥L2([0,T];Hs
x(0,∞))

), (2.5)

and also the time estimate for the derivative of the solution

sup
x∈[0,∞)

∥wx(x)∥
H

s
3

t (0,T)
⩽ cs (∥w0∥Hs

x(0,∞)
+ ∥g0∥

H
s+1

3
t (0,T)

+ max{T
2−s

3 , T
3−2s

3 }∥F∥L2([0,T];Hs
x(0,∞))

). (2.6)

Thanks to the above estimates and using linearity, we can subtract problem A from forced linear KdV IBVP (1.17) on the interval and obtain
the following simpler pure IBVP.
Problem B: Pure IBVP on the interval

∂tv + ∂3
xv = 0, x ∈ (0, `), t ∈ (0, T), (2.7a)

v(x, 0) = 0, x ∈ (0, `), (2.7b)
v(0, t) = 0, t ∈ (0, T), (2.7c)

v(`, t) = h0(t) −w(`, t) ≐ h∗0 (t) ∈ H
s+1

3
t (0, T), vx(`, t) = h1(t) −wx(`, t) ≐ h∗1 (t) ∈ H

s
3

t (0, T). (2.7d)

Next, we shall extend the reduced boundary data h∗0 (t) and h∗1 (t) appropriately so that they have compact support, in which case the time
transform reads as Fourier transform. For this, first we extend them to the whole line as Sobolev functions of the same class, and then we
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multiply them by a test function which is equal to one on [0, T] and supported in [−2, 2]. Finally, keeping the same notation, we apply the
following lemma which can be found in Ref. 42.

Lemma 2.1. For a general function h∗(t) ∈ Hs
t(0, 2), s ⩾ 0, let

h̃∗(t) ≐ {
h∗(t), t ∈ (0, 2)
0, elsewhere.

If 0 ⩽ s < 1
2 , then for some cs > 0, we have

∥h̃∗∥Hs
t(R)

⩽ cs∥h∗∥Hs
t(0,2). (2.8)

If 1
2 < s ⩽ 1, then for estimate (2.8) to hold, we must have the condition h∗(0) = h∗(2) = 0.

For h∗1 (t), which belong to a Sobolev space with the exponent in ( 1
6 , 1

2), applying the first part of the lemma, while for h∗0 (t), which
belong to a Sobolev space with the exponent in ( 1

2 , 5
6), applying the second part of the lemma, we have

∥h̃∗0 ∥
H

s+1
3

t (R)
≲ ∥h∗0 ∥

H
s+1

3
t (0,T)

, ∥h̃∗1 ∥H
s
3

t (R)
≲ ∥h∗1 ∥H

s
3

t (0,T)
.

Now, letting

h2 ≐ h̃∗0 and h3 ≐ h̃∗1 , (2.9)

and using the time estimate (2.5) and the estimate for the derivative (2.6), we get

∥h2∥
H

s+1
3

t (0,2)
≲ ∥w0∥Hs

x(0,∞)
+ ∥g0∥

H
s+1

3
t (0,T)

+ ∥h0∥
H

s+1
3

t (0,T)
+ T

2−s
3 ∥F∥L2([0,T];Hs

x(0,∞))
, (2.10)

∥h3∥
H

s
3

t (0,2)
≲ ∥w0∥Hs

x(0,∞)
+ ∥g0∥

H
s+1

3
t (0,T)

+ ∥h1∥
H

s
3

t (0,T)

+ max{T
2−s

3 , T
3−2s

3 }∥F∥L2([0,T];Hs
x(0,∞))

. (2.11)

Reduced pure IBVP on interval. Thus, we have reduced IBVP (2.7) to the following simpler IBVP with boundary data h∗0 and h∗1 extended
nicely to h2 and h3 so that they are compactly supported (allowing us to replace time transform with Fourier transform, which is used in
Sobolev norms)

∂tv + ∂3
xv = 0, x ∈ (0, `), t ∈ (0, 2), (2.12a)

v(x, 0) = 0, x ∈ (0, `), (2.12b)
v(0, t) = 0, t ∈ (0, 2), (2.12c)

v(`, t) = h2(t) ∈ H
s+1

3
t (0, 2), vx(`, t) = h3(t) ∈ H

s
3

t (0, 2). (2.12d)

Applying the Fokas solution formula (1.18) with f = u0 = g0 = 0 and using the fact that now h2 and h3 are compactly supported in the interval
[0, 2], which gives

h̃2(k, 2) = ∫
2

0
e−ikτh2(τ)dτ = ∫

R
e−ikτh2(τ)dτ = ĥ2(k), and h̃3(k, 2) = ĥ3(k),

we obtain the following formula for the solution to the reduced IBVP (2.12):

v(x, t) = S[0, 0, h2, h3; 0] ≐ −
1

2π ∫∂D+∪∂D−1 ∪∂D−2

eik(x−`)+ik3t

∆(k)
(1 − α2

)(e−iαk`
− e−iα2k`

)ikĥ3(k3
)dk

+
1

2π ∫∂D+∪∂D−1 ∪∂D−2

eik(x−`)+ik3t

∆(k)
[(α − α2

)e−iαk`
− (1 − α)e−iα2k`

]k2ĥ2(k3
)dk, (2.13)

where D+
1 , D−

1 , D−

2 are shown in Fig. 1. Now, we are ready to state the key estimate for the reduced KdV IBVP, which plays a crucial role in our
approach. More precisely, we have the following result, whose proof is given in Sec. III.
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FIG. 1. The regions D+ and D−
1 , D−

2 in the complex k-plane.

Theorem 2.2. If 0 ⩽ s < 3
2 , then the UTM formula (2.13) defines a solution v ∈ C([0, 2]; Hs

x(0,∞)) to the reduced IBVP (2.12) which
satisfies the space estimate

sup
t∈[0,2]

∥S[0, 0, h2, h3; 0]∥Hs
x(0,`) ⩽ cs (∥h2∥

H
s+1

3
t (0,2)

+ ∥h3∥
H

s
3

t (0,2)
), (2.14)

where cs > 0 is a constant depending on s.

Next, combining the above estimate with the half-line estimate (2.4), we prove Theorem 1.2.

Proof of Theorem 1.2. Taking advantage of our decomposition of the solution to the forced linear KdV IBVP, we have

u = S[u0, g0, h0, h1; f ] = w + v = S[w0, g0; F] + S[0, 0, h2, h3; 0], x ∈ (0, `), t ∈ (0, T).

Therefore,

sup
t∈[0,T]

∥u∥Hs
x(0,`) ⩽ sup

t∈[0,T]
∥S[w0, g0; F]∥Hs

x(0,∞)
+ sup

t∈[0,2]
∥S[0, 0, h2, h3; 0]∥Hs

x(0,`).

By Theorem 2.1, we have

sup
t∈[0,T]

∥S[w0, g0; F]∥Hs
x(0,∞)

⩽ cs (∥w0∥Hs
x(0,∞)

+ ∥g0∥
H

s+1
3

t (0,T)
+ T

3−2s
3 ∥F∥L2([0,T];Hs

x(0,∞))
)

⩽ 2cs (∥u0∥Hs
x(0,∞)

+ ∥g0∥
H

s+1
3

t (0,T)
+ T

3−2s
3 ∥f ∥L2([0,T];Hs

x(0,`))),

and by Theorem 2.2, we get

sup
t∈[0,2]

∥S[0, 0, h2, h3; 0]∥Hs
x(0,`) ⩽ cs (∥h2∥

H
s+1

3
t (0,2)

+ ∥h3∥
H

s
3

t (0,2)
)

⩽ cs (∥u0∥Hs
x(0,∞)

+ ∥g0∥
H

s+1
3

t (0,T)
+ ∥h0∥

H
s+1

3
t (0,T)

+ ∥h1∥
H

s
3

t (0,T)

+ max{T
2−s

3 , T
3−2s

3 }∥f ∥L2([0,T];Hs
x(0,`))).

Putting these together, we obtain the desired estimate (1.23). ◽
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III. PROOF OF ESTIMATE FOR REDUCED IBVP (THEOREM 2.2)
We begin by writing the solution (2.13) to the reduced IBVP as follows:

v = v1 + v2 + v3,

where v1 is the part of v over ∂D+, v2 is the part of v over ∂D−

1 , and v3 is the part of v over ∂D−

2 (see Fig. 1). Here, we shall estimate only
v1 since the rest are similar. To do this, we further decompose v1 into the parts v11 involving h3 and v12 involving h2, that is, v1 = v11 + v12,
where

v11 ≐ −
1

2π ∫∂D+

eik(x−`)+ik3t

∆(k)
(1 − α2

)(e−iαk`
− e−iα2k`

)ikĥ3(k3
)dk, (3.1)

v12 ≐
1

2π ∫∂D+

eik(x−`)+ik3t

∆(k)
[(α − α2

)e−iαk`
− (1 − α)e−iα2k`

]k2ĥ2(k3
)dk. (3.2)

In fact, here, we estimate only v11. The estimation of v12 is similar.
Space estimate for v11. We rewrite v11 as

v11 ≃ ∫
∂D+

C(k)eikx+ik3tkĥ3(k3
)dk, (3.3)

where

C(k) =
e−ik`

⋅ (e−iαk`
− e−iα2k`

)

e−ik`α − e−iαk`(α + 1) + e−iα2k` , k ∈ ∂D+. (3.4)

First, we observe that the denominator in (3.4), which in (1.19) is denoted by ∆(k), has no zeros on ∂D+ for k ≠ 0 (see Lemma 7.1). Also, we
note that when k is on ∂D+ then αk is on ∂D−

1 and α2k is on ∂D−

2 . Hence, in C(k), the exponential |e−ik`| →∞ when k ∈ ∂D+ and |k| →∞,
while the other exponentials stay bounded. This implies that

∣C(k)∣ ≲ 1 as ∣k∣ Ð→ ∞. (3.5)

Moreover, when k is near 0, we see that the denominator ∆(k) ≃ k2 and the numerator is like k. Therefore, we have

C(k) ≃
1
k

as kÐ→ 0. (3.6)

These suggest the splitting of the integral (3.3) into three terms, one near zero and the other two far away on C1 and C2, that is,

v11 ≃ V0 + V1 + V2, (3.7)

where

Vj(x, t) = ∫
Cj

C(k)eikx+ik3tkĥ3(k3
)dk,

and Cj, j = 0, 1, 2, are shown in Fig. 2. By the symmetry of the domain D+, the estimate for V1 is similar to the estimate for V2. So, here, we
derive the estimates only for V2 and V0.
Estimate of V2. Our method of estimation on the contour C2 is similar to the one used in Ref. 20, where the key ingredient is the L2 bound-
edness of the Laplace transform. Here, we reduce into a Laplace transform situation by using the parameterization [1, ∞) ∋ k → ak ∈ C2 so
that

V2(x, t) = ∫
∞

1
C(ak)eiakx−ik3t

(ak)ĥ3(−k3
)dk, (3.8)

where a = e
π
3 i, which gives a3 = −1. To prove the desired estimate for V2(x, t), we begin by estimating the Sobolev norm of V2(x, t), that is,

∥V2(t)∥Hs
x(0,`). For this, we recall that for any function f (x) on (0, `) the description of its Hs(0, `)-Sobolev norm in the physical space for s ⩾

0 is given by

∥f ∥2
Hs

x(0,`) =
⌊s⌋

∑
j=0

∥∂
j
xf ∥

2
L2(0,`) + ∥∂

⌊s⌋
x f ∥

2
β, (3.9)
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FIG. 2. Contours C0, C1, C2.

where s = ⌊s⌋ + β, β ∈ (0, 1), with s = ⌊s⌋ denoting the integer part of s. Furthermore, for any test function ' defined on (0, `) and β ∈ (0, 1), its
fractional norm ∥φ∥β is given by

∥φ∥2
β ≐ ∫

`

x2=0
∫

`

x1=0

∣φ(x1) − φ(x2)∣
2

∣x1 − x2∣
1+2β dx1dx2 = 2∫

`

y=0
∫

`−y

z=0

∣φ(z + y) − φ(y)∣2

z1+2β dzdy, (3.10)

where the second equality is obtained by changing variables x1 = z + y and x2 = y. So, in our case that we have 0 ⩽ s < 3/2, we need to estimate
the L2 norms of V2(t), ∂xV2(t) and the fractional norms of V2(t), ∂xV2(t).
Fractional norm of ∂⌊s⌋

x V2. Differentiating j times V2(x, t) with respect to x, we obtain

∂
j
xV2(x, t) ≃ ∫

∞

1
C(ak)eiakx−ik3tkj+1ĥ3(−k3

)dk. (3.11)

For j = ⌊s⌋ and β ∈ (0, 1), using the second form of fractional norm (3.10), we have

∥∂
⌊s⌋
x V2(t)∥

2
β ≃ ∫

`

0
∫

`−y

0

∣∂
⌊s⌋
x V2(z + y, t) − ∂

⌊s⌋
x V2(y, t)∣2

∣z∣1+2β dzdy ≃ ∫
`

0
∫

`−y

0

∣∫
∞

1 ∣eiak(z+y)
− eiaky

∣Gh(k)dk∣
2

∣z∣1+2β dzdy,

where

Gh(k) = C(ak) ⋅ k⌊s⌋+1e−ik3t ĥ3(−k3
). (3.12)

The following crucial lemma, which is proved in Ref. 20, provides a way of handling the complex exponentials involved in the above integral.

Lemma 3.1 (Estimating along the complex UTM contours). For γ = γR + iγI , γI > 0, we have

∣eiγkx
− eiγky

∣ ⩽
√

2(1 +
∣γR∣

γI
)∣e−γI kx

− e−γI ky
∣ ∀x, y ⩾ 0. (3.13)

Applying this lemma with γ = e
iπ
3 = a, which has imaginary part aI =

√

3
2 > 0, we have

∣eiak(z+y)
− eiaky

∣ ⩽ c ⋅ ∣e−aI k(y+z)
− e−aI ky

∣.

Furthermore, making the change of variables k′ =
√

3
2 k, replacing the upper limits ` and ` − y by ∞, and switching dz with dy integration, we

get
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∥∂
⌊s⌋
x V2(t)∥

2
β ≲ ∫

∞

z=0

1
∣z∣1+2β ∫

∞

y=0
∣∫

∞

k′=
√

3
2

e−k′y
(1 − e−k′z

)Gh(k′, t)dk′∣
2

dydz.

Now, we need the following important result, whose proof follows from the one in Ref. 21 (see also the work of Hardy29), by multiplying Q(k)
by the characteristic function χ(c ,∞) (k).

Lemma 3.2 (L2 boundedness of the Laplace transform). Suppose that Q(k) ∈ L2
k(c,∞), c ⩾ 0. Then, the map Q(k) z→ ∫

∞

c e−kyQ(k)dk
is bounded from L2

k(c,∞) into L2
y(0,∞) with

∥∫

∞

c
e−kyQ(k)dk∥

L2
y(0,∞)

⩽
√π∥Q(k)∥L2

k(c,∞)
. (3.14)

Applying Lemma 3.2 with Q(k′) = (1 − e−k′ z)Gh(k′, t) and switching dz and dk′, we have

∥∂
⌊s⌋
x V2(t)∥

2
β ≃ ∫

∞

k′=
√

3
2

∣Gh(k′, t)∣2 ∫
∞

z=0

(1 − e−k′z
)

2

∣z∣1+2β dzdk′.

Finally, using the elementary estimate

∫

∞

z=0

(1 − e−kz
)

2

∣z∣1+2β dz ≃ ∣k∣2β, 0 < β < 1, (3.15)

we obtain

∥∂
⌊s⌋
x V2(t)∥

2
β ≃ ∫

∞

k′=
√

3
2

∣Gh(k′, t)∣2∣k′∣2βdk′ ≲ ∫
∞

k=1
∣k⌊s⌋+1ĥ3(−k3

)∣
2
(k)2βdk ⩽ ∥h3∥

H
s
3

t (R)
. (3.16)

L2 norm of ∂ j
xV2. For 0 ≤ j ≤ ⌊s⌋ ∈ N, using (3.11) and changing variables as before, we obtain

∥∂
j
xV2(t)∥

2
L2

x(0,`) ≲ ∥∫

∞

aI

e−kx
∣kj+1ĥ3(−k3

)∣dk∥
2

L2
x(0,`)

.

Thus, applying Lemma 3.2 with Q(k) = |kj+1ĥ3(−k3)|, we get

∥∂
j
xV2(t)∥

2
L2

x(0,`) ≲ ∥∣k∣j ⋅ kĥ3(−k3
)∥

2
L2

k(aI ,∞)
≲ ∥h3∥

H
j
3

t (R)
⩽ ∥h3∥

H
s
3

t (R)
. (3.17)

Finally, combining (3.9), (3.16), and (3.17), we obtain the desired estimate (2.14) for V2(x, t).
Estimate for V0. Recall that V0 is defined by integrating over the two symmetric segments in the complex k-plane starting at 0 and ending at
− 1

2 +
√

3
2 i and the other at 1

2 +
√

3
2 i, that is,

V0(x, t) =
(1 − α2

)i
2π

⎧⎪⎪
⎨
⎪⎪⎩
∫

0+0⋅i

−
1
2 +

√
3

2 i
C(k)eikx+ik3tkĥ3(k3

)dk + ∫
1
2 +

√
3

2 i

0+0⋅i
C(k)eikx+ik3tkĥ3(k3

)dk
⎫⎪⎪
⎬
⎪⎪⎭

. (3.18)

Here, we only estimate the second integral

V0,2(x, t) ≐ ∫
0.5+

√
3

2 i

0+0⋅i
C(k)eikx+ik3tkĥ3(k3

)dk (3.19)

since the estimation of the first one is similar. For any j ∈ N, we have

∂
j
xV0,2(x, t) = ∫

0.5+
√

3
2 i

0+0⋅i
(C(k)k) ⋅ eikx+ik3t

(ik)jĥ3(k3
)dk.

Since for k ∈ [0, 1
2 +

√

3
2 i] and x ∈ [0, `] we have (C(k)k) ⋅ eikx+ik3t

(ik)j uniformly bounded, and
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∣ĥ3(k3
)∣ = ∣∫

2

0
e−ik3th3(t)dt∣ ≲ ∥h3∥L1(0,2) ≲ ∥h3∥L2(0,2), (3.20)

we see that ∥∂ j
xV0,2(t)∥L2

x(0,`) ≲ ∥h3∥L2(0,2), which implies

∥V0,2(t)∥Hµ
x (0,`) =

µ

∑
j=1

∥∂
j
xV0(t)∥L2

x(0,`) ≲ ∥h3∥L2
t (0,2) ≲ ∥h3∥

H
s
3

t (0,2)
(3.21)

for any positive integer µ. Therefore, applying the last estimate for µ = ⌊s⌋ + 1, s > 0, we get

∥V0,2(t)∥Hs
x(0,`) ≲ ∥V0,2(t)∥H⌊s⌋+1

x (0,`) ≲ ∥h3∥
H

s
3

t (0,2)
⩽ ∥h3∥

H
s
3

t (R)
, (3.22)

which is the desired estimate (2.14) for V0,2(x, t). This completes the Proof of Theorem 2.2.

IV. PROOF OF FORCED LINEAR IBVP ESTIMATES ON HALF-LINE (THEOREM 2.1)
To prove Theorem 2.1, we decompose the half-line IBVP (2.1) into simpler problems, and at the same time, we provide the basic estimates

for each one of them. Then, using these, we prove the estimates contained in Theorem 2.1. In fact, here, we focus only on the derivation of the
time estimate for the solution (2.5) and the time estimate for the derivative of the solution (2.6). The other estimates are contained in Ref. 20.

We begin by decomposing the forced linear IBVP (2.1) into a homogeneous problem (A) and an inhomogeneous problem (B). Then, we
decompose both problems further in a convenient way.

A. The homogeneous linear IBVP

ut + uxxx = 0, x ∈ (0,∞), t ∈ (0, T), (4.1a)
u(x, 0) = w0(x) ∈ Hs

x(0,∞), x ∈ [0,∞), (4.1b)

u(0, t) = g0(t) ∈ H
s+1

3
t (0, T), t ∈ [0, T], (4.1c)

with the solution given by u(x, t) ≐ S[w0, g0; 0](x, t), which is defined in (2.3); it can be decomposed further into the following two problems:
A1. The homogeneous linear initial value problem (IVP)

Ut + Uxxx = 0, x ∈ R, t ∈ (0, T), (4.2a)
U(x, 0) = U0(x) ∈ Hs

x(R), x ∈ R, (4.2b)

where U0 ∈ Hs
x(R) is an extension of the initial datum w0 ∈ Hs

x(0,∞) such that ∥U0∥Hs
x(R)

⩽ 2∥w0∥Hs
x(0,∞)

with the solution given by

U(x, t) = S[U0; 0](x, t) =
1

2π ∫ξ∈R
eiξx+iξ3t Û0(ξ)dξ, (4.3)

where Û0(ξ) = ∫x∈R e−iξx U0(x)dx, ξ ∈ R.
A2. The homogeneous linear IBVP with zero initial datum

ut + uxxx = 0, x ∈ (0,∞), t ∈ (0, T), (4.4a)
u(x, 0) = 0, x ∈ [0,∞), (4.4b)
u(0, t) = G0(t) ≐ g0(t) −U(0, t), t ∈ [0, T], (4.4c)

with solution u(x, t) ≐ S[0, G0; 0](x, t), which is defined in (2.3).

B. The forced linear IBVP with zero data

ut + uxxx = F(x, t) ∈ C([0, T]; Hs
x(0,∞)), x ∈ (0,∞), t ∈ (0, T), (4.5a)

u(x, 0) = 0, x ∈ [0,∞), (4.5b)
u(0, t) = 0, t ∈ [0, T], (4.5c)
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whose solution is u(x, t) ≐ S[0, 0; F](x, t), which is defined in (2.3). This problem can be further decomposed into the following two problems:
B1. The forced linear IVP with zero initial condition

Wt + Wxxx = Fe(x, t) ∈ C([0, T]; Hs
x(R)), x ∈ R, t ∈ (0, T), (4.6a)

W(x, 0) = 0, x ∈ R, (4.6b)

where Fe ∈ C([0, T]; Hs
x(R)) is an extension of the forcing F ∈ C([0, T]; Hs

x(0,∞)) such that sup
t∈[0,T]

∥Fe(t)∥Hs
x(R)

⩽ 2 sup
t∈[0,T]

∥F(t)∥Hs
x(0,∞)

. The

solution of this problem is given by the Duhamel representation

W(x, t) ≐ S[0; Fe](x, t) = −
i

2π ∫ξ∈R ∫
t

t′=0
eiξx+iξ3

(t−t′)F̂e(ξ, t′)dt′dξ, (4.7)

= −i∫
t

t′=0
S[Fe(⋅, t′); 0](x, t − t′)dt′, (4.8)

where F̂e is the Fourier transform of Fe with respect to x, and S[Fe(⋅, t′); 0] in the Duhamel representation (4.8) denotes the solution (4.3) of
problem A1 IVP (4.2) with Fe(x, t′) in place of the initial datum U0(x).
B2. The homogeneous linear IBVP with zero initial condition

vt + vxxx = 0, x ∈ (0,∞), t ∈ (0, T), (4.9a)
v(x, 0) = 0, x ∈ [0,∞), (4.9b)
v(0, t) = −W(0, t) ≐ −W0(t), t ∈ [0, T], (4.9c)

whose solution is v(x, t) ≐ S[0,−W0; 0](x, t), which is defined in (2.3).
Next, we describe the estimates for each one of the above problems.

Theorem 4.1 (Estimates for homogeneous IVP A1). The solution U = S[U0; 0] to IVP (4.2) defined by formula (4.3) satisfies the space
estimate

sup
t∈[0,T]

∥S[U0; 0](t)∥Hs
x(R)

= ∥U0∥Hs
x(R)

, s ∈ R, (4.10)

the time estimate

sup
x∈R

∥S[U0; 0](x)∥
H

s+1
3

t (0,T)
⩽ cs(1 +

√
T )∥U0∥Hs

x(R)
, s ⩾ −1, (4.11)

and the time estimate for the derivative of the solution

sup
x∈R

∥∂xS[U0; 0](x)∥
H

s
3

t (0,T)
⩽ cs(1 +

√
T )∥U0∥Hs

x(R)
, s ⩾ 0. (4.12)

The proof of this result can be found in Ref. 20 except the derivative time estimate (4.12). However, its proof is similar to that of the time
estimate (4.11), and therefore, we omit it.

The solution to the IBVP A2 is estimated by first extending G0 from (0, T) to a function h on R supported in [0, 2] and such that
∥h∥

H
s+1

3
t (R)

≲ ∥G0∥
H

s+1
3

t (0,T)
, via Lemma 2.1, and then estimating the solution v = S[0, h; 0] to the following pure IBVP:

ut + uxxx = 0, x ∈ (0,∞), t ∈ (0, 2), (4.13a)
u(x, 0) = 0, x ∈ [0,∞), (4.13b)
u(0, t) = h(t), t ∈ [0, 2]. (4.13c)

Theorem 4.2 (Estimates for pure IBVP on the half-line). Suppose that 1
2 < s < 3

2 . The solution v = S[0, h; 0] to pure IBVP (4.13) defined
by

v(x, t) = S[0, h; 0] ≐ −
1

2π ∫∂D+
eikx+ik3t3k2ĥ(k3

)dk, x ∈ [0,∞), t ∈ [0, 2] (4.14)
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satisfies the space estimate

sup
t∈[0,2]

∥S[0, h; 0](t)∥Hs
x(0,∞)

⩽ cs∥h∥
H

s+1
3

t (R)
, (4.15)

the time estimate

sup
x∈[0,∞)

∥S[0, h; 0](x)∥
H

s+1
3

t (0,2)
⩽ cs(1 +

√
T )∥h∥

H
s+1

3
t (R)

, (4.16)

and the time estimate for the derivative of the solution

sup
x∈[0,∞)

∥∂xS[0, h; 0](x)∥
H

s
3

t (0,2)
⩽ cs(1 +

√
T )∥h∥

H
s+1

3
t (R)

. (4.17)

Also, the proof of this result can be found in Ref. 20 except estimate (4.17), which can be proved like estimate (4.16), and therefore, we
omit it.

Theorem 4.3 (Estimates for forced IVP B1). The solution W = S[0; Fe] of the forced IVP (4.6) defined by Eqs. (4.7) and (4.8) satisfies the
space estimate

sup
t∈[0,T]

∥S[0; Fe](t)∥Hs
x(R)

⩽ ∫

T

t=0
∥Fe(t)∥Hs

x(R)
dt, s ∈ R, (4.18)

the time estimate

sup
x∈R

∥S[0; Fe](x)∥
H

s+1
3

t (0,T)
≲

⎧⎪⎪
⎨
⎪⎪⎩

max{T
1
2 , T

1−2s
3 }∥Fe∥L2([0,T];Hs

x(R))
, −1 ⩽ s < 1

2

T
2−s

3 ∥Fe∥L2([0,T];Hs
x(R))

, 1
2 < s < 2

, (4.19)

and the time estimate for the derivative of solution

sup
x∈R

∥∂xS[0; Fe](x)∥
H

s
3

t (0,T)
≲

⎧⎪⎪
⎨
⎪⎪⎩

max{T
1
2 , T

3−2s
3 }∥Fe∥L2([0,T];Hs

x(R))
, 0 ⩽ s < 3

2

T
3−s

3 ∥Fe∥L2([0,T];Hs
x(R))

, 3
2 < s < 3

. (4.20)

Estimates for problem B2. By the time estimate (4.19), we have that −W0(t) ∈ H
s+1

3
t (0, T), and similarly by the time estimate (4.11), we have

that G0(t) ∈ H
s+1

3
t (0, T). Therefore, the solution of problem B2 (like that of problem A2) is estimated by using Theorem 4.2.

Next, combining the above estimates, we prove Theorem 2.1.

Proof of Theorem 2.1. Since the space estimate is done in Ref. 20, here, we focus on the time estimate of the solution. The time estimate
for the derivative of the solution is similar. Using the superposition principle, we express the Fokas solution formula for the half-line forced
IBVP (2.1) as follows when x > 0 and 0 < t < T:

S[w0, g0; F] = S[U0; 0] + S[0, g0 − S[U0; 0]∣
x=0

; 0] + S[0; Fe] + S[0,−S[0; Fe]∣
x=0

; 0]. (4.21)

Let m = s+1
3 . Applying the triangular inequality for the norm sup

x⩾0
∥⋅∥Hm

t (0,T), then using the fact that T < 1 and (0,∞) ⊂ R, and finally applying

the time estimate (4.11), (4.16), and (4.19), from (4.21), we get

sup
x⩾0

∥S[w0, g0; F](x)∥Hm
t (0,T) ⩽ sup

x∈R
∥S[U0; 0](x)∥Hm

t (0,T) + sup
x⩾0

∥S[0, g0 − S[U0; 0]∣
x=0

; 0](x)∥
Hm

t (0,2)

+ sup
x∈R

∥S[0; Fe](x)∥Hm
t (0,T) + sup

x⩾0
∥S[0,−S[0; Fe]∣

x=0
; 0](x)∥

Hm
t (0,2)

⩽ cs (∥U0∥Hs
x(R)

+ ∥g0∥
H

s+1
3

t (0,T)
+ T

2−s
3 ∥Fe∥L2([0,T];Hs

x(R))
).

Now, using the estimates ∥U0∥Hs
x(R))

≲ ∥w0∥Hs
x(0,∞)

and ∥Fe∥Hs
x(R))

≲ ∥F∥Hs
x(0,∞)

gives the desired time estimate (2.5). ◽
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Proof of Theorem 4.3. Here, we only prove the time estimate (4.19). The time estimate (4.20) is similar, and the proof of the space estimate
can be found in Ref. 20. Noting that −1 ≤ s < 2, s ≠ 1

2 ⇐⇒ 0 ≤ m < 1, m ≠ 1
2 , we use the following physical space description of Hm

t (0, T)

norm [see (3.9)]:

∥W(x)∥2
Hm

t (0,T) = ∥W(x)∥W(x)L2
t (0, T)

2
+ 2∫

T

t=0
∫

T−t

z=0

∣W(x, z + t) −W(x, t)∣2

z1+2β dzdt. (4.22)

Next, we shall estimate the L2-norm ∥W(x)∥L2
t (0,T) and the fractional norm ∥W(x)∥β.

Estimation of the L2-norm ∥W(x)∥L2
t (0,T). Using the Duhamel representation (4.8) of the solution to the forced linear IVP with zero initial

conditions (4.6), we have

∥W(x)∥L2
t (0,T) = (∫

T

t=0
(∫

t

t′=0
∣S[Fe(⋅, t′); 0](x, t − t′)∣dt′)

2
dt)

1
2

.

In the inside integral, replacing the upper limit t with T and applying Minkowski’s inequality to switch dt and dt′, we get

∥W(x)∥L2
t (0,T) ⩽ ∫

T

t′=0
∥S[Fe(⋅, t′); 0](x, t − t′)∥L2

t (0,T)dt′.

Now, using the time estimate for the homogeneous IVP (4.11) with m = 0 or s = −1, we obtain

sup
x∈R

∥W(x)∥L2
t (0,T) ≲ ∫

T

t=0
∥Fe(t)∥Hs

x(R)
dt ⩽

√
T(∫

T

t=0
∥Fe(t)∥2

Hs
x(R)

dt)
1
2

, s ⩾ −1, (4.23)

where in the last step we applied the Cauchy-Schwarz inequality.
Estimation of the fractional norm ∥W(x)∥β, 0 < β < 1. Using solution formula (4.8), we have

W(x, t + z) −W(x, t) ≃ ∫
t

t′=0
[S[Fe(⋅, t′); 0](x, t + z − t′) − S[Fe(⋅, t′); 0](x, t − t′)]dt′

+ ∫
t+z

t′=t
S[Fe(⋅, t′); 0](x, t + z − t′)dt′. (4.24)

Now, using the inequality (a + b)2
⩽ 2a2 + 2b2, the fractional part in (4.22) yields

∥W(x)∥2
β ≲ ∫

T

t=0
∫

T−t

z=0

∣∫
t
t′=0 [S[Fe(⋅, t′); 0](x, t + z − t′) − S[Fe(⋅, t′); 0](x, t − t′)]dt′∣

2

z1+2β dzdt (4.25a)

+ ∫
T

t=0
∫

T−t

z=0

1
z1+2β ∣∫

t+z

t′=t
S[Fe(⋅, t′); 0](x, t + z − t′)dt′∣

2
dzdt. (4.25b)

Next, we estimate (4.25a) and (4.25b) separately. We begin by estimating (4.25a). We have

(4.25a) ⩽ ∫
T

t=0
∫

T−t

z=0
(

1

z
1+2β

2
∫

T

t′=0
∣S[Fe(⋅, t′); 0](x, t + z − t′) − S[Fe(⋅, t′); 0](x, t − t′)∣dt′)

2

dzdt.

Applying Minkowski’s inequality to switch dzdt and dt′, we get

(4.25a) ⩽
⎛

⎝
∫

T

t′=0
(∫

T

t=0
∫

T−t

z=0

1
z1+2β ∣S[Fe(⋅, t′); 0](x, t + z − t′) − S[Fe(⋅, t′); 0](x, t − t′)∣

2
dzdt)

1
2

dt′
⎞

⎠

2

,

which by the fractional norm description (3.10) reads as follows:

(4.25a) ≃ (∫

T

t′=0
∥S[Fe(⋅, t′); 0](x, t − t′)∥

β
dt′)

2
. (4.26)
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Finally, applying the time estimate for the homogeneous IVP (4.11) with s+1
3 = β, we get

(4.25a) ≲ (∫

T

t′=0
∥Fe(t′)∥Hs

x(R)
dt′)

2
⩽ T ∫

T

t=0
∥Fe(t)∥2

Hs
x(R)

dt, (4.27)

which is the desired bound for (4.25a).
Next, we estimate (4.25b) for which we consider the cases 0 < β < 1

2 and 1
2 < β < 1 separately.

The case 1
2 < β < 1 or 1

2 < s < 2. As we will see below, in this case, we utilize the Sobolev embedding theorem. Using solution formula (4.3) to
the initial value problem with data Fe(x, t), and switching the dξ and dt′ integrations, we get

(4.25b) = ∫
T

t=0
∫

T−t

z=0

1
z1+2β ∣

1
2π ∫ξ∈R

eiξx+iξ3
(t+z)
∫

t+z

t′=t
e−iξ3t′ F̂e(ξ, t′)dt′dξ∣

2

dzdt.

Also, using the fact that for any non-negative function �(x, t) we have ∫t �(x, t)dt ⩽ ∫t ∥�(t)∥L∞x
dt, the last relation gives

(4.25b) ⩽ ∫
T

t=0
∫

T−t

z=0

1
z1+2β ∥

1
2π ∫ξ∈R

eiξx+iξ3
(t+z)
∫

t+z

t′=t
e−iξ3t′ F̂e(ξ, t′)dt′dξ∥

2

L∞x (R)
dzdt. (4.28)

Furthermore, applying the Sobolev embedding theorem, we bound the L∞-norm by the Hs-norm as follows, when s > 1
2 :

(4.25b) ⩽ ∫
T

t=0
∫

T−t

z=0

1
z1+2β ∥

1
2π ∫ξ∈R

eiξxeiξ3
(t+z)
∫

t+z

t′=t
e−iξ3t′ F̂e(ξ, t′)dt′dξ∥

2

Hs
x(R)

dzdt.

Then, computing the Hs–norm, we get

(4.25b) ⩽ ∫
T

t=0
∫

T−t

z=0

1
z1+2β ∫ξ∈R

(1 + ξ2
)

s
∣∫

t+z

t′=t
e−iξ3t′ F̂e(ξ, t′)dt′∣

2
dξdzdt,

which by using Minkowski’s inequality to interchange dξ and dt′ gives

(4.25b) ⩽ ∫
T

t=0
∫

T−t

z=0

1
z1+2β (∫

t+z

t′=t
∥Fe(t′)∥Hs

x(R)
dt′)

2
dzdt. (4.29)

Moreover, applying the Cauchy-Schwarz inequality in t′, we get

(4.25b) ⩽ ∫
T

t=0
∫

T−t

z=0
∫

t+z

t′=t
∥Fe(t′)∥2

Hs
x(R)

z−2βdt′dzdt, (4.30)

and using Fubini’s theorem to interchange dt′ and dt integrations, we have

(4.25b) ⩽ ∫
T

t′=0
∥Fe(t′)∥2

Hs
x(R) ∫

T

z=0
z−2β
∫

t′

t=t′−z
dtdzdt′ β<1

=
T2−2β

2 − 2β ∫
T

t′=0
∥Fe(t′)∥2

Hs
x(R)

dt′, (4.31)

which is the desired time estimate for the second part of fractional norm (4.25b) when 1
2 < s < 2. Finally, combining the L2 estimate (4.23)

with the fractional case estimates (4.27) and (4.31), and recalling that 1 − β = 2−s
3 , we obtain

sup
x∈R

∥W(x)∥Hm
t (0,T) ≲

√
T(∫

T

t=0
∥Fe(t)∥2

Hs
x(R)

dt)
1
2

+ T1−β
(∫

T

t=0
∥Fe(t)∥2

Hs
x(R)

dt)
1
2

T<1
≲ T

2−s
3 (∫

T

t=0
∥Fe(t)∥2

Hs
x(R)

dt)
1
2

, (4.32)

which is the desired time estimate (4.19) when 1
2 < s < 2.

The case 0 < β < 1
2 or −1 < s < 1

2 . Applying the Cauchy-Schwarz inequality in the dt′ integral of (4.25b), we get
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(4.25b) ⩽ ∫
T

t=0
∫

T−t

z=0

1
z1+2β (z∫

t+z

t′=t
∣S[Fe(⋅, t′); 0](x, t + z − t′)∣2dt′)dzdt. (4.33)

Now, simplifying, using Fubini’s theorem to interchange dz and dt integrations, letting t1 = t + z, replacing lower limit t1 = z with t1 = 0, and
again using Fubini’s theorem to interchange dt1 and dt′ integrations, we get

(4.25b) ⩽
T1−2β

1 − 2β ∫
T

t′=0
∥S[Fe(⋅, t′); 0](x, t1 − t′)∥2

L2
t1
(t′ ,T)dt′. (4.34)

Furthermore, using the homogeneous IVP time estimate (4.11) with s = −1, we get

(4.25b) ⩽
1

1 − 2β
T1−2β

∥Fe∥
2
L2([0,T];Hs

x(R))
, ∀s ⩾ −1, (4.35)

which is the desired time estimate for the second part of fractional norm (4.25b) when −1 ⩽ s < 1
2 .

Finally, combining the L2–norm estimate (4.23) with the fractional case estimates (4.27) and (4.35), and recalling that 1 − 2β = 1−2s
3 , we

obtain

sup
x∈R

∥W(x)∥Hm
t (0,T) ≲

√
T(∫

T

t=0
∥Fe(t)∥2

Hs
x(R)

dt)
1
2

+ T1−2β
(∫

T

t=0
∥Fe(t)∥2

Hs
x(R)

dt)
1
2

T<1
≲ max{T

1
2 , T

1−2s
3 }(∫

T

t=0
∥Fe(t)∥2

Hs
x(R)

dt)
1
2

, −1 ⩽ s <
1
2

, (4.36)

which is the desired time estimate (4.19) when −1 ⩽ s < 1
2 . ◽

V. ESTIMATES IN THE SOLUTION SPACE X
We begin by recalling that our iteration (solution) map defined by the forced linear IBVP with initial data u0; boundary data g0, h0, h1;

and forcing f reads as follows:

u↦ Φu ≐ S[u0, g0, h0, h1; f ] = S[w0, g0; F]∣
x∈(0,`)

+ S[0, 0, h2, h3; 0]. (5.1)

Our strategy for proving existence of solution to our IBVP for KdV on the interval (0, `) is to use the basic estimate (1.23) with f = uux and

show that the iteration map Φ is a contraction in a good solution space. However, the term (∫
T

0 ∥f ∥2
Hs

x(0,`)dt)
1
2 is not good if we consider

the classical Hadamard space C([0, T]; Hs
x(0, `)) as our solution space since replacing f with the KdV nonlinearity uwx we would need the

following “algebra property:”

∥f ∥Hs
x(0,`) = ∥uwx∥Hs

x(0,`) ⩽ ∥u∥Hs
x(0,`)∥w∥Hs

x(0,`),

which is not true, and therefore, the last term of estimate (1.23) does not allow us to close the loop in Hadamard space C([0, T]; Hs
x(0, `)). In

the framework of the KdV IVP, this was first realized by Kenig, Ponce, and Vega in Ref. 33, where they introduced certain λ-norms in order
to prove well-posedness of KdV for data in Hs

(R), s > 3/4. These λ-norms were also used in Ref. 20 for proving well-posedness of the KdV
on the half-line. The λ-norms needed for the interval are similar and are defined in the introduction by (1.8)–(1.10).

Next, we shall provide a bilinear estimate of the problem term by using the λ-norms. More precisely, we will prove the following
result.

Lemma 5.1 (Bilinear estimates on an interval). Let 1
2 < s < 1 and 0 < T < 1. Then, for two test functions u(x, t) and w(x, t) defined for

0 < x < ` and 0 < t < T, we have

∫

T

0
∥uwx(t)∥2

Hs
x(0,`)dt ⩽ (` ⋅ T

1
2 + 4T

1
2 )λT

1,s(u)2λT
3 (w)

2 + 4` ⋅ λT
1,s(u)2λT

2,s(w)
2. (5.2)

Furthermore, in the space X, this bilinear estimate reads as follows:

∥uwx∥L2([0,T];Hs
x(0,`)) ≐ (∫

T

0
∥uwx∥

2
Hs

x(0,`)dt)
1
2

⩽ max{(` ⋅ T
1
2 + 4T

1
2 )

1
2 , 2`

1
2 }∥u∥X∥w∥X . (5.3)
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Proof of Lemma 5.1. The first bilinear estimate (5.2) implies the second bilinear estimate (5.3). This follows from the definition of the
norm ∥⋅∥X in (1.7), that is,

∥u∥X ≐ λT
(u) = max{λT

1,s(u),λT
2,s(u),λT

3 (u)}.

So, here, we focus only on deriving (5.2). By the fractional description of Hs-norm, we have

∫

T

0
∥uwx(t)∥2

Hs
x(0,`)dt = ∫

T

0
[∥uwx(t)∥2

L2
x(0,`) + ∥uwx(t)∥2

β]dt. (5.4)

For the first term, taking sup over x for both functions and then taking sup of u(x, t) over t, we get

∫

T

0
∫

`

0
∣u(x, t)wx(x, t)∣2dxdt ⩽ ` ⋅ sup

t∈[0,T]
sup

x∈[0,`]
∣u(x, t)∣2 ∫

T

0
sup

x∈[0,`]
∣wx(x, t)∣2dt. (5.5)

Then, by the Sobolev embedding theorem, for s′ > 1
2 , we have

sup
x∈[0,`]

∣u(x, t)∣ ⩽ ∥u(x, t)∥Hs′
x (0,`) ⩽ λT

1,s′(u). (5.6)

In addition, using the Cauchy-Schwarz inequality to dt, we have

∫

T

0
sup

x∈[0,`]
∣wx(x, t)∣2dt ⩽ (∫

T

0
dt)

1
2 ⎛

⎝
∫

T

0
sup

x∈[0,`]
∣wx(x, t)∣4dt

⎞

⎠

1
2

= T
1
2 [λT

3 (w)]
2. (5.7)

Therefore, we get the desired estimate (5.2) for the first term of (5.4)

∫

T

0
∥uwx(t)∥2

L2
x(0,`)dt ⩽ ` ⋅ T

1
2 [λT

1,s′(u)λT
3 (w)]

2, ∀s′ >
1
2

. (5.8)

For the second term in the right-hand side of (5.4), using the fractional norm definition, we have

∫

T

0
∥uwx(t)∥2

βdt ⩽2∫
T

0
∫

`

0
∫

`−x

0
∣wx(x + z, t)∣2

∣u(x + z, t) − u(x, t)∣2

z1+2s dzdxdt

+2∫
T

0
∫

`

0
∫

`−x

0
∣u(x, t)∣2

∣wx(x + z, t) −wx(x, t)∣2

z1+2s dzdxdt.

Furthermore, in the first z-integral letting y = x + z, we obtain

∫

T

0
∥uwx(t)∥2

βdt ⩽2∫
T

0
sup

y∈[0,`]
∣wy(y, t)∣2 ∫

`

0
∫

`

0

∣u(x, t) − u(y, t)∣2

∣x − y∣1+2s dxdydt (5.9a)

+2∫
`

0
sup

t∈[0,T]
∣u(x, t)∣2dx ⋅ sup

x∈[0,`]
∫

T

0
∫

`−x

0

∣wx(x + z, t) −wx(x, t)∣2

z1+2s dzdt. (5.9b)

Using definitions (1.8) and (1.9), we get

(5.9b) ⩽ 2` ⋅ [λT
1,s′(u)λT

2,s(w)]
2, ∀s′ >

1
2

. (5.10)

Also, applying the Cauchy-Schwarz inequality in t, we get

(5.9a) ⩽2
⎛

⎝
∫

T

0
sup

x∈[0,`]
∣wx(x, t)∣4dt

⎞

⎠

1
2

⋅
⎛

⎝
∫

T

0
(∫

`

0
∫

`

0

∣u(x, t) − u(y, t)∣2

∣x − y∣1+2s dxdy)
2

dt
⎞

⎠

1
2

=2λT
3 (w)

2
⋅ (∫

T

0
∥u∥4

Hs
x(0,`)dt)

1
2

⩽ 2T
1
2 [λT

3 (w)λT
1,s(u)]2. (5.11)

Combining the inequalities above gives the desired estimate (5.2). ◽
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Next, for proving that the solution map is a contraction on the space X, we need to estimate the iteration map S[u0, g0, h0, h1; uwx] in the
λ-norms (1.8)–(1.10).

Proposition 5.1 (Estimates for the forced linear IBVP in X space). For 3
4 < s < 1, the Fokas solution formula S[u0, g0, h0, h1; f ] of the forced

linear KdV IBVP defined by (1.18) with f = uwx satisfies the estimate

∥S[u0, g0, h0, h1; uwx]∥X ⩽ cs(∥u0∥Hs
x(0,`) + ∥g0∥

H
s+1

3
t (0,T)

+ ∥h0∥
H

s+1
3

t (0,T)
+ ∥h1∥

H
s
3

t (0,T)

+ max{T
1
3 , (` ⋅ T

1
2 + 4T

1
2 )

1
2 ⋅ T

2−s
3 , 2`

1
2 ⋅ T

2−s
3 }∥u∥X∥w∥X). (5.12)

Proof of Proposition 5.1. Using the following decomposition of the solution to the linear forced IBVP (1.17) on the interval (0, `)

S[u0, g0, h0, h1; f ] = S[w0, g0; F]∣
x∈(0,`)

+ S[0, 0, h2, h3; 0], (5.13)

we see that it suffices to estimate the restriction of the solution of the half-line problem (2.1) and the solution to the pure linear IBVP on the
interval (2.12).
Estimation of the λ-norm for S[w0, g0; F]∣

x∈(0,`)
. First, we recall the Λ-norms for the half-line defined in Ref. 20. They are given by

ΛT
1,s(w(t)) = sup

t∈[0,T]
∥w(t)∥Hs

x(0,∞)
, (5.14)

ΛT
2,s(w) =

⎛

⎝
sup

x∈[0,∞]

∫

T

0
∣Ds

x∂xw(x, t)∣2dt
⎞

⎠

1
2

, (5.15)

ΛT
4 (w) =

⎛

⎝
∫

T

0
sup

x∈[0,∞]

∣∂xw(x, t)∣4dt,
⎞

⎠

1
4

, (5.16)

where the operator Ds
x is defined as

∣Ds
xw(x, t)∣2 ≐

⎧⎪⎪⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎪⎪⎩

∣∂s
xw(x, t)∣2, s ∈ N

∫

∞

0

∣∂
⌊s⌋
x w(x + z, t) − ∂

⌊s⌋
x w(x, t)∣

2

z1+2β dz, s = ⌊s⌋ + β, 0 < β < 1.

(5.17)

Also, we recall the following estimates proved in Ref. 20. For 1
2 < s < 1, we have

ΛT
1,s(S[w0, g0; F]) ⩽ cs(∥w0∥Hs

x(0,∞)
+ ∥g0∥

H
s+1

3
t (0,T)

+ T
1
3 ∥F∥L2([0,T];Hs

x(0,∞))
); (5.18)

for 0 ⩽ s < 1, we have

ΛT
2,s(S[w0, g0; F]) ≲ ∥w0∥Hs

x(0,∞)
+ ∥g0∥

H
s+1

3
t (0,T)

+ T
1
3 ∥F∥L2([0,T];Hs

x(0,∞))
; (5.19)

and for s ⩾ 3
4 , we have

ΛT
4 (S[w0, g0; F]) ≲ ∥w0∥Hs

x(0,∞)
+ ∥g0∥

H
s+1

3
t (0,T)

+ T
1
3 ∥F∥L2([0,T];Hs

x(0,∞))
. (5.20)

Using these estimates and the fact that S[w0, g0; F]∣
x∈(0,`)

is a restriction of the function S[w0, g0; F] on the interval [0, `], we obtain
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λT
(S[w0, g0; F]∣

x∈(0,`)
)⩽λT

1,s(S[w0, g0; F]∣
x∈(0,`)

)+λT
2,s(S[w0, g0; F]∣

x∈(0,`)
)+λT

3 (S[w0, g0; F]∣
x∈(0,`)

)

⩽ΛT
1,s(S[w0, g0; F]) + ΛT

2,s(S[w0, g0; F]) + ΛT
4 (S[w0, g0; F])

≲∥w0∥Hs
x(0,∞)

+ ∥g0∥
H

s+1
3

t (0,T)
+ T

1
3 ∥F∥L2([0,T];Hs

x(0,∞))
.

Also, since ∥u0∥Hs
x(0,`) bounds ∥w0∥Hs

x(0,∞)
and ∥f (t)∥Hs

x(0,`) bounds ∥F(t)∥Hs
x(0,∞)

, we get for 3
4 ⩽ s < 1

λT
(S[w0, g0; F]∣

x∈(0,`)
) ≲ ∥u0∥Hs

x(0,`) + ∥g0∥
H

s+1
3

t (0,T)
+ T

1
3 ∥f ∥L2([0,T];Hs

x(0,`)). (5.21)

Finally, letting f = uwx and applying the bilinear estimate (5.3), we get the desired estimate (5.12) for the first term of (5.13).
Estimation of the λ-norm for S[0, 0, h2, h3; 0]. We do it for each one of the norms λT

1,s, λT
2,s, λT

3 .
λT

1,s− norm. By the definition of the λT
1,s-norm (1.8) and Theorem (1.2) (or Theorem 2.2), we have

λT
1,s(S[0, 0, h2, h3; 0]) ⩽ cs(∥h2∥

H
s+1

3
t (0,2)

+ ∥h3∥
H

s
3

t (0,2)
),

1
2
< s <

3
2

, (5.22)

which is bounded by the right-hand side of the estimate (5.12), as desired.
λT

2,s− norm. Next, we shall prove that for 0 ⩽ s < 1, we have the desired estimate, i.e.,

λT
2,s(S[0, 0, h2, h3; 0]) ⩽ cs(∥h2∥

H
s+1

3
t (0,2)

+ ∥h3∥
H

s
3

t (0,2)
). (5.23)

As in the Proof of Theorem 2.2 for the reduced IBVP, we estimate the part of the solution S[0, 0, h2, h3; 0] that corresponds to ∂D+ and the
boundary value h3, i.e., v11 = V0 + V1 + V2, which is given in (3.7). In fact, we only estimate V2 which is given in (3.8) and the part of V0,
which is given by (3.19) and is denoted by V0,2. We begin with V2.

λT
2,s(V2). The case s = 0. Using the formula for V2, the definition of the λ2-norm and making the following change of variables η ≐ −k3,

we get

λT
2,0(V2) ≃

⎛

⎝
sup

x∈[0,`]
∫

T

0
∣∫

−1

−∞

C(−aη
1
3 )eiηte

√
3

2 η
1
3 xe−i 1

2 η
1
3 xĥ3(η)dη∣

2
dt
⎞

⎠

1
2

.

Considering the inside integral as the inverse Fourier transform of a t-function on R after multiplying the integrand by the characteristic
function χ(−∞ ,−1) (η), and applying Parseval’s theorem, we get

λT
2,0(V2) ≲

⎛

⎝
sup

x∈[0,`]
∫

−1

−∞

∣C(−aη
1
3 )∣

2
∣ĥ3(η)∣

2
dη

⎞

⎠

1
2

⩽
⎛

⎝
sup

x∈[0,`]
∫
R
∣ĥ3(η)∣2dη

⎞

⎠

1
2

= ∥h3∥L2
t (R)

since C(ak) is bounded for |k| ⩾ 1. This is the desired estimate (5.23) for s = 0.
The case 0 < s < 1. Making again the change of variables η ≐ −k3, we see that the fractional part of the λT

2,s-norm defined by (1.11) reads as
follows:

[λT
2,s(V2)]

2
≃ sup

x∈[0,`]
∫

`−x

0

1
z1+2s ∫

T

0
∣∫

−1

−∞

C(−aη
1
3 )(e−iaη

1
3 (x+z)

− e−iaη
1
3 x
)eiηt ĥ3(η)dη∣

2
dtdz.

Also, as before using Parseval’s theorem in η-variable and using the fact that C(ak) is bounded, we have the following estimate for the inside
integral:

∫

T

0
∣∫

−1

−∞

C(−aη
1
3 )(e−iaη

1
3 (x+z)

− e−iaη
1
3 x
)eiηt ĥ3(η)dη∣

2
dt ≲ ∫

−1

−∞

∣e−iaη
1
3 (x+z)

− e−iaη
1
3 x
∣
2
∣ĥ3(η)∣2dη.

Furthermore, by Lemma 3.1, we have

∣e−iaη
1
3 (x+z)

− e−iaη
1
3 x
∣ ⩽

√
2(1 +

1
√

3
)∣e

√
3

2 η
1
3 (x+z)

− e
√

3
2 η

1
3 x
∣.

Finally, using the above two inequalities, we see that λT
2,s(V2) satisfies the estimate
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[λT
2,s(V2)]

2
≲ sup

x∈[0,`]
∫

−1

−∞

∣ĥ3(η)∣2(∫
`−x

0

1
z1+2s ⋅ (e

√
3

2 η
1
3 (x+z)

− e
√

3
2 η

1
3 x
)

2
dz)dη

≲ sup
x∈[0,`]

∫

−1

−∞

∣ĥ3(η)∣2∣η∣
2
3 sdη ⩽ ∥h3∥

2
H

s
3

t (R)
,

where in the second step we use again the inequality (3.15) after some simplification in the dz integral. This is, again, the desired estimate.
λT2, s(V0, 2). The case s = 0. Recalling that V0,2(x, t) is given in (3.19), we see (like in the Proof of Theorem 2.2) that ∣ĥ3(−k3

)∣ ⩽ ∥h3∥L2
t (0,2),

which gives the desired estimate

λT
2,0(V2) ≲ ∥h3∥L2

t (0,2).

The case 0 < s < 1. Parametrizing the integral in (3.19), we have

V0,2(x, t) ≐ ∫
0.5+

√
3

2 i

0+0⋅i
C(k)eikx+ik3tkĥ3(k3

)dk = ∫
1

0
C(ak)eiakx−ik3t

(ak)ĥ3(−k3
)dk, (5.24)

where a = e
π
3 i. Since C(ak) ⋅ k is bounded for |k| ⩽ 1, using the Cauchy-Schwarz inequality, we get

∣∂xV0,2(x + z) − ∂xV0,2(x)∣2 ≲ ∫
1

0
∣eiak(x+z)

− eiakx
∣
2dk ⋅ ∫

1

0
∣ĥ3(−k3

)∣
2dk.

Now, substituting the above estimate into the λ2,s–norm (1.9), we get

λT
2,s(V0,2) ⩽

⎡
⎢
⎢
⎢
⎢
⎣

sup
x∈[0,`]

T ⋅ ∫

`−x

0

1
z1+2s ∫

1

0
∣eiak(x+z)

− eiakx
∣
2dkdz

⎤
⎥
⎥
⎥
⎥
⎦

1
2

⋅ [∫

1

0
∣ĥ3(−k3

)∣
2dk]

1
2
.

Also using the fact |eiakx| ≲ 1 for x ∈ [0, `] and (3.15), we get

∫

`−x

0

1
z1+2s ∫

1

0
∣eiak(x+z)

− eiakx
∣
2dkdz = ∫

1

0
∫

`−x

0

∣eiak(x+z)
− eiakx

∣
2

z1+2s dzdk ≲ ∫
1

0
k2sdk ⩽ 1.

Combining the last two inequalities gives the desired estimate λT
2,s(V0,2) ⩽ ∥h3∥L2(R).

λT
3− norm. Next, we prove that for 3

4 ⩽ s < 1 we have

λT
3 (S[0, 0, h2, h3; 0]) ⩽ cs(∥h2∥

H
s+1

3
t (0,2)

+ ∥h3∥
H

s
3

t (0,2)
). (5.25)

As before, here, we estimate only V0,2 and V2 since the estimation of other terms of the solution S[0, 0, h2, h3; 0] is similar.
Estimation of λT3 (V0, 2). Differentiating V0,2(x, t) with respect to x in (5.24), we get

∂xV0,2(x, t) = ∫
1

0
C(ak)eiakx−ik3tk2ĥ3(−k3

)dk. (5.26)

Then, using the fact that ∣C(ak)eiakx−ik3tk2
∣ ≲ 1 for k ∈ [0, 1] and x ∈ [0, `], we have

λT
3 (V0,2) ≐

⎛

⎝
∫

T

0
sup

x∈[0,`]
∣∂xV0,2(x, t)∣4dt

⎞

⎠

1
4

=
⎛

⎝
∫

T

0
sup

x∈[0,`]
∣∫

1

0
C(ak)eiakx−ik3tk2ĥ3(−k3

)dk∣
4
dt
⎞

⎠

1
4

≲
⎛

⎝
∫

T

0
sup

x∈[0,`]
[∫

1

0
∣ĥ3(−k3

)∣dk]
4
dt
⎞

⎠

1
4

⩽ T
1
4 ∥ĥ3∥L∞(0,1) ⩽ ∥h3∥L2

t (0,2), (5.27)

where the last inequality follows from (3.20). Thus, we get the desired estimate for V0,2(x, t).
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Estimation of λT3 (V2). Here, we are motivated by the ideas presented in Ref. 33 about the KdV Cauchy problem. We begin by recalling that

V2(x, t) ≐ ∫
∞

1
C(ak)eiakx−ik3t

(ak)ĥ3(−k3
)dk.

Differentiating it with respect to x and letting τ = k3, we have for x ∈ (0, `) and t ∈ (0, T)

∂xV2(x, t) = ∫
∞

1
C(ak)eiakx−ik3ti(ak)2ĥ3(−k3

)dk ≃ ∫
∞

1
C(aτ

1
3 )eiaτ

1
3 x−iτt ĥ3(−τ)dτ. (5.28)

Therefore, by the definition of the λT
3 -norm, we have

λT
3 (V2) ≐

⎛

⎝
∫

T

0
sup

x∈[0,`]
∣∂xV2(x, t)∣4dt

⎞

⎠

1
4

=
⎛

⎝
∫

T

0
sup

x∈[0,`]
∣∫

∞

1
eiaτ

1
3 x−iτtC(aτ

1
3 )ĥ3(−τ)dτ∣

4
dt
⎞

⎠

1
4

. (5.29)

Next, we define

R̂(τ) ≐ {
τ

1
4 C(aτ

1
3 )ĥ(−τ), τ ⩾ 1,

0, τ < 1,
and R(t) ≐

1
2π ∫R

eiτtR̂(τ)dτ. (5.30)

Also, for a given number r, we define the operator

∆rR(x, t) ≐ ∫
∞

1
eiaτ1/3xeiτtτrR̂(τ)dτ. (5.31)

Using these definitions, we see that λT
3 (V2) reads as follows:

λT
3 (V2) ≃ (∫

R
∥∆−1/4R(x,−t)∥

4
L∞x (0,`)dt)

1
4
≐ ∥∆−

1
4 R(x,−t)∥

L4[Rt ;L∞x (0,`)]
, (5.32)

and the desired estimate follows from the following result.

Lemma 5.2 (Strichartz-type estimate for the interval). For R ∈ L2
t (R), the operator ∆rR defined by Eq. (5.31) is bounded from L2

t into
Lq

[Rt ; Lp
x(0, `)], that is, it satisfies the estimate

∥∆rR(x,−t)∥Lq[Rt ;L
p
x(0,`)] = ∥∆rR(x, t)∥Lq[Rt ;L

p
x(0,`)] ⩽ CT∥R∥L2

t (R)
(5.33)

for some constant CT > 0, where r = − 1
4 , p = ∞, and q = 4.

In fact, since ∣C(aτ
1
3 )∣ is bounded for τ ⩾ 1, applying Lemma 5.2 for R given by (5.30), we have

λT
3 (V2) ≲ ∥R∥L2

t (R)
≲ (∫

∞

1
τ

1
2 ∣ĥ3(−τ)∣2dτ)

1
2
≲ (∫

R
∣1 + τ2

∣
1
4 ∣ĥ3(τ)∣2dτ)

1
2
= ∥h3∥

H
1
4

t (R)
⩽ ∥h3∥

H
s
3

t (R)
,

if s ⩾ 3
4 . This proves the desired estimate (5.25).

Proof of Lemma 5.2. By duality, for 1
p + 1

p′ = 1 and 1
q + 1

q′ = 1, we have

∥∆rR(x, t)∥Lq[Rt ;L
p
x(0,`)] = sup{∣∫ [∆rR(x, t)][Q(x, t)]dxdt∣ : ∥Q∥Lq′

t [R;Lp′
x (0,`)] = 1}. (5.34)

By Fubini’s theorem, Plancherel’s theorem, and Cauchy-Schwarz inequality, we see that

∣∫ [∆rR(x, t)][Q(x, t)]dxdt∣ ⩽ ∥R∥L2
t
⋅ ∥∫

`

x=0
∫

∞

τ=1
e−iτteiaτ1/3xτrQ̂(x,−τ)dτdx∥

L2
t (R)

.

Therefore, to prove (5.33), it suffices to show that

∥∫

`

x=0
∆rQ(x, ⋅)dx∥

L2
t (R)

≲ ∥Q∥Lp′
x (0,`)Lq′

t (R). (5.35)

Again by Fubini’s theorem, Plancherel’s theorem, and Holder’s inequality, we have
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∥∫

`

x=0
∆rQ(x, ⋅)dx∥

2

L2
t (R)

⩽ ∥Q∥Lq′
t [R;Lp′

x [0,`]]∥∫
∞

τ=1
∫

`

x2=0
eiτteiaτ1/3x2−iāτ1/3x1τ2rQ̂t

(x2, τ)dx2dτ∥
Lq

t [R;Lp
x1 [0,`]]

,

which shows that it is suffices to prove that

∥∫

∞

τ=1
∫

`

x2=0
eiτteiaτ1/3x2−iāτ1/3x1τ2rQ̂t

(x2, τ)dx2dτ∥
Lq

t [R;Lp
x1 [0,`]]

≲ ∥Q∥Lq′
t [R;Lp′

x [0,`]]. (5.36)

Now, recalling that a = 1
2 + i

√

3
2 and using the Fourier transform property f̂ ∗ g = f̂ ⋅ ĝ, we see that

∫

∞

τ=1
∫

`

x2=0
eiτteiaτ1/3x2−iāτ1/3x1τ2rQ̂t

(x2, τ)dx2dτ

≃ ∫

`

x2=0
∫

t1∈R
(∫

∞

τ=1
eiτ(t−t1)e−

1
2 i(x2−x1)τ1/3

e−
√

3
2 (x1+x2)τ1/3

τ2rdτ)Q(x2, t1)dt1dx2.

Therefore, applying Fubini’s theorem and using Hölder’s inequality, from (5.36), we get

∥∫

∞

τ=1
∫

`

x2=0
eiτteiaτ1/3x2−iāτ1/3x1τ2rQ̂t

(x2, τ)dx2dτ∥
Lq

t [R;Lp
x(0,`)]

(5.37)

⩽

XXXXXXXXXXX
∫

t1∈R
∥∫

∞

τ=1
eiτ(t−t1)e−

1
2 i(x2−x1)τ1/3

e−
√

3
2 (x1+x2)τ1/3

τ2rdτ∥
Lp

x2 (0,`)Lp
x1 (0,`)

∥Q(t1)∥Lp′
x2 (0,`)dt1

XXXXXXXXXXXLq
t (R)

.

At this point, we shall need the following lemma for the interval (0, `), whose proof is similar to Lemma 2.1 in Ref. 37 for the line. Also, a
simple modification of its proof works for the half-line.

Lemma 5.3. The following estimate holds:

∥∫

∞

τ=1
eiτte−

1
2 i(x2−x1)τ1/3

e−
√

3
2 (x1+x2)τ1/3

τ−
1
2 dτ∥

L∞x2
(0,`)L∞x1

(0,`)
≲ ∣t∣−

1
2 . (5.38)

Applying the above lemma to inequality (5.37), we get

∥∫

∞

τ=1
∫

`

x2=0
eiτteiaτ1/3x2−iāτ1/3x1τ2rQ̂t

(x2, τ)dx2dτ∥
Lq

t [R;Lp
x(0,`)]

⩽ (∫

∞

t=−∞
∣∫

∞

t1=−∞
∣t − t1∣

−
1
2 ∥Q(⋅, t1)∥p′dt1∣

q
dt)

1/q
.

Finally, using fractional integration, we obtain the desired inequality (5.33).

VI. WELL-POSEDNESS OF KdV IBVP IN SOBOLEV SPACES ON AN INTERVAL
Finally, having established the key estimate (5.12) in the solution space X, now we are ready to prove Theorem 1.1 for the KdV IBVP

(1.1).
Existence and uniqueness of solution. We show that the iteration map for the solution of the KdV IBVP (1.1) u↦ Φu ≐ S[u0, g0, h0, h1; uux]

is a contraction in the space X. First, we show that it is onto. For u ∈ X and s ∈ ( 3
4 , 1), using the estimate (5.12), and for 0 < T∗ ⩽ T < 1, we

have

∥Φu∥X ⩽ cs(∥u0∥Hs
x(0,`) + ∥g0∥

H
s+1

3
t (0,T)

+ ∥h0∥
H

s+1
3

t (0,T)
+ ∥h1∥

H
s
3

t (0,T)
+ 2(1 +

√
`)T∗

1
3 ∥u∥2

X). (6.1)

Now, choosing u in the ball B(0, r) = {u ∈ X: ∥u∥X ⩽ r} with radius

r ≐ 2cs∥(u0, g0, h0, h1)∥D, (6.2)
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where the data norm ∥⋅∥D is defined by Eq. (1.14), and using estimate (6.1), we see that for the iteration map Φ to be onto it suffices to choose
a T∗ such that r

2 + cs(1 +
√
`)T∗

1
3 r2

⩽ r or

T∗ ⩽ [64c6
s (1 +

√
`)3

∥(u0, g0, h0, h1)∥
2
D]

−1. (6.3)

Next, we show that the map Φ is a contraction in X; i.e., for any u1, u2 ∈ X, we have

∥Φu1 −Φu2∥X ⩽
1
2
∥u1 − u2∥X . (6.4)

For this, using the identity u1∂xu1−u2∂xu2 =
1
2 [∂x(u1 +u2)(u1−u2)+(u1 +u2)∂x(u1−u2)] and applying estimate (5.12), we get, for 3

4 < s < 1,

∥Φu1 −Φu2∥X = S[0, 0, 0, 0;−u1∂xu1 + u2∂xu2] ⩽ 2cs(1 +
√
`)T∗

1
3 (∥u1∥X + ∥u2∥X)∥u1 − u2∥X ,

which gives contraction if 2cs(1 +
√
`)T∗

1
3 (r + r) < 1/2, or

T∗ ⩽ [163c6
s (1 +

√
`)3

∥(u0, g0, h0, h1)∥
3
D]

−1
. (6.5)

Combining conditions (6.3) and (6.5), we get the maximal lifespan

T∗ = min{T, [163c6
s (1 +

√
`)3

∥(u0, g0, h0, h1)∥
3
D]
−1

}, (6.6)

for which the iteration map Φ is a contraction in the ball B(0, r) ⊂ X. Thus, the equation u = Φu has a unique solution u ∈ B(0, r) ⊂ X.
Continuity of the data-to-solution map. Let (u0, g0, h0, h1) and (ũ0, g̃0, h̃0, h̃1) be two different data lying inside a ball Bρ ⊂ D of radius ρ >
0 centered at a distance r from the origin. Furthermore, denote the corresponding solutions to the KdV IBVP (1.1) by u = Φu0 ,g0 ,h0 ,h1 u and
ũ = Φũ0 ,g̃0 ,h̃0 ,h̃1

ũ, respectively. Then, by the contraction condition (6.6), their maximal lifespans Tu and Tũ are given by

Tu=min{T, [163c6
s (1+

√
`)3

∥(u0, g0, h0, h1)∥
3
D]
−1

}, Tũ=min{T, [163c6
s (1+

√
`)3

∥(ũ0, g̃0, h̃0, h̃1)∥
3
D]
−1

}.

Furthermore, observing that the following lifespan

Tc ≐ min{T, [163c6
s (1 +

√
`)3

(r + ρ)3
]
−1

} ⩽ min{Tu, Tũ} (6.7)

is common, we have that both solutions u and ũ exist for any 0 < t ⩽ Tc. Also, if we denote by XTu the solution space X defined by (1.15) with
T∗ = Tu, Xũ the solution space X defined by (1.15) with T∗ = Tũ, and Xc the solution space X defined by (1.15) with T∗ = Tc, then we have
that Xu ⊂ Xc and Xũ ⊂ Xc. Next, we determine a ball B(0, rc) ⊂ X such that for any u, ũ ∈ B(0, rc) with data in the ball Bρ we have

∥u − ũ∥Xc
⩽ 2cs∥(u0, g0, h0, h1) − (ũ0, g̃0, h̃0, h̃1)∥D. (6.8)

For this, using the estimate (5.12), we have

∥u − ũ∥Xc
=∥S[u0 − ũ0, g0 − g̃0, h0 − h̃0, h1 − h̃1; uux − ũũx]∥Xc

⩽cs∥(u0, g0, h0, h1) − (ũ0, g̃0, h̃0, h̃1)∥D + 2cs(1 +
√
`)T

1
3

c (∥u∥Xc
+ ∥ũ∥Xc

)∥u − ũ∥Xc
.

Furthermore, since u, ũ ∈ B(0, rc) ⊂ Xc, the above inequality implies

∥u − ũ∥Xc
⩽ cs∥(u0, g0, h0, h1) − (ũ0, g̃0, h̃0, h̃1)∥D + 2cs(1 +

√
`)T

1
3

c ⋅ 2rc ⋅ ∥u − ũ∥Xc
,

which after combining the terms ∥u − ũ∥Xc
gives the following choice of rc:

rc =
1

4cs
√

Tc
= max{[8cs(1 +

√
`)T

1
3

c ]
−1

, 2cs(r + ρ)}, (6.9)

which implies (6.8), i.e., the Lipschitz continuity of the data-to-solution map.
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VII. DERIVATION OF THE FOKAS SOLUTION FORMULA
In this section, we derive the UTM formula for the linear KdV on the interval

∂tu + ∂3
x u = f , 0 < x < `, 0 < t < T, (7.1a)

u(x, 0) = u0(x), (7.1b)
u(0, t) = g0(t), u(`, t) = h0(t), ux(`, t) = h1(t). (7.1c)

Using the adjoint equation ∂tũ + ∂3
x ũ = 0 for ũ = e−ikx−ik3t , we get the divergence form

(e−ikx−ik3tu)t + (e−ikx−ik3t
[∂2

x u + ik∂xu − k2u])x = e−ikx−ik3tf . (7.2)

Defining the Fourier transform for an L2-function '(x) on the interval (0, `) by

φ̂(k) ≐ ∫
`

0
e−ikxφ(x)dx, k ∈ C, (7.3)

we integrate the divergence form (7.2) over [0, `] and solve the first order differential equation with respect to t to obtain the following global
relation:

e−ik3tû(k, t) = û0(k) + F(k, t) + [g̃2(k3, t) + ikg̃1(k3, t) − k2g̃0(k3, t)]

− e−ik`
[h̃2(k3, t) + ikh̃1(k3, t) − k2h̃0(k3, t)], k ∈ C, (7.4)

where

F(k, t) ≐ ∫
t

0
e−ik3τ f̂ (k, τ)dτ, g̃j(k, t) ≐ ∫

t

0
e−ikτ∂

j
xu(0, τ)dτ, h̃j(k, t) ≐ ∫

t

0
e−ikτ∂

j
xu(`, τ)dτ.

Inverting equation (7.4), we find the integral representation

u(x, t) =
1

2π ∫
∞

−∞

eikx+ik3t
[û0(k) + F(k, t)]dk +

1
2π ∫

∞

−∞

eikx+ik3t
[g̃2(k3, t) + ikg̃1(k3, t) − k2g̃0(k3, t)]dk

−
1

2π ∫
∞

−∞

eik(x−`)+ik3t
[h̃2(k3, t) + ikh̃1(k3, t) − k2h̃0(k3, t)]dk, (7.5)

which involves the unknown boundary values ∂xu(0, t),∂2
x u(0, t),∂2

x u(`, t) via the transforms g̃1, g̃2, h̃2. To eliminate these unknowns, we
deform the contours of integration from R to the boundaries of the regions D+, D−

1 , and D−

2 (see Fig. 1) and hence rewrite (7.5) as follows:

u(x, t) =
1

2π ∫
∞

−∞

eikx+ik3t
[û0(k) + F(k, t)]dk +

1
2π ∫∂D+

eikx+ik3t
[g̃2(k3, t) + ikg̃1(k3, t) − k2g̃0(k3, t)]dk

+
1

2π ∫∂D−1
eik(x−`)+ik3t

[h̃2(k3, t) + ikh̃1(k3, t) − k2h̃0(k3, t)]dk

+
1

2π ∫∂D−2
eik(x−`)+ik3t

[h̃2(k3, t) + ikh̃1(k3, t) − k2h̃0(k3, t)]dk. (7.6)

The above deformation is possible, thanks to analyticity in k (Cauchy’s theorem) and the exponential decay of the relevant integrands in the
complements of the regions D+, D−

1 , and D−

2 . For example,

∫

∞

−∞

eikx+ik3t
[g̃2(k3, t) + ikg̃1(k3, t) − k2g̃0(k3, t)]dk

=∫
∂D+

eikx+ik3t
[g̃2(k3, t) + ikg̃1(k3, t) − k2g̃0(k3, t)]dk (7.7)

since (i) eikx is bounded for Im(k) ⩾ 0 (recall that x ⩾ 0) and exponentially decaying for Im(k) > 0 and (ii) eik3
(t−τ) is bounded for Im(k3) ⩾ 0

(recall that t ⩾ τ), i.e., for arg(k) ∈ (0, π
3 )∪(

π
3 ,π)∪(

4π
3 , 2π), and exponentially decaying for Im(k3) > 0, and hence, (−∞,∞) can be deformed

to the boundary of the region D+ via Cauchy’s theorem. The rest of the terms in (7.5) and (7.6) can be handled like (7.7).
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Next, combining the global relation (7.4) with the two identities obtained from it after replacing k by αk and α2k with α = e
2π
3 i, we get

a system of three equations that are solved via Cramer’s rule for the unknown functions g̃1, g̃2, h̃2. Substituting the resulting expressions into
formula (7.6), we get the desired UTM formula (1.18). Crucial to this last step of the computation is the following fact.

Lemma 7.1. The zeros of ∆(k) lie outside D+
∪D−

1 ∪D−

2 . More precisely, all the zeros lie along the rays e
π
6 i, e

3π
2 i, e

5π
6 i.
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