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Abstract 

Organic photovoltaic (OPV) devices are environmental-friendly, lightweight, flexible and 

inexpensive. However, one of the setbacks for commercial application is its relative low 

performance in solar to electrical energy conversion compared to inorganic counterparts such as 

Si solar cells. Unlike typical inorganic materials in which free carriers are generated directly by 

the light absorption, excitons, Coulombic bound electron-hole pairs, are created upon light 

absorption in OPV materials. The performance of OPVs depends on how effective the bound 

charge transfer (CT) exciton, an exciton with its electron and hole spatially separated by the 

donor-acceptor interface, can dissociate to generate free charge carriers. In this thesis, the roles 

of the orientation of the delocalized electron wavefunction and the interfacial energy landscape 

in the exciton dissociation (ED) process are studied in order to understand mechanisms that 

control the ED efficiency. A number of donor–acceptor interfaces including organic/organic and 

organic/transition metal dichalcogenides (TMDs) interfaces with different molecular orientations 

were prepared, and exciton dynamics at these interfaces were probed. We employed time-

resolved photoemission spectroscopy to measure the CT exciton dynamics, by which we were 

able to track the temporal evolution of the energy and the size of CT excitons. Our results on the 

organic-organic donor-acceptor interfaces show that the relative orientation of the delocalized 

electron and hole wavefunction within the CT exciton plays an important role in determining 

whether free carriers can be generated effectively from the CT exciton. Energy uphill, 

spontaneous exciton dissociation (SED) was observed on the few picosecond (ps) timescale at 

the zinc phthalocyanine (ZnPc)/fluorinated zinc phthalocyanine (F8ZnPc) interface with a face-

on molecular orientation, at which both the electron and hole wavefunctions delocalize in the 

direction perpendicular to the interface. By contrast, cooling of hot CT excitons to lower energy 
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bound CT excitons (cold excitons) was observed at the ZnPc/fullerene (C60) interface with an 

edge-on ZnPc orientation, at which the hole wavefunction in the CT exciton delocalizes in a 

direction parallel to the interface. The difference in the CT exciton dynamics suggests that free 

charges can be generated more effectively at the ZnPc/F8ZnPc interface with a face-on 

orientation. In addition, two very similar organic-TMD interfaces (ZnPc/bulk-MoS2 and 

ZnPc/monolayer (ML) MoS2) were studied and distinctly different CT exciton dynamics were 

observed. At the ZnPc/bulk-MoS2 interface, after the formation of the CT exciton, back electron 

transfer occurs which results in the formation of triplet excitons in the ZnPc. On the other hand, 

at the ZnPc/ML MoS2 interface, free carriers are generated effectively from CT excitons. This 

difference in the CT exciton dynamics is explained by the difference in the extent of the 

interfacial band bending found at the two interfaces. Overall, our study demonstrates that 

whether free carriers can be generated from the CT exciton depends sensitively on the local 

energy landscape around the interface and the electron delocalization within the CT exciton at 

the nanoscale. Understanding how the interfacial structure would affect the temporal evolution of 

the CT exciton is important for designing interfaces for effective charge generation. 
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dynamics. (c) The temporal evolution of the intensity for the CT0 and T1 states in the 1 nm ZnPc 

– ML-MoS2 and the 1 nm ZnPc – bulk-MoS2 samples respectively. (d) A schematic diagram 

shows that a large band bending in ZnPc on bulk MoS2 can limit the extent of exciton 

delocalization and prohibit electron injection. These two factors limit the spatial range of the 

coherent CT. (e) Large band bending in ZnPc on bulk MoS2 can trap the hole of the CT exciton 

near the interface. The hole trapping together with the faster spin flipping rate in bulk-MoS2 

favor back electron transfer (BET) and T1 formation at the ZnPc/bulk-MoS2 interface. “Figures 

(a, c, d, and e) reproduced from reference [126].
126
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Figure 5.10: (a) Type I band alignment at the ZnPc−bulk WSe2 interface measured by UPS 

experiment. Both electron and hole transfer occurs from ZnPc to WSe2 (b) TR-TPPE spectrum 

for the 1 nm ZnPc−WSe2 sample. “Figures adapted from reference [146].
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1. Introduction 

 

1.1 A brief history of Photovoltaics 

Since the Earth’s formation, solar energy has been an essential source of lighting, warming, 

food and water directly or indirectly for all the living creatures. With the evolution of the 

humankind, solar energy is being used in various forms. Thanks to the advancement in science 

and technology for developing methods to harvest solar energy as electricity. Electric current can 

be created in a material system upon absorption of light; this effect is known as photovoltaic 

effect. Light consists of energy packets called photons. The energy of light photons depends on 

the frequency/wavelength of light. Mostly, the light photons from infrared to ultraviolet range 

have sufficient energy to excite electrons across the bandgap of semiconducting materials from 

which charge carriers can be generated to produce electrical current. 

The first photovoltaic effect was demonstrated by Edmond Becquerel in 1839, 

experimenting with an electrolytic cell.
1
  In 1883, Charles Fritts created the first solar cell that 

used Selenium wafers coated with gold film.
1
 Early solar cell comprised of metal electrodes and 

semiconductors, in which the electrodes hindered the transmission of incident light; hence, they 

had a very low efficiency, less than 1%. After the observation of photoelectric effect by Heinrich 

Hertz in 1883, and its theoretical explanation by Albert Einstein in 1921, photovoltaic 

technology started garnering attention. In 1954, Daryl Chapin, Calvin Fuller, and Gerald Pearson 

developed the Silicon photovoltaic with 4% efficiency at Bell Labs that was capable to run daily 

electrical equipment. Progress in PV technology was advancing and in the late 1960’s, satellites 

Vanguard, Explorer, and Sputnik were launched with PV-powered systems on board. Since then, 

various satellite power stations have been successfully operated with increased power conversion 



2 

 

efficiency. Attracted by the photovoltaic technology, search for improved performance of PVs 

led to successful development of PVs made up of Cadmium sulphide (CdS), Cadmium telluride 

(CdTe), Gallium arsenide (GaAs) in 70s and 80s.
1
 These PVs have their own advantages and 

limitations. For example, CdTe is cheap and has more power conversion efficiency but it is 

chemically risk to environment. Likewise, GaAs has record-breaking efficiency of 29.1% for 

single junction
2
 but the technology is expensive. Similarly, perovskite based solar cells has 

higher efficiency but it has stability issue i.e., it loses its efficiency when exposed to light. To 

date, Si-based solar cells are optimum with efficiency 27.6%
3
 over other technologies in terms of 

optical, electronic, thermal, mechanical properties and environmental concerns. According to 

National Renewable Energy Laboratory, the percentage of electricity generation from solar cells 

has increased 47 times since 2008, though their net contribution to the total electric generation is 

low (~ 5%).
4
 In particular, most of the contribution, among solar cells, comes from Silicon-based 

PV devices. However, for large production scale, their installation requires specific space such as 

flat area, and hence requirement of designing them into a structural shape for effective 

performance generates a lot of wastage. On the other hand, the use of highest contributor, coal 

and natural gas, has dropped down from 71% to 63% in the same time-period.  Due to the 

increasing demand of energy supply and limited oil resources, alternative sources of energy is 

essential.  Other forms of energy like nuclear energy, hydro energy, and wind energy can be 

sought as an alternative but environmental impacts, cost, efficiency and non-practical for daily 

use could be some serious limitations. In this context, search for cost effective, environment 

friendly, flexible and efficient alternative source of energy is ongoing. In the next section, we 

will be focus on organic photovoltaics, an alternative material for converting light energy to 

electricity. 
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1.2   Organic Photovoltaics 

OPV devices make use of semiconducting organic materials to convert solar energy to 

generate electricity. Organic compounds are abundant in nature, and can be chemically 

synthesized and carefully modified to tailor certain properties like band gap, electron affinity, 

morphology etc. Hence, compared to conventional semiconducting materials such as silicon, 

organic semiconducting materials have advantages such as low production cost and applicability 

in flexible electronics.
5-7

 In addition, they are eco-friendly and have tunable band gap for light 

absorption. As a result, they are suitable for low-cost solar energy conversion. Research on OPV 

materials have flourished in recent years. The present efficiency of organic solar cells has 

reached over 16% for single junction bulk heterojunction devices (BHJs), but it is still poor 

compared to their inorganic counterparts, Si-based first generation solar cells (~ 27.6%).
3
 

Likewise, thin film based second-generation solar cell technologies (CdTe, CIGS) have 

efficiency (~ 25%) close to Si-based solar cells but its higher cost for mass production and other 

limitations discussed above has made this technology uncompetitive in the market. Hence, the 

efficiency of OPVs must be increased to become economically competitive. However, the 

performance of OPV devices has been steadily increasing since a major breakthrough in 1986 

with efficiency of 1%.
8
 These improvements result from the development of new low-band gap 

polymers and the use of device architectures such as tandem solar cells and nano-structured 

BHJs.
9
 Potentially, the efficiency can be increased further with the usage of new charge 

generation mechanism such as singlet fission.
10-11

 This makes OPVs a potential runner for the 

third generation solar cells.  

OPV devices consist of two active layer materials: donor and acceptor. These organic 

materials are semiconducting and generally have a low dielectric constant (~ in the range of 3 – 
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4).
12

 The Coulomb screening effect is weak and the interaction between charges is strong. Upon 

the absorption of photons, they form bound electron-hole pairs called excitons. Unlike their 

inorganic counterparts, these excitons need to be dissociated in order to generate free charges. 

Theoretically, the binding energy (EB) for an electron-hole pair is given by: 

𝐸𝐵 =
𝑒2

4𝜋ɛ𝑜ɛ𝑟𝑟
 

 where 𝑒 is the electronic charge, ɛ𝑜 is the permittivity of free space, ɛ𝑟 is dielectric constant of 

the organic material and 𝑟 is the distance between electron and hole. The low dielectric constant 

results in a large binding energy (0.1 to 1.0 eV)
13

 which is fairly above the thermal energy (0.025 

eV) at room temperature. Usually, this binding energy can be determined experimentally by: 

𝐸𝐵 = 𝐸𝑇𝐺 − 𝐸𝑂𝐺 

In this equation, ETG is transport gap, which is equivalent to the energy required to form an 

unbound electron-hole pair. EOG is optical band gap, which is equivalent to the minimum energy 

required to form an exciton by optical excitation. To generate photocurrent, the bound charge 

pair must separate before they recombine. The charge neutral exciton undergoes a diffusion 

process and reaches donor-acceptor interface. The donor-acceptor interface is a heterojunction 

with a type-II band alignment as shown in Figure 1.1. The type-II band alignment is 

energetically favorable for charge transfer as the band-offset (difference in LUMOs of donor and 

acceptor) at the interface provides the driving force for the exciton dissociation (ED). The path 1 

in Figure 1.1 shows optical excitation of an electron to form an exciton. The electron transfers 

from the electron donor to the electron acceptor (path 2) but the hole resides in the same layer, 

thus it creates a so-called charge transfer (CT) exciton state. Finally, the CT exciton follows the 

path 3 where it dissociates into a free electron and a hole to form a charge separation (CS) or 
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Figure 1.1: Type II band alignment for charge transfer in OPVs. The LUMO of acceptor is 

below than that of donor and this offset can act as a driving force for electron transfer. The path 1 

shows optical excitation, the path 2 shows electron transfer from the donor to the acceptor to 

form a charge transfer (CT) exciton and the path 3 directs to charge separated (CS) state. 

ED state. The free charge carriers then move towards the electrodes in response to external 

electric field and hence electricity is generated.  

The efficiency of the OPVs cells directly depends on the open circuit voltage (VOC) 

between the donor and the acceptor. For an ideal case, VOC has the maximum theoretical value 

equivalent to the difference between HOMO of the donor and LUMO of the acceptor (EH-L). In 

practice, there is always some energy loss (∆) due to various factors like recombination, 

interfacial energetic disorder, defects etc.
14-16

 Thus, the actual VOC turns out to be 

𝑉𝑂𝐶 =  
1

𝑒
׀𝐸𝐻−𝐿׀) − ∆) 

One of the major factors contributing for the energy loss in OPV cells is the CT state exciton 

binding energy, which is roughly around 0.5 eV for most of the OPV cells. Reducing this 

binding energy can help in effective exciton dissociation without significant loss of EH-L voltage; 

hence this can push the present efficiency of OPVs closer to that of conventional cells. 
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As shown in Figure 1.1, in-depth understanding of light photon absorption, CT and CS 

process can help in the material selection and the architectural design, which can increase the 

overall efficiency of photocurrent generation. Among these, the mechanism of CS is under 

continuous debate and fundamentally intriguing. The major question is; how the Coulomb bound 

CT exciton overcomes the large binding energy to produce free charge carriers. Different 

mechanisms have been proposed to understand separation of excitons at organic semiconductor 

interface. For example, it has been proposed that the interfacial dipoles formed at the donor – 

acceptor interface can lower the energy barrier for the charge separation.
17-19

 On the other hand, 

some researchers suggest that the entropy gain when an electron and a hole moves away from 

each other can lower the actual barrier for exciton dissociation.
20 

 The number of configurations 

of the electron-hole pair increases when the average distance between them increases, which 

increases the total entropy. The change in the Helmholtz free energy F is related to the change 

in the entropy S by:  

∆𝐹 = ∆𝐸 − 𝑇∆𝑆 

Therefore, the free energy can decrease during ED even though the change in the potential 

energy of the bath E is positive. The microstructure of the interface can also affect the charge 

separation efficiency. It is argued that structures with intermixed donor and acceptor nano-

crystallites are essential for effective charge separation. The binding energy is reduced in the 

crystalline structure due to a larger distance between the electron and the hole in the CT 

excitons.
21-23

 Other researchers propose that doping
22

 and charged defects can influence the 

exciton separation mechanism.
22, 24

 While each of these proposals is relevant in explaining ED 

within a certain material system and/or experimental condition, no consensus has emerged from 

these studies to explain ED mechanism. Indeed, because of the lack of control at the interface 
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structure and other experimental conditions, some of these works seem to contradict each other 

without a proper justification. Therefore, an in-depth understanding of the ED mechanism is 

required in further improving the efficiency of the OPV devices. 

1.3   Exciton dissociation mechanisms at donor – acceptor interface 

As discussed above, the low dielectric constant of organic semiconductors cannot provide 

effective screening to the Coulomb attraction between an electron and a hole, thus it results in 

the formation of an exciton.  The binding energy of the exciton can be as large as ~ 1.0 eV, 

which is much larger than the thermal energy at room temperature (~ 0.025 eV). Therefore, the 

CT exciton cannot produce free carriers effectively merely by thermal activation. Among the 

different pictures proposed for exciton dissociation so far, it can be broadly classified into 

conventional and hot CT picture. The conventional picture of exciton dissociation is presented in 

Figure 1.2a. In this picture, the electron from the exciton in the donor transfers to the acceptor at 

the interface, which is a CT exciton state where the electron and hole are still bounded by the 

Coulomb force. To separate the electron from the hole (CS state), it needs to overcome an energy 

barrier that is equal to the exciton binding energy. The CT exciton usually has a short lifetime 

because of the close proximity of the electron and hole.  The short lifetime together with the 

large energy barrier, makes exciton dissociation an unlikely event compared to the charge 

recombination at the interface. This apparently contradicts the fact that some organic solar cells 

can have a rather high internal quantum efficiency (defined as the number of free electron hole 

pairs generated per absorbed photon) that can approach unity at selected wavelengths.
25

 To 

explain the effective charge separation, it is proposed that the excess energy originated from the 

band offset produces the so-called hot CT states.
26

 This picture is presented in Figure 1.2b. This 

hot CT state can dissociate before it relaxes to the lower energy CT state without overcoming the 
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exciton binding energy. The hot-CT model, in general, can explain the effective exciton 

dissociation. However, the model itself does not provide the physical origin of these hot CT 

excitons.  

For organic materials, it is often assumed that an exciton localizes on a single molecule. 

According to this assumption, an exciton is first required to diffuse to interface before the charge 

separation can occur. For a typical solar cell structure with nm-sized (1-10 nm) aggregates, the 

exciton diffusion time is in the range of picoseconds to nanoseconds (ps – ns). This does not 

comply with recent studies in which the majority of the charge carriers are found to exist within 

 

Figure 1.2: Schematics of exciton dissociation mechanism at donor – acceptor interface: (a) 

conventional picture and (b) hot CT exciton picture. 

a few picosecond after photoexcitation.
27

 One explanation of such findings is that the exciton 

wavefunction is delocalized. The larger coherent size of the exciton allows it to interact with the 

donor/acceptor interfaces without the need for slow incoherent diffusion process. 

Similarly, a CT exciton consists of a delocalized electron and a hole. Efforts have been 

made to explain the origin of the hot CT states with this delocalization mechanism. For example, 
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Savoie et al. have studied the delocalization of the electron in the CT exciton using large-scale 

simulation.
28

 Figure 1.3 gives a schematic view of this work. A point positive charge (+) was 

placed in front of an acceptor crystallite to see how it affected the energies and sizes of electronic 

states in C60 acceptors. The vertical axis is the energy of electronic states referenced to the 

vacuum level. The horizontal axis is the spatial delocalization (left), and number of acceptor 

molecules covered by the wavefunction (right). Each dot in 1.3a represents an eigenstate and the 

colored dots are the states visualized in 1.3b. The left panel of Figure 1.3b shows the lowest 

energy eigenstate is localized spatially and confined to a single acceptor molecule as expected 

for a bound CT state. However, the next eigenfunction is delocalized over several molecules 

(right panel). In general, eigenstates with higher energies have larger delocalization sizes and 

they are called hot CT states. From the energy conservation point of view, charge separation via 

resonance/delocalization states should be quicker and more effective than the bound CT state. In 

addition, a larger crystallite size will have a higher number of delocalized states. These 

delocalized states can convert into free carriers without the need of thermal activation. Thus, a 

better crystallinity with larger crystallite sizes should promote charge separation. 

 

Figure 1.3: Effect of point positive charge on spatial extent of CT states in acceptor. Each dot in 

(a) represents the eigenstates and the colored dots are the states whose eigenfunctions are 

visualized in (b). (b) shows the eigenfunction with size contraction (left) and delocalization 

(right) of corresponding eigenstate in (a). “Figure adapted with permission from reference [28]
28

  

Copyright (2014) American Chemical Society." 
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Besides the point charge, Savoie et al. also did study on charge separation by using a line (1D) 

and a plane (2D) of positive charges with its orientation parallel and perpendicular to the 

acceptor surface. They found that a plane of positive charges oriented perpendicular to the 

acceptor surface enhances the delocalization of CT states as compared to a line of positive 

charges oriented in the parallel direction.
28

 Therefore, the orientation of the molecules can play 

an important role in controlling the charge separation mechanism. 

 1.4   Organization of the Dissertation 

This dissertation primarily focuses on the role of electron and hole wavefunction orientation 

and energy landscape at the donor – acceptor interface to investigate ED mechanism. The 

structural organization of the dissertation is discussed below. 

The second chapter will deal with experimental techniques applied for sample preparation, 

characterization and measurement. First, two photoemission spectroscopy techniques – 

Ultraviolet photoemission spectroscopy (UPS) and time resolved-two photon photoemission 

(TR-TPPE) techniques will be discussed. The underlying theory, experimental set-up and the 

data analysis procedure for these two techniques will be explained. Second, we will describe 

thermal evaporation deposition technique. How we grow and control orientation of organic 

molecules on various substrates will be illustrated. Finally, we will briefly introduce the atomic 

force microscopy (AFM) and low energy electron diffraction (LEED) techniques used to 

characterize our sample. 

In the third chapter, how the CT state and CT exciton delocalization size are measured using 

TR-TPPE technique will be demonstrated. Using ZnPc – C60 on Au as a model system, the hot 

and cold CT states arising due to CT from ZnPc to C60 are spectrally resolved. The CT exciton 
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delocalization size is determined from the temporal dynamics of the CT state by varying the C60 

film thickness.  

In the fourth chapter, CT and ED dynamics will be compared on two different molecular 

orientations – face-on and edge-on. F8ZnPc – ZnPc on HOPG (highly oriented pyrolytic 

graphite) maintains face-on while F8ZnPc – ZnPc on SiO2 has edge-on orientation. Interestingly, 

only the former system exhibits the spontaneous exciton dissociation (SED) at an ultrafast time 

scale. How the SED is originated due to perpendicular orientation of electron-hole wavefunction 

at face-on interface will be illustrated. Results from sub-band gap photoexcitation of this system 

will also be shown, which precludes the assumption that hot CT exciton is the kinetic pathway 

(see Figure 1.2b) for ED. On the other hand, the electron-hole wavefunction has parallel 

orientation at edge-on interface, which does not favor SED. CT exciton dynamics in ZnPc – C60 

on Au, in which ZnPc has edge-on orientation, will also be discussed. Results show the 

relaxation of hot CT excitons into cold CT excitons – a favored kinetic pathway for edge-on 

molecular orientation. 

The effect of the interfacial energy landscape on exciton dissociation process will be focused 

in chapter 5. Organic – 2D heterostructure comprised of ZnPc – MoS2 system will be introduced 

for the study. ZnPc maintains face-on orientation on both bulk-MoS2 and monolayer (ML) MoS2. 

While both systems show type II band alignment at the interface, notably ZnPc’s HOMO 

exhibits more band bending in ZnPc – bulk-MoS2 compared to ZnPc – ML-MoS2 system. Free 

charge carrier generation is observed in ML system due to less band bending while the back 

electron transfer occurs in bulk system due to increased band bending. Finally, results from type 

I band alignment in ZnPc – bulk-WSe2 system will be discussed in brief, where both electron and 

hole transfer takes place from ZnPc to WSe2 and recombination occurs consequently. This 
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illustrates the importance of type II band alignment as a pre-requisite for CS but does not 

necessarily guarantee.  

At last, we will summarize our experimental findings. A brief outlook on the present and future 

direction of the research field will also be discussed.  

  



13 

 

2. Experimental Techniques 

 

2.1   Introduction to Photoemission Spectroscopy 

The proposed research requires measurement of band alignment between donor and 

acceptor at interface. In addition, detection of charge transfer (CT) states and understanding of 

subsequent exciton dynamics is essential. This requires measurement of filled electronic states 

and energy, population and time dynamics of excited states. Two different photoemission 

techniques – Ultraviolet photoemission spectroscopy and time resolved-two photon 

photoemission spectroscopy (TR-TPPE) are used for the measurement. Photoemission 

spectroscopy (PES) is a technique based on the photoelectric effect, a phenomenon in which free 

electrons are emitted when a material absorbs light of certain frequency. It was originally 

observed by Heinrich Rudolf Hertz in 1887 as sparkling between the two metal electrodes 

resulting in voltage change when ultraviolet beam was shined on the electrodes.
29

 Later Philip 

Lennard did control experiment and showed that the intensity of light had no effect on the kinetic 

energy (Ekin) of the emitted particle, instead the light frequency was responsible for it. In 1905, 

Albert Einstein was able to explain this discrepancy by treating each light particle as quanta 

(photon), packets of discrete energy, which depends on the frequency of light.
30

 According to 

which, a light photon of a certain frequency (f) interacts with an electron inside the sample and 

ejects it above the vacuum level (Evac), an energy level beyond which the electron is free from 

the material surface. The threshold frequency required to emit electrons from a certain energy 

level is the characteristic of the material and is referred as the binding energy (EB) of the 

electrons. 
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Figure 2.1:  (a) Principle of photoemission spectroscopy. Monochromatic photons with energy 

hf hits the sample surface to eject the electrons. The Ekin of the photoelectrons is anlaysed by the 

electron detector. (b) Energetics of the photoemission process is mapped to the energetics as read 

by the detector. Electrons with binding energy EB absorb energy hf and escape into the vacuum, 

becoming photoelectrons with kinetic energy Ekin =  hf – 𝝓𝟎– EB. 

Figure 2.1a shows the schematic of the PES. A monochromatic light with photon energy 

hf greater than the EB impinges on a sample surface and ejects electrons above the Evac. The 

electron detector measures intensity and Ekin of the photo-emitted electrons, which gives a plot of 

photoemission intensity I(E) as a function of the electron Ekin. This allows us to determine the 

binding energy (EB) of the electrons before the photoemission and hence, the possible electronic 

states of an atom/molecule. The schematic of the energy levels in PES is shown in Figure 2.1b. 

The scale of PES energetics (lower diagram) is mapped in accordance to the PES spectrum read 

by the detector (upper diagram). The core levels have higher EB and hence they read lower Ekin in 

the spectrum measured by the detector. The HOMO levels (valence bands in inorganic materials) 

are near the fermi level (EF) and hence they have least EB that corresponds to the highest Ekin in 

the spectrum. Thus, the kinetic energy distribution reflects the binding energy distribution of the 
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electrons. Taking work function (𝜙0) of the sample into account and referencing the binding 

energy with respect to the Fermi level (EF), the relationship between Ekin, 𝜙0, and EB 
can be 

governed by the equation: 

𝑬𝒌𝒊𝒏 =  𝒉𝒇 − 𝝓𝟎 − 𝑬𝑩       (2.1) 

PES has been a powerful technique to probe occupied and unoccupied electronic states of 

material. Based on the probing objective, improved PES techniques with different photon source 

exist. Some of the widely used PES techniques are: 

1. X-ray photoemission spectroscopy (XPS) – This technique uses X-ray to irradiate the 

material to study the electronic states and chemical analysis of inner core levels. 

2. Ultraviolet photoemission spectroscopy (UPS) – It employs ultraviolet photons to study 

the HOMO level/outer shell electrons of the material. 

3. Angle-resolved photoemission spectroscopy (ARPES) – This method maps a direct 

measurement of Ekin and momentum of electrons resulting to detailed band 

dispersion/electronic structure and fermi surface of the material. 

4.  Inverse photoemission spectroscopy (IPES) – It is a complementary to UPS technique 

used to study the unoccupied states near the fermi level. 

5. Two-photon photoemission spectroscopy (TPPE) – This technique makes use of two 

photons to study occupied and excited electronic states. Since one of the photon can be 

controlled in time, it allows tracking the time dynamics of excited electronic states. 

Three Step Model 

The semi-classical approach of photoemission treats photon absorption, electron escape and 

detection as a single coherent process and is referred as one-step model. However, one step-

model is very complex to deal with, hence a well-established three step model is used for a detail 
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quantum mechanical description of the photoemission process.
31-33

 While the theoretical 

explanation of the three-step model is beyond the scope of this thesis, we will discuss the scheme 

of this model in brief.  

 (1) Photoexcitation of electrons: A photon interacts with a single electron in the material and 

excites to an unoccupied state. The transition probability 𝜔𝑓𝑖 for an optical excitation between N-

electron ground state Ψ𝑖
𝑁 and one of the possible final states Ψ𝑓

𝑁 is given by the Fermi’s golden 

rule.
31

 

𝜔𝑓𝑖 =
2𝜋

ℏ
 |⟨Ψ𝑓

𝑁|𝐻𝑖𝑛𝑡|Ψ𝑖
𝑁⟩|

2
𝛿 (𝐸𝑓

𝑁 − 𝐸𝑖
𝑁 − ℎ𝜈)     (2.2) 

where  𝐸𝑖
𝑁 = 𝐸𝑖

𝑁−1 − 𝐸𝐵
𝒌 and 𝐸𝑓

𝑁 = 𝐸𝑓
𝑁−1 + 𝐸𝑘𝑖𝑛 are the initial and final-state energies of the N-

particle system. During this process, the wavefunction could be factorized into N-1 electron 

terms and a photoelectron. However, during the photoemission process the system itself will 

relax. The sudden approximation is applied in order to simplify the problems. The sudden 

approximation is in principle applicable to the high kinetic energy electrons. It assumes that 

photoemission is so instant that it hardly interacts with (N-1) electron system. The final state Ψ𝑓
𝑁 

can be written as: 

Ψ𝑓
𝑁 = 𝐴𝜙𝑓

𝑘  Ψ𝑓
𝑁−1 

where 𝐴 is an antisymmetric operator that properly antisymmetrizes the N-electron wavefunction 

to satisfy the Pauli principle. The total transition probability is given by the sum over all possible 

excited states m such that |𝑐𝑚,𝑖|
2

=  |⟨ Ψ𝑚
𝑁−1| Ψ𝑖

𝑁−1⟩|
2
 is the probability that the removal of an 

electron from state i will leave (N-1) electrons in the excited state m. 

(2) Transport of excited electrons to the sample surface: Here the excited electron travels to the 

surface of the material with a probability proportional to its mean free path assuming that 
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scattering of electrons do not occur. However, photoelectrons can interact with electrons and 

phonons that affect the mean free path. Since the mean free path is very small for the UV photon 

range, the sample surface must be contamination free and clean. 

(3) Escape of photoelectrons: The final step explains the transmission probability of photo-

emitted electrons from the surface to the vacuum. Photo-emitted electrons with kinetic energy 

greater than the work function of the sample (Ekin,> ϕ0) can escape into the vacuum. Most of the 

semiconductors we studied have work function in the range of 4 – 6 eV. 

As discussed earlier, my research requires probing of filled electronic states and excited states at 

the interface for which UPS and TPPE are the ideal PES techniques. These two experimental 

methods are extensively used in our research and will be discussed in the next section. ARPES, 

in our case, is used for the characterization of the material and will be discussed in brief.  

2.2   Ultraviolet Photoemission Spectroscopy (UPS) 

In UPS, the ultraviolet beam (5 - 100 eV) is used as a photon source. In our lab, photon energy is 

obtained by ionization of Helium gas i.e., line spectra corresponding to He Iα – 21.22 eV and He 

IIα – 40.82 eV energy. First of all, a well-prepared sample is kept facing normal to the electron 

detector. The UV photon impinges on the sample to knock-off the electrons to vacuum and the 

electron detector measures intensity of the photo-emitted electrons as a function of Ekin. In 

general, the photoemission process is explained by three step model discussed earlier. 

Surface sensitive 

The escape depth of electrons is very small, just a few nanometers (1 – 2 nm) for the 

energy range of UV photons used in our experiment, which means the UPS technique detects 

electrons only from the top surface. Thus, the sample has to be atomically clean and free from 
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adsorbed contaminants to investigate the surface electronic states. This makes UPS a surface 

sensitive technique, which requires an ultrahigh vacuum chamber with pressure below 10
-10 

Torr. 

In order to quantify this, we can introduce sticking coefficient. In surface physics, sticking 

coefficient (S) is the ratio of the number of adsorbate atoms or molecules that stick to a surface 

to the number of total molecules impinging on it during the same period of time
31

. The sticking 

coefficient is a function of surface temperature, surface coverage, structural details and kinetic 

energy of the impinging molecules. In general, for S=1, it needs an exposure of nearly 2.5 

Langmuirs (1L= 10
-6

 torr-s) for a monolayer coverage. Our chamber can be as kept as low as 

2.5×10
-11

 Torr, hence it would take approximately 27 hours to cover one monolayer on the 

surface. The sticking coefficient can vary depending on the materials and molecules. Most of our 

sample can survive in UHV chamber for several days. If the sample remains for a longer time, 

we anneal the sample around 100 °C to outgas any adsorbed air molecules. In order to maintain 

an ultrahigh vacuum, two turbo pumps, a mechanical pump backs each of which, pump the main 

chamber. In the cases, when the chamber is exposed to air, baking is performed, a process of 

heating the chambers to outgas the trapped molecules and adsorbed contaminants so that the 

desired pressure is attained.  

Analysis of UPS spectrum 

Figure 2.2a shows the energy distribution curve (EDC) obtained from UPS with He I – 21.22 eV. 

The position of secondary electron cut off (SECO), HOMO peak and the fermi level (EF) is 

marked with blue arrow. Figure 2.2 b and c is the UPS spectrum near SECO and HOMO region 

respectively labelled in terms of binding energy with respect to EF. As discussed earlier, the 

electrons with highest kinetic energy has least binding energy and vice-versa. The electrons near 
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Figure 2.2: (a) UPS spectrum of 10 nm ZnPc/HOPG collected with photon energy of He I = 

21.22 eV. The SECO marks the onset of inelastic electrons. The same UPS spectrum referenced 

w.r.t binding energy (b) near SECO region and (c) near HOMO region. 

the EF do not undergo any inelastic collision and has the maximum kinetic energy. They preserve 

information of initial electronic states and hence represent density of electronic states. The first 

peak below EF is referred as HOMO peak, a filled orbital in organic semiconductors (similar to 

valence band in inorganic semiconductors). On the other hand, deeper electrons undergo inelastic 

scattering within the material before they are photo-emitted. Such electrons are called secondary 

electrons. They lose the information of initial states. As the kinetic energy decreases, we observe 

increase in intensity of the secondary electrons. Finally, a sharp drop in intensity is seen when 
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the kinetic energy reaches a minimum value. The onset of the secondary electrons is referred as 

secondary electron cut-off (SECO). 

Work function, Ionization Potential and HOMO/VBM 

 UPS spectrum is used to determine work function, ionization potential (IP) and occupied 

electronic states of the sample. Theoretically, the work function of sample is the minimum 

energy required to free electrons from the sample. The SECO position in the UPS spectrum can 

be directly used to determine work function (𝜙0) of the sample. From the above UPS spectrum 

(Figure 2.2a), the SECO is at 4.32 eV and hence the 𝜙0 of the sample is 4.32 eV. In energy band 

diagram, work function is the difference between EF and EV level (see Figure 2.1b) and 

experimentally it is equivalent to the energy difference between the supplied photon energy and 

the maximum EB (minimum Ekin) i.e., 𝜙0 =  ℎ𝑓 − 𝐸𝐵𝑚𝑎𝑥. From figure 2.2b, the absolute value of 

EBmax is 16.9 eV, thus 𝜙0 of ZnPc is 4.32 eV. Likewise, the HOMO peak position can be directly 

measured from the spectrum. The measured HOMO of ZnPc is 1.38 eV below the EF (Figure 

2.2c). The onset of the HOMO peak is at 0.88 eV below EF and it is used to determine the 

ionization potential (IP). IP is the minimum energy required to remove a bound electronic state 

from the material and is given by the relation: 

𝑰𝑷 =  𝒉𝒇 − |𝑺𝑬𝑪𝑶𝒐𝒏𝒔𝒆𝒕 −  𝑯𝑶𝑴𝑶𝒐𝒏𝒔𝒆𝒕|    (2.3) 

 

Plugging in all the values, the calculated IP value is 5.20 eV. With the information of Ekin, 𝜙0, 

and photon energy, the binding energy of various other electronic states can be determined by 

rearranging the equation 2.1. 

𝑬𝑩 = 𝒉𝒇 − 𝝓𝟎  − 𝑬𝒌𝒊𝒏     (2.4) 
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The momentum of the outgoing electrons is determined from its Ekin and is given by:  

𝒑 = √𝟐𝒎𝑬𝒌𝒊𝒏      (2.5) 

For crystalline materials, ARPES measurements are performed that gives the information on the 

band dispersion of the material. By changing the angle (ψ, ) and collecting the electrons in 

angle mode of the detector, the band dispersion of crystalline materials can be obtained. The 

APRES spectrum shows angular dependent intensity and is specific to material.  

2.3   Time Resolved -Two Photon Photoemission (TR-TPPE) 

This photoemission technique, based on photoelectric effect, allows the investigation of 

unoccupied/intermediate states in metals and semiconductors. It employs two femtosecond laser 

pulses with their energies chosen in such a way that the first laser pulse, the pump, excites an 

electron from its initial state (EB) to an unoccupied state (below EV). The second laser pulse, the 

probe, kicks out the electron to vacuum. A hemispherical electron detector, equipped with CCD 

camera measures population and Ekin of the ionized electrons with respect to the EV. The 

schematic of the TPPE process is shown in Figure 2.3. Applying the energy conservation rule, 

the binding energy of the intermediate state (EBi) can be determined by rearranging equation 2.4. 

Note that the photon energy hf is the probe energy (Epr) here and the energy will be referenced 

with respect to the Evac level. The EBi takes the absolute value since it is the unoccupied state 

above EF. 

Next, TPPE also allows to measure temporal dynamics of the intermediate state by 

changing optical path difference between the pump and the probe pulse via a computer 

controlled delay stage. The optical path (μm – cm) can be directly correlated with time, hence 

our experimental set-up enables us to capture the intermediate state dynamics from fs – ps range. 
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Since most of the events like CT and CS occur within sub-ps range for the system we investigate, 

it is critical to have laser pulse-width time shorter or comparable to the lifetime of excited states. 

The lifetime of excited states can be obtained using appropriate mathematical model to fit 

experimental data since the lifetime and the dynamics can vary depending on the system we 

investigate. Thus, the mathematical model will be discussed accordingly as they appear while 

interpreting the data. It is noteworthy to mention here that the intermediate energy state obtained 

by rearranging equation 2.4 could be lower, higher or remain in the steady state depending on the 

energetics of the system under study and the pump energy provided. For example, if an organic 

semiconductor is pumped with energy higher than its optical excited state, the exciton could 

quickly lose energy to relax into its optical excited state. On the other hand, in a donor-acceptor 

system, the energy level of a free electron becomes higher if exciton dissociation occurs. TPPE 

has the capability of tracking the evolution of excited state in terms of energy and femtosecond 

time resolution, hence it is used to study variety of electron/exciton behaviors in metals, 

semiconductors, and hybrid interfaces. 

Experimental Configuration 

The schematic of the experimental set-up is shown in Figure 2.3 It can be mainly 

categorized into three units: femtosecond laser unit, optical beam path and UV chamber in 

conjunction with electron analyzer.  

Femtosecond laser: It consists of two non-collinear optical parametric amplifiers, Orpheus-N, 

pumped by the PHAROS laser unit. PHAROS is a compact femtosecond laser system, built upon 

chirped amplification technique, employing seed oscillator, regenerative amplifier and pulse 

stretcher/compressor modules.
34

 Yb:KGW acts a lasing medium for the regenerative amplifier 

with repetition rate tunable from single pulse to 1 MHz at wavelength centered at 1028 nm. 
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Other tunable parameters include: pulse duration (< 290 fs -10 ps), pulse energy (up to 2 mJ) and 

average power (up to 20 mW). The parameters can be easily set via user-controlled software 

installed in laptop PC. The two Orpheus-N, pumped by PHAROS, has built in second harmonic 

(Orpheus-N-2H) and third harmonic generator (Orpheus-N-3H) producing 514 nm or 343 nm 

pump. The wavelength is tunable from 650-900 nm (by Orpheus-N-2H) and 520-670 nm range 

(by Orpheus-N-3H) via computer controlled stepping motor stages. The second harmonic of the 

output wavelength can further be generated in external environment extending the wavelength 

range down to 250-450 nm. Their built-in pulse compressor generates pulses < 30 fs thus, 

making ORPHEUS-Ns a suitable instrument for time resolved spectroscopy.  

Optical Path: The typical optical beam path for TR-TPPE is shown in Figure 2.3. It comprises 

of two paths, pump beam path and probe beam path, both paths eventually lead the pulses to the 

sample in the UV chamber. The pump beam emerging from the Orpheus-N-2H, follows the 

optical path marked with red color. The beam traverses through a delay stage that undergoes 

translational motion and enables us to control the optical path travelled by the pump beam. The 

second pulse (marked with green color) comes out from Orpheus-N-3H and passes through a 

non-linear crystal, beta barium borate (BBO), which doubles the frequency (second harmonic 

generation). Finally, the spherical mirror reduces the beam size. The full width at half maximum 

(FWHM) of the beam diameter is 0.8 mm at the sample. The beam alignment of the two pulses is 

confirmed at different points to ensure the spatial overlap of two pulses in the sample while the 

temporal overlap is established by moving the delay stage.  
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Figure 2.3: Schematic of TR-TPPE experimental set up. Two beam lines-pump line (orange) 

and probe line (green) are generated by ORPHEUS-N-2H and ORPHEUS-N-3H respectively. 

The optics are set up to maintain optical path and direct the beam towards sample. The pump 

passes through delay stage. The frequency of the probe line is doubled using a BBO crystal. Both 

beams are spatially overlapped before striking the sample in UHV chamber.     

Electron Analyzer 

The electron analyzer set up in our lab is PHOIBOS-100 that consists of a vacuum housing and 

four main internal components. Every parts are within UHV environment to avoid the loss of 

information of photo-emitted particles. Otherwise, they could collide with the gas particles 

resulting to the loss of its intrinsic information. The major internal components are labelled in 

Figure 2.4. They are: 

 Input lens system for imaging the photoemitted particles from the sample surface 

 Hemispherical analyzer (HSA) with 100 mm nominal radius for performing 

spectroscopic energy measurements; 

 Detector assembly equipped with CCD for particle detection 
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Figure 2.4:  Schematic of  time resolved-two photon photoemission spectroscopy technique. The 

pump excites electron to an unoccupied state and the probe knocks off the electron to vacuum. 

The detector measures population and kinetic energy of the photo-emitted electrons for 

subsequent times and thus a 2D plot is generated. For clarity, the figures are not in scale. 

The computer software records population and kinetic energy of the photo-emitted electrons 

from the excited states for every temporal step of the delay stage. Thus, a 2D data can be 

obtained as shown in the Figure 2.4, which can be resolved to get the spectral and temporal 

information of the excited electrons.  

Data Analysis of TPPE Spectrum 

Previously, we applied TR-TPPE technique to explore hot exciton (exciton with excess 
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energy compared to the optical band gap) dynamics in semiconducting single walled carbon 

nanotube (s-SWCNT). Pump pulses of energy 1.56 and 3.76 eV, that is larger than the average 

band gap (Eg ~ 0.7 eV) of s-SWCNT, excited the electron. The higher pump energy was used to 

access higher energy states. A probe pulse of energy 4.59 eV was sent at a subsequent time to 

photo-ionize the electrons. The electron detector measured the population and the kinetic energy 

at subsequent delay times; hence, a 2D data image was obtained. The background, which is the 

signal contributed from the probe pulse alone, was subtracted from thus obtained 2D image. The 

background subtracted 2D image for pump energy 1.77 eV and 3.76 eV, and the TPPE spectra 

for selective probe delay times (t) are shown in Figure 2.5. Applying equation 2.4, the energy of 

the excited state can be determined.  For convenience, the excited state energy is referenced w.r.t 

first discrete valence band (V1), obtained from UPS spectrum (Figure 2.5d). In the 2D plot, the 

pseudo-color represents intensity of photo-emitted electrons at various energies and pump probe 

delay times. The 2D image gives us general information on population dynamics and energy of 

excited electrons. At temporal overlap of pump-probe pulse (t = 0), the excited electrons have 

higher energies as shown by the high-energy tail in the 2D image. It is observed that excitons 

closer to the band edge are populated almost instantaneously after photoexcitation but it decays 

quickly to lower energy states, which implies an extremely fast hot exciton relaxation. More 

detailed information on the spectrum can be obtained by plotting a vertical cut (a fixed probe 

delay time) of the 2D image. Figure 2.5c shows the spectra obtained from vertical cuts of the 2D 

images at 20 fs and 500 fs. At t = 20 fs, electrons with energies as high as 2 eV and 3 eV above 

V1, for pump energy 1.77 eV and 3.76 eV respectively can be seen. As expected, the spectrum 

obtained with the 3.76 eV pump shows a broader high energy tail near time zero. The hot 

excitons gradually vanish with increasing delay time. At t = 500 fs, the hot exciton is relaxed and 
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Figure 2.5: Two-dimensional image of CNT obtained from TPPE using (a) pump energy 1.77 

eV and (b) 3.76 eV. (c) Vertical cut taken at selected delay times between pump and probe 

pulses. (d) UPS spectrum near valence band edge. “Figure reprinted with permission from 

reference [35].
35

 Copyright (2016) American Chemical Society.” 

 

no significant change in the spectral shape is found at larger delay times for both pump energies. 

Likewise, the horizontal cuts (fixed energy) of the 2D image give population dynamics, which is 

shown in Figure 2.6. The intensity is plotted as a function of time at various electron energies 

obtained with pump photon energy equal to 1.77 eV. The energies in the legend are referenced 
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with respect to the band-edge energy E11 so that E – E11 represents the excess energy of hot 

excitons. E11 is the first van Hove singularity and assumed that the valence band maximum and 

 

 

Figure 2.6: The time evolution of the photoemission intensity at various energies above the 

lowest exciton energy E11. The pump photon energy is 1.77 eV. The curves are fitted with a 

single exponential function convoluted with the laser pulse. “Figures reprinted with permission 

from reference [35].
35

 Copyright (2016) American Chemical Society.” 

 

the conduction band minimum are symmetric around E11 ≈ 0.7 eV. For those curves at high 

energies, the overall decay is a bi-exponential and we attribute the fast decay to hot exciton 

relaxation.  The initial fast decay rates are fitted with a single exponential function that is 

convoluted with the laser pulse duration using a rate equation model (solid lines in Figure 2.6).  

The data illustration on single-walled carbon nanotubes shows that TR-TPPE can resolve 

the exciton dynamics in both the energy and time domains, which are essential for studying 

exciton dissociation process. The next section focusses on sample preparation and 

characterization techniques. 

2.4   Sample Preparation and Characterization Techniques 
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The samples used for the study are mainly donor – acceptor bilayer films. They are either 

organic – organic or organic – TMD heterostructures. ZnPc, F8ZnPc and C60 are the organic 

molecules (purity > 99%, sublimed). They were purchased from the commercial vendor. MoS2 

and WSe2 are the semiconducting TMDs used for the study. The organic molecules are grown 

either on TMDs or on various other substrates such as HOPG, graphene, Au, SiO2 or glass. Prior 

to growth of organic molecules, it is essential to remove any adsorbed molecules on the substrate 

to avoid contamination. Substrates like Si, glass, HOPG, and graphene are annealed to a 

sufficiently high temperature and time length in UHV environment to outgas the adsorbed 

molecules. For single crystal metals, sputtering-annealing cycle is employed to clean the surface. 

The sputtering-annealing cycle is repeated to ensure surface cleanness. The substrate is then 

ready for deposition. 

 2.4.1   Thermal Evaporation Deposition 

Thermal evaporation technique is employed to deposit organic molecules on the substrate. The 

schematic of the thermal evaporation technique is shown in Figure 2.7. This system is equipped 

with three thermal evaporation sources. The base pressure of the chamber is around 10
-9

 Torr. 

Organic molecules in powder form is stored in boron-nitride crucibles. The thickness of the film 

is monitored by the quartz crystal microbalance (QCM) placed near to substrate. On heating, the 

molecule sublimes at its evaporation temperature, traverses the chamber as a vapor stream and 

hits the target substrate, sticking as a thin film uniformly over the area. This technique allows 

precise control on nm thick film deposition. 
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Figure 2.7: Schematic of the thermal evaporation deposition in UHV chamber. Organic 

molecules are stored in crucible. Heat is supplied via electric current to evaporate the molecules. 

The thickness of molecules deposited on substrate is measured by a quartz crystal microbalance. 

2.4.2   Control of wavefunction orientation at interface 

The primary objective of my thesis is to understand how wavefunction orientation of 

electron and hole at the interface affects exciton dissociation. Exciton dissociation will be studied 

mainly in two types of interfaces viz. (i) semiconducting organic – organic and (ii) 

semiconducting organic – TMD interfaces. Bound charge transfer excitons exist at these 

interfaces. The electron and hole wavefunction orientation and size will determine the fate of 

these excitons. The wavefunction orientation of electron and hole depends on the π-stacking 

direction of organic molecules, which in turn rely on the orientation of the molecules on the 

substrates. At the substrate-molecule interface, the two energetic interactions, substrate-molecule 
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(ES-M) and molecule-molecule (EM-M) comes into play. The interplay between these two 

interactions determines the molecular arrangement in the initial stage of film formation.
36-37

 

 

Figure 2.8: Schematic of molecular orientation (a) face-on orientation for ׀ES-M׀˃׀EM-M׀ and 

edge-on orientation for ׀ES-M׀˂׀EM-M׀ 

Molecules grow with face-on stacking if ES-M  dominates over the EM-M, whereas the molecules 

grow with an edge-on orientation if EM-M  is stronger than ES-M. For instance, for metallic 

substrate ES-M  > EM-M, and the molecules grow lying flat (face-on) to the substrate (Figure 2.8a)
38

.  

However, in SiO2/Si substrate  where ES-M  < EM-M, results in edge-on orientation of the 

molecules (Figure 2.8b)
38

. Besides the substrate-mediated orientation, growth rate and substrate 

temperature are the other two controlled parameters for maintaining smooth morphology and 

desired orientation of the film
37

. Likewise, phthalocyanine (Pc) molecules maintain face-on 

orientation on TMDs. The molecular orientation can be confirmed from both the IP values 

measured by UPS and the diffraction pattern measured by the LEED. The results from 

characterization techniques will be discussed in later chapters.  

Based on the molecular orientation, Figure 2.9 shows the schematic of delocalized 

wavefunction of electron and hole at various interfaces. For F8ZnPc – ZnPc bilayer grown on 
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HOPG, both molecules have face-on orientation. Hence, the electron and hole wavefunction will 

be directed along the π-stacking direction, perpendicular to the interface of organic molecules 

(Figure 2.9a). On the other hand, in F8ZnPc – ZnPc bilayer grown on SiO2, the electron and hole 

wavefunctions will be parallel to the interface (Figure 2.9b). In the ZnPc – MoS2 heterojunction, 

the hole wavefunctions is perpendicular while the electron wavefunction is parallel to the 

interface (Figure 2.9c). At the ZnPc – C60 interface grown on Au, the electron wavefunction in 

the acceptor is spread out in all possible directions whereas the hole wavefunction is parallel to 

the interface (Figure 2.9d). The spatial overlapping between the electron and hole wavefunction 

determines the strength of exciton binding energy. The more the overlapping of wavefunctions, 

the greater the binding energy is between the electron and hole. Thus, we expect faster 

dissociation for excitons in the system shown in Figure 2.9 (a) and (c) because the delocalized 

wavefunctions are least overlapped. However, in the system shown in Figure 2.9 (b) and (d), the 

increased overlapping between the two wavefunctions increases the CT exciton binding energy. 

Therefore, the exciton dissociation process can be slower. 

Exciton Delocalization size 

 It is assumed that the larger delocalization size facilitates coherent transport and 

promotes exciton dissociation. Thus, it is important to quantify the delocalization size of the 

exciton. In our experiment, the delocalization size can be determined by varying the thickness of 

an acceptor layer. For example in ZnPc – C60 system (Figure 2.9d), we can vary C60 (acceptor) 

thickness and observe the quenching of delocalized electrons into Au. The delocalized electrons 

are generated via the CT from ZnPc to C60. In thinner films of C60, the delocalized electrons 

should quench quicker than in the thicker films. This allows us to determine the size of CT 

exciton. On the other hand, in F8ZnPc – ZnPc on HOPG system (Figure 2.9a), dissociation of CT 
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Figure 2.9: Electron and hole wavefunction orientation in (a) organic–organic heterojunction 

with face-on orientation (b) organic–organic heterojunction with edge-on orientation, (c) 

organic–TMD heterojunction with face-on of organic molecules and (d) organic–organic 

heterojunction for spherical orientation of acceptor and edge-on orientation of donor on top of it. 

exciton can take place and the transport time for free electrons to reach the top of F8ZnPc 

(acceptor) surface could be measured. Recall that the TPPE technique is surface sensitive and it 

can detect electrons only from the surface. Although both ZnPc and F8ZnPc are excited in this 

system, free electrons are generated only in F8ZnPc. 

The next chapter will be focused on the relationship between the delocalization size, 

binding energy and temporal dynamics of charge transfer excitons at organic – organic 

interfaces. ZnPc – C60 on Au will be chosen as a model system and the techniques discussed 

above will be applied to resolve the hot and cold CT states and the delocalization size of these 

CT excitons. 
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3. Measurement of charge transfer state, delocalization size and 

temporal dynamics of charge transfer excitons at donor-acceptor 

interface 

 

 3.1   Introduction 

At donor–acceptor interfaces, the charge transfer (CT) excitons often have a binding 

energy of ~ 0.1 – 0.5 eV, which is much larger than the thermal energy ~ 0.025 eV at room 

temperature. While the effective dissociation of these CT excitons is a critical process for 

generating photocurrent in photovoltaics and optoelectronic devices, the underlying mechanism 

of exciton dissociation mechanism remains unclear.
27, 39-41

 Various mechanisms have been 

proposed to understand the charge separation at interfaces. Some recent theoretical
28, 42-46

 and 

experimental studies
47-52

 suggest that spatial delocalization of the electronic wavefunction would 

play a vital role in facilitating charge separation. The distance between electron and hole 

wavefunction in a delocalized CT exciton is large compared to that in a localized CT exciton. 

Hence, the exciton binding energy of delocalized CT exciton can be smaller than expected. 

These delocalized CT states can be populated by the CT process at the donor – acceptor interface 

and transition subsequently into free carriers without overcoming a large Coulomb barrier.
39

 

Therefore, whether effective exciton dissociation can occur at a particular interface is hinged on 

the presence of such delocalized and loosely-bound CT states. 

In the light of the importance of exciton delocalization, an experimental method that can 

resolve both the spatial size and energy of CT excitons on the ultra-fast timescale is desired. 

Measuring the delocalization size that is less than a few nm with fs time resolution has remained 

a challenge. Some recent works have determined the delocalization size from quantities such as 
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the transient electro-absorption signal
47, 49

 and the electron-hole recombination rate at extremely 

low temperatures.
48

 Others compare the exciton dynamics in bulk heterojunctions with different 

compositions and fullerene aggregate sizes to estimate the delocalization size.
50

 However, these 

techniques cannot spectrally-distinguish CT excitons with different binding energies and sizes. 

Because delocalized electrons and holes are not point charges, the exciton binding energy and 

the delocalization size do not follow a simple inverse-distance relationship.
28, 44-45

 Therefore, 

how the exciton binding energy depends on the delocalization size and how the delocalization 

size evolves temporally during the relaxation of hot CT excitons are important questions that 

need to be addressed. We apply time-resolved two photon photoemission spectroscopy (TR-

TPPE) to address these concerns. 

In this work, epitaxial-grown ZnPc-C60 bilayer samples were used. The highly 

homogenous sample allows us to resolve distinct spectral features in the CT manifold at the 

ZnPc – C60 donor– acceptor interface by using the TR-TPPE method. The precise control of the 

C60 layer-thickness enables us to determine the spatial size of the CT excitons. For the ZnPc – 

C60 interface, it is found that the CT process initially populates delocalized CT states that have a 

delocalization size of ≈ 4 nm in the C60 layer. These CT excitons relax in the CT manifold to 

produce lower energy CT excitons (i.e., excitons with larger binding energies) with the electron 

density residing closer to the interface. These findings generally agree with the picture proposed 

by recent theoretical work.
28, 44-45

  

3.2   Sample Preparation, Characterization and Method 

The structure of the ZnPc–C60 interface used in this study is shown schematically in Figure 

3.2a. Prior to deposition of organic molecules, the single crystal Au (111) surface was cleaned by 

standard sputtering and annealing cycles in an ultrahigh vacuum chamber (UHV) with a base 
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pressure < 5 × 10
–10

 Torr. The first complete layer of C60 was deposited at 300 °C. Subsequent 

C60 layers were deposited at 90 °C at a growth rate of 0.5 Å/min. At this temperature, only C60 

molecules that were in direct contact with Au can be adsorbed on the surface. A deposition 

fluence above one monolayer (ML) was used to ensure a complete coverage for the first layer.  

Similar recipes were used previously to produce epitaxial growth of C60 thin films via a layer-by-

layer growth mode.
53-54

 Figure 3.2b is the LEED pattern for 4 nm C60 on Au, which shows that 

the C60 thin film is a single-crystal film. The atomic force microscope (AFM) image of the 4 nm 

C60 film is shown in Figure 3.1c. The surface is smooth, and steps from the C60 terraces 

(triangular-shaped features) can be identified. The height profiles along line 1 – line 5 on the 

image is plotted in Figure 3.2d. Profiles 1 and 2 show a step height of ~ 0.8 nm, which 

corresponds to the height of a single C60 layer. Profiles 3 – 5 show a step height of ~ 0.2 – 0.3 

nm, which corresponds to the step height of the underlying vicinal Au surface. This indicates that 

C60 molecules form a conformal film on Au with a uniform thickness. Then ZnPc molecules 

were deposited on top of the C60 layer at a growth rate of (0.8 – 1.0) Å/min. Figure 3.2e shows 

the AFM image of a 1 nm ZnPc film deposited on 4 nm C60. The rectangular ZnPc islands align 

with the crystallographic direction of the C60 surface, which forms the triangular pattern. Hence, 

ZnPc molecules grow epitaxially on the C60 single crystal. The measured step height of the ZnPc 

layer is around 1.3 – 1.4 nm,
55

 indicating that the molecules have an edge-on orientation. This 

molecular orientation agrees with previous studies on the CuPc – C60 interface.
56-58

 The 

molecular orientation can be further confirmed from the ionization potential (IP). Typically, the 

IP for molecules with a face-on orientation is  0.5 eV larger than that for molecules with an 

edge-on orientation.
59-60

 For the ZnPc molecules, IP is ~ 4.8 eV ~ 5.25 eV respectively for edge-

on and face- on orientation respectively.
59, 61

 The IP value of the ZnPc layer measured by our 
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Figure 3.1: (a) Schematic of the ZnPc – C60 film deposited on Au (111) crystal. ZnPc molecules 

grown on C60 has edge-on orientation. (b) LEED image of 4 nm C60 on Au shows that C60 

molecules form a single crystal. (c) AFM image of 4 nm C60. (d) The plot of height profiles 

along line 1 – line 5 indicated on (c). (e) AFM image of 1 nm ZnPc on 4 nm C60 sample. (f) UPS 

spectra of 4 nm C60 (black trace) and 1 nm ZnPc on 4 nm C60 (red trace) near SECO region (left) 

and HOMO region (right) collected with He I = 21.22 eV. The HOMO positions are marked with 

vertical bars. The calculated ZnPc’s IP value is 4.80 eV in agreement with edge-on orientation.  

UPS (He I = 21.22 eV) is 4.8 eV, which further supports that ZnPc molecules have an edge-on 

orientation on C60.
59, 62
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After the deposition, the sample was transferred to the main chamber with a base pressure 

< 1 × 10
–10

 Torr, where TR-TPPE and UPS experiments were performed. In the TR-TPPE 

experiment, the pump laser pulse, with photon energy centered at 1.77 eV (~ 25 fs), excited the 

sample. Note that the optical resonance (S1 state) of ZnPc is at 1.77 eV. This energy resonantly 

excited the S1 state of the ZnPc film, but the energy was too low to excite the C60 layer (optical 

band gap ~ 2.6 eV ). Then, the photoexcited electrons were ionized by a probe beam with photon 

energy of 4.68 eV (~ 60 fs). The details of TR-TPPE set-up can be found in section 2.3 of 

Chapter 2. The laser fluence was low enough to avoid exciton–exciton interaction processes as 

evidenced from the previous study in our lab
63

 and the dynamics was independent of the pump 

fluence
55

. The probe photon energy was varied to ensure that peaks in the spectra correspond to 

intermediate states induced by the pump pulses. The UPS experiment was done with a standard 

UV lamp of photon energy equal to 21.22 eV. 

3.3.   Experimental results and discussions 

Before discussing the results, we would like to highlight two major advantages provided 

by TR-TPPE method. First, multiple CT states at an organic – organic interface can be resolved 

spectrally. Second, by subtracting the CT state energies from the LUMO energy (2.60 eV) of C60 

reported in inverse photoemission spectroscopy studies,
64

 we can estimate CT exciton binding 

energies. In the model system ZnPc – C60 on Au, a 4 nm C60 film corresponds to 5 monolayers 

(ML) of C60 molecules (0.8 nm/ML). We note that the spectrum remains essentially the same 

with a further increase in the C60 thickness. Hence, the result shown in Figure 3.2 represents the 

“bulk C60” regime in which the C60 layer is thick enough so that the dynamics is not affected by 

the substrate or the confinement in the C60 thickness. Moreover, the ZnPc molecules have an 

edge-on orientation and the -stacking direction is parallel to the surface. In this orientation, the 
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interaction along the surface normal direction is weak in the ZnPc film. Hence, the dynamics at 

the ZnPc – C60 interface observed with the 1 nm-thick (≈ 1 ML) ZnPc layer should be 

representative to the interface formed with a thicker ZnPc layer.  In addition, the photoemission 

probe is surface sensitive.  

3.3.1   Spectral resolution of hot and cold CT states 

Figure 3.2a and b shows the TR-TPPE spectrum of a 1 nm ZnPc – 4 nm C60 on Au (111). 

The pseudocolor represents the TPPE intensity, which is resolved as a function of time (x-axis) 

and energy (y-axis). For convenience, the energy is referenced with respect to the ZnPc’s HOMO 

i.e., 0 eV in the energy level corresponds to the ZnPc’s HOMO. CT states with different binding 

energies (CTh, CT2, and CT1 in Figures 3.2a and 3.2b) populated by the CT process are resolved 

spectrally in the TR-TPPE spectrum.  

First, we observed the most intense feature at an energy ≈ 1.6 – 1.7 eV above the ZnPc’s 

HOMO. This feature is short-lived (lifetime ≈ 150 fs) and its energy agrees well with the lowest 

optical absorption peak (≈ 1.7 – 1.8 eV) of ZnPc crystals.
65

 Hence, we assign it to the singlet (S1) 

state of ZnPc.  The loss in the intensity is attributed to charge transfer from ZnPc to C60. Peaks at 

lower energies appear at longer delay times (Figure 3.2b), we assign them to CT states (CT1 and 

CT2). Since CT1 and CT2 are lower in energy and long –lived, we also refer them as cold CT 

states. The CT1 and CT2 states are only apparent in samples with a 1 ML thick ZnPc, They 

disappear in films with a thicker ZnPc layer (see next section), which suggests that CT states are 

originated farther away from the surface, presumably in the C60. layer. The intensities of the CT1 

and CT2 states rise in a few ps after photoexcitation (Figure. 3.2b). This ps-intensity rise is 

attributed to the localization of CT excitons at the ZnPc – C60 interface. Note that the TPPE 

technique is surface sensitive because ionized electrons have a very limited escape depth 
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Figure 3.2: (a) and (b) shows the TR-TPPE spectrum of 1 nm ZnPc – 4 nmC60 on Au at two 

different time scales. CT states with different energies are resolved. The diagrammatic sketch in 

the inset of (a) represents the delocalization of electron wavefunction in the inital time after 

photoexcitation but it localizes within 2 ps as shown in the inset of (b). (c) The energy level 

diagram of the ZnPc – C60 interface. After photoexcitation (green arrow), charge transfer (red 

arrow) from ZnPc-S1 to the CTh state occurs.  The orange arrow indicates the relaxation of CTh 

state to the lower CT1 and CT2 states. (d) The TR-TPPE spectra at selected probe delay times as 

indicated in the legend. The intensity of CT1 and CT2 increases with time. The black dashed line 

is the spectrum for the 10 nm ZnPc flilm at t = 0 ps.  

(a few nm).
55, 66-67

 Hence, the localization of CT excitons, which draws the electron 

wavefunction closer to the surface (inset in Figure. 3.2b), can increase the overall TPPE signal. 

While the TPPE spectrum in Figure 3.2a-b shows that the decay of the S1 state is followed by the 

build-up of the CT1 and CT2 intensity, the decay time of the S1 state (≈ 150 fs) does not match 

with the rise time (a few ps) of the CT1 and CT2 states. A careful inspection of the spectrum in 
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Figure 3.2a shows a weak shoulder is emerged at an energy ≈ 1.3 – 1.4 eV and at times from few 

hundreds of fs to a few ps. This feature is labelled as the CTh state. It bridges the two 

aforementioned timescales. Its kinetics will be analyzed in the next paragraph to support this 

fact. To further understand the charge transfer process from ZnPc to C60, the TR-TPPE spectra at 

various pump-probe delay times are plotted in Figure 3.2d accompanied by the energy level 

diagram to its left (Figure 3.2c). The three red lines, from the light to the dark color, are spectra 

taken at t = 20 fs, 140 fs, and 240 fs respectively. The spectrum at t = 20 fs (pink line) is similar 

to the spectrum obtained from the thick (10 nm) ZnPc film (black dashed line), which indicates 

that the ZnPc’s S1 is the primary excitation found right after photoexcitation. Compared with the 

ZnPc spectrum (black), additional intensities can be found in the ZnPc – C60 spectrum (pink) at 

energies below 1 eV. This additional intensity component is attributed to optically-excited CT 

excitons. The S1 state decays in the first few hundreds of fs after excitation (the red arrow). Then, 

a set of peaks emerge at lower energies. At t = 500 fs (yellow line), two peaks at 0.76 eV (CT1) 

and 0.92 eV (CT2), and a shoulder at 1.36 eV (CTh) can be identified. Around this delay time, the 

total intensity of the spectrum reaches a local minimum. At longer delay times, the CTh shoulder 

diminishes while the CT1 and CT2 peaks increase in intensity. This is shown by the series of blue 

spectra, from the light to the dark color, obtained at t = 0.74, 2.0 and 8.5 ps respectively. We will 

refer to the CTh feature as the hot CT states due to its short lifetime and high energy as compared 

to the CT2 and CT1 states. The energy level diagram in Figure 3.2c summarizes all these assigned 

states, together with the HOMO of the ZnPc and C60 obtained from UPS. 

To verify the time gap between the S1 decay and rise of CT1 and CT2 states, the decay 

kinetics of CTh shoulder is analyzed. The inset in Figure 3.3a compares the spectral shape of the 

spectra at t = 0.6 ps, 20 ps and 100 ps by normalizing the intensity near the CT1 and CT2 peaks. 
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Beyond t = 20 ps, the spectral shape remains similar and only a decrease in the overall intensity 

is observed. At t = 0.6 ps, an additional shoulder is visible in the spectrum at ≈ 1.3 – 1.4 eV. The 

shoulder diminishes gradually in a period of few ps (see Figure 3.2d). To isolate this shoulder, 

the raw spectrum at 0.6 ps is subtracted by the re-scaled spectrum at a longer delay time, i.e. the 

20 ps spectrum shown in the inset of Figure 3.3a. The same procedure is used to subtract spectra 

at other delay times. Thus subtracted 2D plot of TR-TPPE spectrum is shown in Figure 3.3a. The 

residual intensity represents how the spectra at different times deviate from the spectral shape of 

the relaxed CT1 and CT2 states. Note that we have not performed a global fitting to the data 

because the spectral shape for an individual state (e.g. S1 state in Figure 3.2a) changes 

continuously in early delay times via processes such as intraband relaxation and reorganization. 

This continuous change in the spectral shape is commonly observed in TR-TPPE spectra
68-71

 

because the technique is sensitive to the excess energy possessed by hot excited states. 

Moreover, the hot CT states are a manifold of states instead of a single discrete state. Both of 

these factors preclude an unambiguous global analysis.  

In the first few hundreds of fs, the residual intensity is dominated by the S1 state. The 

peak position decreases as a function of time (open circles) primarily because of the intensity 

decay of the higher energy S1 state.  Beyond 0.5 ps, the peak position remains steady at ≈ 1.36 

eV, which is labelled as the CTh state. The CTh state is different from the S1 state in the ZnPc 

film because it has lower energy peak. For reference, a black dashed line indicates the energetic 

position of the S1 peak. For t  > 0.5 ps, the spectral shape of the CTh state in the residual 

spectrum remains similar while its intensity decreases as the delay time increases.  

Figure 3.3b shows the kinetics of the integrated intensity of the residual spectrum shown 

in Figure 3.3a. The data is fitted by a bi-exponential decay function (red line). The two time 
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constants obtained are 0.15 ps and 2.2 ps. The fast decay component is assigned to the transition 

from the S1 to the CTh state. Because the CTh state is located farther away from the surface (see  

 

Figure 3.3: (a) Pseudocolor representation of the subtracted TR-TPPE spectrum of the 1 nm- 

ZnPc – 4 nm-C60 film in which the spectral components from the CT1 and CT2 states are 

removed. The dashed line represents the position of the S1 state. The open circles represent the 

peak positions, which are located below the S1 state at large delay times because of the S1  CTh 

transition. The inset shows the normalized spectra at t = 0.6, 20 and 100 ps. (b) The kinetics of 

the integrated intensity of the peak shown in (a). The red line is a fit to a bi-exponential decay 

function. (c) The kinetics of the intensity from a spectral range that includes the CT1 and CT2 

states for the 1 nm- ZnPc – 4 nm-C60 sample. “Figure reproduced with permission from reference 

[55].55 Copyright (2017) American Chemical Society." 

inset of Figure 3.2a), the photoemission probe is less sensitive to the CTh state. The slower decay 

time constant (2.2 ps), which corresponds to the diminishing of the CTh shoulder, is assigned to 

the intensity decay of the CTh state via the relaxation to the lower energy CT1 and CT2 states.The 

CTh  CT1/CT2 transition can be verified independently by analyzing the CT1 and CT2 peak 

intensities as a function of time. The temporal evolution of the integrated intensity over the 

spectral range (0.68 – 1.0 eV, see Figure 3.2b, d) that encompasses the CT1 and CT2 states is 

shown in Figure 3.3c. The initial intensity spike near time zero is due to the spectrum 

overlapping with the S1 state, which decays within the 100-fs timescale. Then, the intensity rises 

on the ps timescale.  Neglecting the initial spike, the rise time of the signal can be determined by 

a simple exponential fit. The rise-time obtained from the fit is 2.1 ps, which agrees well with the 
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decay time of the CTh shoulder (2.2 ps).  A constant intensity offset (I0 in Figure 3.3c) is added 

to the exponential term in order to fit the data probably. This offset can be attributed to optically-

excited CT1 or CT2 states, which are populated promptly after photoexcitation.  

Results from thicker ZnPc films and C60 standalone 

 

Figure 3.4: TR-TPPE spectra of (a) 3 nm ZnPc and (b) 10 nm ZnPc on 5 nm C60 film. (c) TR-

TPPE spectra of standalone 4 nm C60 film on Au. “Figures adapted with permission from 

reference [55].55 Copyright (2017) American Chemical Society." 

Figure 3.4 (a) and (b) are TR-TPPE spectra of 3 nm and 10 nm ZnPc respectively on a 

fixed 5 nm C60 film. Unlike the quenching of the S1 state originated from CT and the rising of the 

CT1 and CT2’s intensities observed in 1 nm ZnPc film (see Figure 3.2 a and b), the S1 state for 3 

nm ZnPc has a much longer lifetime and the pair of CT states are not visible. Furthermore, the 

spectrum in (a) is similar to the spectrum in (b) that is obtained from a 10 nm-ZnPc sample. 

Because photoemission is a surface sensitive technique, it is less sensitive to the buried interface 

features as the ZnPc layer becomes thicker. Therefore, these results confirm that the dynamics 

observed in Figure 3.2 is originated from the interface. The disappearance of a clear CT1 and CT2 

peaks in the 3 nm-ZnPc spectrum is consistent to their assignment of CT excitons. This is 

because the electron in these CT exciton is located in the underneath C60 layer, which results in a 

weaker photoemission signal. The longer lifetime of S1 state (order of ps)  in the 3 nm ZnPc 
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sample compared to 1 nm ZnPc sample (150 fs) indicates that S1 excitons in the top of the 3 nm 

ZnPc layer do not participate directly in the charge transfer. This is consistent to the weak inter-

layer coupling in the ZnPc crystal with an edge-on orientation. However, the S1 excitons in the 

top ZnPc layer can diffuse to the bottom ZnPc layer via slow incoherent hopping (on the ps 

timescale). The excitons will then be quenched at the ZnPc – C60 interface via charge transfer to 

C60. The longer diffusion length in the 10 nm-ZnPc sample than that in the 3 nm-ZnPc sample 

explains the even longer S1 lifetime found in the 10 nm sample.  

The TR-TPPE spectra of standalone 4 nm C60 film on Au is shown in Figure 3.4c. 

Controlled measurement was performed. No pump-induced signal was observed in the spectrum. 

This is expected because the 1.77 eV pump energy is smaller than the C60 bandgap. Therefore, 

the result confirms that the CT1 and CT2 peaks observed in ZnPc – C60 is originated from the 

bilayer sample, but not from the optical excitation of the C60 thin film.  

Here is a summary of the above-discussed observations. CT from ZnPc to C60 in the first 

few hundreds of fs populates a delocalized CT state (CTh) that has the electron density in C60 

locating farther away from surface (Figure 3.2a). Since photoemission is a surface sensitive 

technique, this CT process causes a drop in the total photoemission intensity. This agrees with 

the result shown in Figure 3.2b, in which the overall intensity reaches a minimum at t ≈ 500 fs. 

Then the decay of the CTh shoulder occurs within a few ps, that coincides with the rise time of 

the CT1 and CT2’s intensity. We propose that these lower energies CT1 and CT2 states are more 

localized states locating closer to the interface (inset of Figure 3.2b). The CTh populates the cold 

CT states, CT1 and CT2 states, via energy relaxation. The localization process draws the electron 

density closer to the surface, which causes the reemerging of the overall photoemission intensity. 
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Thus, TR-TPPE technique enabled us to spectrally resolve the hot and cold CT states at donor – 

acceptor interfaces. 

3.3.2   Determination of hot CT exciton delocalization size 

Delocalization size of CT excitons is determined by measuring the CT kinetics for 

different thicknesses of C60 layer. We expect a change in the CT exciton dynamics when C60 

thickness is varied. For instance, if the C60 thickness is lesser than the delocalization size of the 

CTh exciton, the electron in the CTh exciton can transfer to the Au substrate in an ultrafast 

timescale. This will quench the CTh population before the CT1 and CT2 states are populated. The 

temporal-evolution of the integrated intensity covering the spectral range of the CT1 and CT2 

states for samples with different C60 thicknesses is plotted in Figure. 3.5a. Earlier, we have 

shown that the intensity rise of the CT1 and CT2 states in ~ 2 ps is attributed to the CTh  

CT1/CT2 transition (Figure 3.2b). For C60 thickness > 4 nm, the dynamics is independent of the 

C60 film thickness. This can be attributed to the ~ 2 ps rise dynamics for all thicker films via 

spatial localization of the CTh excitons to populate cold CT states in all thicker films (Figure 

3.5b, top). However, when the C60 thickness is < 4 nm, the 2 ps intensity-rise component 

diminishes as the C60 thickness decreases. This can be attributed to the larger CTh  delocalization 

size than the C60 film If the electron delocalization size is bigger than the C60 thickness, the 

electron in the delocalized CTh exciton can transfer directly to Au (Figure 3.5b, bottom). This 

annihilates the CTh exciton prior to the CTh  CT1/CT2 relaxation. As a result, CT1/CT2 excitons 

cannot be formed from the relaxation of the hot CTh exciton, which leads to the vanishing of the 

ps-rise component. Since the ps-rise component begins to diminish for thicknesses < 4 nm, the 

size of the delocalized CTh exciton in ZnPc – C60 system should be ≈ 4 nm. 
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Figure 3.5:  (a) The total intensity of the CT1 and CT2 states as a function of time for different 

C60 thicknesses. (b) Schematics show that with a thin C60 layer (bottom), the electron in the CTh 

state can transfer directly to Au. For a thick C60 layer (top), relaxation of the CTh state to more 

localized CT1 and CT2 states can occur. “Figures adapted from reference [72].
72

 Copyright 

(2018) Institute of Physics Publishing.”  

3.3.3   Comparison of Cold CT excitons (CT1 and CT2) dynamics and delocalization size 

Earlier we discussed that the hot CTh state populated by the CT process relaxes into a 

combination of cold CT states, CT1 and CT2 states, with larger exciton binding energies. The 

cold CT excitons are comparatively long-lived. In order to investigate the cold CT exciton 

dynamics, the TR-TPPE spectra for samples with different C60 thicknesses are plotted in Figure 

3.6 at a longer timescale up to 300 ps. For C60 thickness ≥ 4 nm, the decay dynamics of CT1 and 

CT2 states is independent of the film thickness. In these relatively thick samples, both the CT1 

and CT2 states show a similar decay rate (Figure 3.6 e, f). Interestingly, the CT2 state coexists 

with the lower energy CT1 state instead of being converted into the CT1 state. Because of the 

relative strong electronic coupling between C60 molecules in these pi-conjugated crystals, we 

propose that the CT1 and CT2 states can be interconverted from each other and the CT1 and CT2 

populations maintain a dynamic equilibrium at the interface.  
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Figure 3.6: The TR-TPPE spectra for the 1 nm-ZnPc/x nm-C60/Au(111) samples - (a) x = 2.4, (c) 

x = 3.2, and (e) x = 5. (b), (d), and (f) The temporal evolution of the photoemission intensity of 

the CT1 and CT2 states. The intensity is normalized by the intensity of the CT1 state at t = 0. 

“Figure adapted from reference [72]. 72
 Copyright (2018) Institute of Physics Publishing.”  

 

This equilibrium is disturbed when the C60 thickness is reduced to 3.2 nm. As seen in Figure 

3.6c, the CT2 state becomes less apparent in the spectrum at larger delay times (> 50 ps). The 

temporal evolution of intensities of the CT1 and CT2 states (normalized by the intensity of the 

CT1 state at t = 0) are shown in Figure 3.6d. The CT2 state has a faster population decay rate as 

compared to the CT1 state. The CT2 population is likely to be quenched by the Au substrate, 

which implies that the CT2 exciton is more delocalized than the CT1 exciton. The quenching of 

the CT2 state is on the 10–100 ps timescale, which is an order of magnitude slower than the 

quenching of the CTh state discussed in section 3.3.1. Because the CT1 state is lower in energy 

(i.e., increased binding energy), the CT1 exciton can be trapped in thinner film regions. They 

cannot convert back to the CT2 state because of the spatial confinement. The CT2 excitons cannot 
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exist at these thinner regions because of its comparatively larger exciton size. The above scenario 

is consistent with the experimental result, which shows that the decay of the CT2 population 

 

Figure 3.7: The intensity decay of the CT1 state for the 1 nm-ZnPc/x nm-C60/Au (1 1 1) samples. 

The thickness of the C60 layer, x, is indicated in the figure legend. “Figure adapted from 

reference [72].
72

 Copyright (2018) Institute of Physics Publishing.”   

becomes faster, but the decay dynamics of the CT1 population is essentially unchanged as the C60 

thickness is decreased. For the C60 thickness equal to 2.4 nm, the CT2 state is barely visible 

(Figure 3.6a and b) because the CT2 excitons are more likely to be quenched by Au.  

The delocalization size of the CT1 exciton appears to be smaller than that of the 

CT2 exciton. Figure 3.7 compares the intensity decay of the CT1 peak for samples with different 

C60 thicknesses. No significant change in the decay rate is observed until the C60 thickness 

reaches 0.8 nm, i.e. 1 ML of C60 molecules. This indicates that the electron in a CT1 exciton is 

localized within a single layer of C60 molecules with the exciton size ~ 0.8 nm. Overall, our 

result shows that delocalized CT excitons (CT2) coexist with localized CT excitons (CT1) even 

after the cooling of hot CT states. This is in contrast to the common assumption that only the 
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lowest energy CT exciton will remain after the hot CT exciton relaxation. The localized size of 

CT1 and CT2 exciton is determined to be ~ 0.8 nm and ~ 2.4 nm respectively. 

3.3.4   Hot delocalized CT exciton promotes charge transfer  

In previous section, we determined the delocalization size of CTh exciton. Here, we will 

investigate its effect on the initial CT rate using thin C60 films (≤ 2.4 nm). By decreasing the C60 

thickness, we spatially confine the CTh delocalization size and measure the S1 decay rate. The 

decay rate of S1 state in ZnPc should correspond to the CT rate. Figure 3.4a-c shows the TR-

TPPE spectra collected from 1 nm-ZnPc – x-nm C60 samples (x = 0.8, 1.6, and 2.4). For these 

C60 thicknesses, the CT state has a relatively sharp peak (located at ~ 0.8 eV; i.e. energy of the 

CT1 state) because more delocalized CT excitons (CTh and CT2) are quenched by the Au 

substrate (see previous section). To determine the initial CT rate from ZnPc to C60, we plot the 

temporal evolution of the intensity at energies around 1.6 eV (i.e., the spectral range of the ZnPc-

S1 state). Charge transfer from ZnPc to C60 decreases the population of the ZnPc-S1 state and the 

signal decay rate represents the CT rate. The intensity evolution is shown in Figure 3.5d. 

Interestingly, the signal decays at a slower rate for samples with a thinner C60 layer. In particular, 

for the sample with a 1 ML-thick C60 (~ 0.8 nm) film, a residue S1 peak can be observed even up 

to a few ps (Figure 3.5a). The residue S1 peak is at an energy slightly lower than that of the S1 

peak at t ~ 0, which can be caused by exciton relaxation
71

 or trapping. 
70

  For C60 thickness ≥ 2.4 

nm, the dynamics is independent of the thickness. The dotted line shows the result for 10 nm C60 

film, which is similar to 2.4 nm thick (blue trace). The longer S1 lifetime found in the sample 

with a thinner C60 layer is counterintuitive. For a ML-thick C60 layer, one would argue that the 

state represented by the S1 peak in Figure 3.8(a) is originated from a hybridization between the 
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Figure 3.8: The TR-TPPE spectra for the 1 nm-ZnPc/x nm-C60/Au(111) samples: (a) x = 0.8, (b) 

x = 1.6, and (c) x = 2.4. (d) The temporal evolution of the photoemission intensity around the 

ZnPc-S1 state shown in (a)-(c) and the dotted line is for 2 nm ZnPc/10 nm C60. “Figure adapted 

from reference [72].
72

 Copyright (2018) Institute of Physics Publishing.”  

molecular state and the Au unoccupied states instead of a pure ZnPc’s S1 state. However, these 

mixed-states at metal-molecule interfaces often have lifetimes on the order of 100 fs.
54, 73-74

 More 

importantly, if such hybridization exists, the lifetime should increase as C60 film thickness 

increases. Therefore, state-mixing cannot explain the increase in lifetime and the persistent S1 

population (the residue S1 in Figure 3.8a). 

One explanation is: The CT rate can slow down if one limits the availability of the high-

energy CT states. Theoretical works propose that the initial CT first populates hot delocalized 

CTh states because these states generally have smaller binding energies and are in resonance with 

the S1 state.
28, 75

 In the ML thick C60 film, with the absence of CTh states that have energies close 

to the S1 energy level, it can be expected that the initial CT will be slowed down. Similar slowing 

down in the CT process has been recently observed in bulk heterostructures with extremely small 

aggregate sizes
76

. Thus, the slower decay rate of ZnPc’s S1 in thinner C60 samples (smaller CTh 

excton size) suggests the slower CT rate. This result demonstrates that not only delocalized CT 

states are first populated upon interfacial CT, they would also facilitate the CT across the 

interface. 
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3.4   Summary 

The TR-TPPE techniques allow us to follow a series of interfacial electron transport 

processes that occur at organic semiconductor interfaces after photoexcitation. These processes 

include the CT across the donor–acceptor interface, the hot CT exciton formation and spatial 

localization of these excitons. In particular, this technique allows us to resolve the temporal 

evolution of the energy and coherent size of the interfacial CT exciton, which provides the long-

sought information for understanding the exciton dissociation mechanism at organic interfaces. 

At the ZnPc – C60 interface where ZnPc has an edge-on orientation on top of C60, we find that the 

hot CT exciton populated by the CT has an initial delocalization size of ~ 4 nm. The hot CT 

exciton facilitates the CT across the ZnPc–C60 interface. Then, it relaxes into lower energies CT 

states in ~ 2 ps. The cold CT excitons are not strictly localized, but they are an equilibration of 

both localized and delocalized CT states. This equilibration shifts towards the localized CT state 

as we spatially confine the CT exciton by decreasing the thickness of the C60 layer.  

The results from the ZnPc-C60 interface shows that the hot CTh state relaxes to the bound 

ones (CT1 and CT2) in ~ 2 ps, which makes electron extraction from the hot CTh state very 

difficult if not impossible in practical devices. However, is this kind of hot to cold relaxation 

mechanism universal? In particular, organic crystals often have highly anisotropic structures. In 

the next chapter, we will discuss how the electron-hole wave function orientation resulting from 

the face-on orientation of the molecules results to a very different CT exciton dynamics 

compared to this edge-on orientation. Excitingly, we find that the reverse reaction direction, the 

conversion from the cold to hot CT excitons can occur on the few ps timescale. 
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4. Electron and Hole Wavefunction Orientation Dependence Charge 

Transfer Exciton Dynamics at Organic – Organic Interface 

 

4.1   Introduction 

The ultimate process for the functioning of donor–acceptor OPV devices is generation of 

free charge carriers. These free charge carriers are generated from CT exciton, an electron-hole 

pair, in which electron resides in donor and hole in acceptor, and are still Coloumbically bound. 

However, the low efficiency, nearly 16%
77

 till the date, indicates that they cannot effectively 

generate free charge carriers at the interface. Researchers are making efforts to understand how 

the bound CT excitons can be effectively separated at the donor-acceptor interface over the past 

decade, but the issue remains.
78-81

  Various perspectives such as entropy,
20, 79, 82-83

 vibronic 

coupling,
84

 dielectric enivironment,
85

 energy gradient at the interface and electric field have been 

explained as a driving force for exciton dissociation. In fact, these different explanations had 

correlation with a variety of donor–acceptor morphology, which could affect the photovoltaic 

performance.  Among various morphological factors, molecular orientation at the interface could 

significantly affect the OPVs efficiency.
28

 Because the donor–acceptor molecular orientation can 

cause dipole formation that changes interfacial energetics, it can have a direct influence on CT 

and dissociation process hence, control of molecule orientation is crucial. Nevertheless, previous 

studies that reported the ultrafast charge separation dynamics were mainly investigated from the 

bulk heterojunction sample, in which the characterization of the molecule orientation becomes 

difficult. In addition, the signal comes from an ensemble of many interfaces with different 

molecular orientations. On the device level, the effect of the orientation was distinguished by 

measuring its efficiency; however, such measurements cannot track the CT events and dynamics. 
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Instead, it incorporates charge transport and collection events, which obscures the actual effect of 

molecular orientation on exciton dissociation.  

While the search for understanding the exact exciton dissociation process continues, 

some recent works have illustrated the importance of spatial delocalization of electron 

wavefunction.
28

 The larger the delocalization size, the smaller is the exciton binding energy. 

Hence, it can facilitate the exciton dissociation process. Advancement to this concept would be 

enabling the delocalized wavefunction in a preferred orientation, which favors the exciton 

dissociation. For example, in face-on orientation of conjugated organic molecules delocalized 

wavefunction orients in orthogonal direction (π-stacking direction), along which the charge 

transport is favored. On the other hand, there are studies that support the spatial localization of 

excitons to the cold CT states before the dissociation event. Furthermore, effective exciton 

dissociation has been reported in non-fullerene OPVs despite of small energy offsets (energy 

difference between HOMO of donor and LUMO of acceptor) at interface in contrast to the 

prevailing notion of large energy offset requirement for exciton dissociation. In addition, exciton 

dissociation has been observed at some interfaces with sub-band gap excitations. From these 

discussions, we can infer that the argument for exciton dissociation mechanism stems from the 

difference in interfacial morphology/geometry of the donor-acceptor materials. Therefore, the 

right choice of materials with a design of geometric structure that favors the exciton dissociation 

process would be a crucial step for building efficient OPV devices. 

    We investigated the wavefunction orientation dependent exciton dynamics on three 

different hybrid systems with two distinct molecular orientations: face-on (F8ZnPc – ZnPc on 

HOPG) and edge-on (F8ZnPc – ZnPc on SiO2/Si and ZnPc – C60 on Au). Note that the use of 

non-fullerene acceptor (F8ZnPc) material can provide the advantage of tailoring its optical and 
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electronic properties, if required, unlike fullerenes. Moreover, the orientation can be precisely 

controlled on the planar molecules (ZnPc and F8ZnPc) compared to the spherically symmetric 

C60. Despite of the type II band alignment in all the systems, an uphill energy process, 

spontaneous (SED), was observed within ps timescale in face-on orientation system whereas 

cold excitons, a downhill energy process was observed in the edge-on orientation system. We 

hypothesize that the SED is driven from the entropic force resulting from the relative orientation 

of the electron and hole wavefunction at the interface. Furthermore, based on our results we 

attempted to provide a fresh perspective on exciton dissociation pathway in contrast to the 

prevailing “hot” or “cold” pathway.  

4.2 Sample Preparation, Characterization and Method 

C60, ZnPc and F8ZnPc molecules (purity > 99%, sublimed) were purchased from the 

commercial vendor and were used as received. These molecules were deposited on different 

substrates in an ultrahigh vacuum (UHV) ambient with a base pressure of 1 × 10
-9

 Torr. 

F8ZnPc – ZnPc on HOPG: A 10 nm ZnPc film was first deposited on highly oriented pyrolytic 

graphite (HOPG) substrate, which was followed by sequential deposition of F8ZnPc film (1 nm – 

20 nm). The growth rate was 0.7–0.8 Å/min and the substrate was kept at room temperature 

(RT). Prior to the deposition, the outer surface of the HOPG substrate was peeled off by using a 

scotch tape and it was annealed at 400 °C for 12 hours in an UHV ambient with a base pressure 

of 1 × 10
-9

 Torr. Both molecules maintained face-on orientation.
56

  

F8ZnPc – ZnPc on SiO2/Si: At first, 10 nm ZnPc film was deposited at a faster growth rate of 2.5 

– 3.0 Å/min followed by sequential deposition of F8ZnPc film (1 nm – 12.5 nm) at a rate of 0.7–

0.8 Å/min. The Si substrate was kept at RT. Prior to the deposition, the substrate was 

ultrasonically cleaned and annealed at 400 °C for 12 hours in an UHV ambient with a base 
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pressure of 1 × 10
-9

 Torr. Similar procedure was applied in previous work.
56

 Both molecules 

maintained edge-on orientation. 

ZnPc – C60 on Au: The deposition for this system has been discussed in section 3.2 of Chapter 3. 

C60 had spherical orientation on Au while ZnPc maintained edge-on orientation on C60. 

  After deposition, the sample was transferred in-situ to the main UHV chamber with a 

base pressure < 1 × 10
-10

 Torr, where ultraviolet photoemission spectroscopy (UPS) and time-

resolved two photon photoemission spectroscopy (TR-TPPE) measurements were performed. 

Photoemission experiment 

The UPS measurement was done using He-I emission line (21.22 eV) generated from 

a UV discharge lamp. In the TR-TPPE measurement, we used a pump laser pulse (1.77 eV, 25 

fs) and a probe laser pulse (4.68 eV, 65 fs). Any changes in the experimental conditions will be 

mentioned while discussing the experimental data. Details of the UPS and TR-TRPPE technique 

can be found in section 2.2 of Chapter 2. 

Characterization of face-on and edge-on orientation from ionization potential 

Before discussing the results, we will confirm the orientation of the molecules. Since the 

IP value of the phthalocyanine (Pc) molecules for face-on and edge-on orientation significantly 

differs (~ 0.5 eV difference),
56, 62, 86

 we can characterize the molecular orientation by determining 

their IP value. For example, the IP of CuPc, ZnPc, H2Pc molecules with a face-on orientation are 

~ 0.4 eV higher than that with an edge-on orientation. However, the opposite holds for 

fluorinated-Pc (e.g. F8ZnPc)
59

, i.e. the face-on orientation has a smaller IP than the edge-on 

orientation. This is because the H-atoms, which have a low electronegativity, on the peripheral of 

the planar molecule, are replaced by F-atoms, which have a high electronegativity. Figure 4.1a  
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and 4.1b show the UPS spectra of 10 nm-ZnPc and 10 nm-F8ZnPc – 10 nm-ZnPc films deposited 

on SiO2 (upper) and HOPG (lower) near the secondary electron cut off (SECO) and highly 

occupied molecular orbital (HOMO) region respectively. The IP value is calculated from the 

above spectrum by subtracting the energy difference between the two onsets from the He I 

photon energy (see section 2.2 of chapter 2 for IP calculation). F8ZnPc always has a higher IP 

than ZnPc, which is expected due to more electronegativity of F-atoms.
87

 

The calculated IP value is 5.20 eV (red marker) and 4.82 eV (blue marker) for the 10-nm 

ZnPc film deposited on HOPG and SiO2/Si, respectively. These values are labelled in Figure 

4.1c where 0 nm in the x-axis plot refers to 10 nm thick ZnPc layer. These values are consistent 

with the IP for phthalocyanine (Pc) molecules having face-on and edge-on orientation 

respectively.
56

 Indeed, it is well-known that Pc molecules grow on HOPG and SiO2 with face-on 

Figure 4.1: UPS spectra of 10 nm ZnPc, and 10 nm-F8ZnPc – 10 nm-ZnPc films grown on 

HOPG (lower) and SiO2/Si (upper). Panel (a) shows the UPS spectra near SECO region and 

panel (b) shows the same set of spectra near HOMO region. The spectra were collected with  

He-I emission line (photon energy = 21.22 eV). (c) The IP value as a function of F8ZnPc 

thickness on a 10 nm ZnPc layer on the two different substrates, HOPG and SiO2/Si, are 

shown in blue and red symbols, respectively. The data point at 0 nm corresponds to the IP 

value of 10 nm ZnPc. 
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and edge-on orientation, respectively.
56, 59

 We further characterize the orientation of F8ZnPc 

grown on top of ZnPc. Figure 4.1c shows the IP value of different thicknesses of F8ZnPc grown 

on top of the 10 nm ZnPc on HOPG (red) and SiO2/Si (blue). The IP transitions to higher value 

as the F8ZnPc film becomes thicker. For thicknesses > 10 nm, the IP becomes steady and we use 

this value to determine the orientation of F8ZnPc molecules. The calculated IP value of the 10 

nm-F8ZnPc – 10 nm-ZnPc on HOPG sample is 5.84 eV while that of 10 nm-F8ZnPc – 10 nm-

ZnPc on SiO2 is 6.16 eV. Here, the higher IP value of F8ZnPc molecule with an edge-on 

orientation is due to the opposite (downward pointing) surface dipole originated from the 

intramolecular C – F bond in contrast to the upward pointing surface dipole in edge-on ZnPc 

originated from intramolecular C – H bond.
59, 86

 This difference in the IP value for edge-on metal 

Pc’s (MPc’s) and fluorinated MPc’s agrees well with previous works.
56, 59, 62, 86

 In summary, our 

results show that both ZnPc and F8ZnPc molecules have a face-on orientation on HOPG whereas 

edge-on on SiO2.  

4.3   Experimental results and discussions 

 The data obtained from TR-TPPE for face-on and edge-on molecular orientation will be 

compared. We will show how these two different molecular orientations affect the evolution of 

exciton dynamics and hence the charge separation First, we will describe the spontaneous 

exciton dissociation (SED) observed on face-on orientation. Later, this result will be compared to 

CT exciton dynamics observed on edge-on molecular orientation.    

4.3.1   Face-on Molecular Orientation (F8ZnPc – ZnPc on HOPG) 

(a)   Scheme and the energy level diagram 

The schematic of the F8ZnPc – ZnPc on HOPG is shown in Figure 4.2a. The molecular 

structure of ZnPc and F8ZnPc is similar. 8 F-atoms in F8ZnPc is formed by replacing 8 H-atoms 
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of ZnPc and the presence of F-atoms increases the electronegativity of F8ZnPc. As evidenced 

from the IP value discussed earlier, ZnPc has face-on on HOPG and F8ZnPc maintains the same 

orientation on top of ZnPc. Because of the face-on orientation, both electron and hole 

wavefunctions in the CT exciton delocalize along the direction that is perpendicular to the 

interface (Figure. 4.2a). The more details on electron-hole wavefunction orientation can be found 

in the section 2.4.2 of Chapter 2. The HOMO positions of ZnPc and F8ZnPc of our sample are 

determined using UPS. The UPS spectra of 10 nm ZnPc and various thicknesses of F8ZnPc films 

grown on top of 10 nm-ZnPc film are shown in Figure. 4.2b. The HOMO-offset (EHOMO-ZnPc – 

EHOMO-F-ZnPc ) at the interface was found to be ≈ 0.45 eV and the HOMO shifts to a slightly lower 

energy as the F8ZnPc film thickness increases. The HOMO positions, together with the excited-

states energy, as a function of the F8ZnPc thickness are shown in Figure 4.2c. Because the 

F8ZnPc molecule has a larger IP value compared to the ZnPc and both have similar optical band  

 

Figure 4.2: (a) A schematic diagram of F8ZnPc–ZnPc interface on HOPG. Both F8ZnPc and 

ZnPc molecules grow on the HOPG substrate with a face-on orientation. As a result of this 

orientation, the electron and hole wavefunctions within the CT exciton are delocalized in a 

direction that is perpendicular to the interface. (b) UPS spectra of 10 nm-ZnPc sample and 

various F8ZnPc thicknesses on top of it. The HOMO peak positions for ZnPc and F8ZnPc are 

marked by the vertical bars. (c) Energy level diagram at the F8ZnPc – ZnPc interface. The 

positions of the HOMO and the CS/CT states are determined by our UPS and TR-TPPE 

experiments, respectively. The dashed lines indicate the positions of the LUMO-edge state 

reported in the literature. 
88
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gap,
87

 the F8ZnPc – ZnPc interface has a type-II band alignment with the F8ZnPc and the ZnPc 

acting as an electron acceptor and donor respectively. The energies for the S1, CT and charge 

separated (CS) states are measured by the TR-TPPE and will be discussed in the next paragraph. 

 (b)    Observation of spontaneous exciton dissociation (SED) 

The TR-TPPE spectrum for a bilayer 5 nm-F8ZnPc – 10 nm-ZnPc sample is shown in 

Figure 4.3a. The pseudocolor represents photoemission intensity. The excited state energy, in y-

axis, is referenced with respect to the F8ZnPc’s HOMO measured by the UPS. Since they have 

similar optical band gap, the pump photons excite the singlet (S1) exciton in both ZnPc and 

F8ZnPc. However, only excited electrons near the surface of the F8ZnPc film is probed by the 

photoemission because of the limited escape depth (~ a few nm) of photoelectrons.
89

 The intense 

signal near the temporal overlap of pump-probe pulses (time-zero) is attributed to the 

photoexcited S1 exciton in F8ZnPc. As shown in Figure 4.3b, a similar spectral feature near the 

time-zero is also observed in the standalone 15 nm F8ZnPc on HOPG sample. Similar to the S1 

exciton in ZnPc
55, 63

 the photoexcited S1 exciton in F8ZnPc is expected to relax in energy within 

hundreds of fs. From our previous studies on ZnPc
55, 63

, the relaxed F8ZnPc’s S1 exciton should 

have a peak centered at ~ 1.6 eV relative to its HOMO level (or ~ 4.8 – 4.9 eV below the vacuum 

level). However, this energy level falls short of the spectral range that can be detected by our 

4.68 eV probe photons. Hence, the signal becomes much weaker because the S1 peak is away 

from the detectable spectral range of the probe pulse. This explains the rapid intensity decay in 

the first few hundreds of fs after the pump excitation.  

One distinct observation between the spectra of the bilayer, F8ZnPc – ZnPc and the 

standalone, F8ZnPc samples is: The long-lived signals (> 1 ps) in the spectral range of ~ 1.9 – 2.5 

eV above the F8ZnPc’s HOMO exists in the bilayer sample, but not in the F8ZnPc sample (see in  
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Figure 4.3: The TR-TPPE spectra for a (a) bilayer film, 5 nm-F8ZnPc on 10 nm-ZnPc and (b) 

standalone 15 nm-F8ZnPc film. The plot is splitted by the vertical dashed line to show the 

dynamics on two different timescales. (c) The TR-TPPE spectra at selected pump-probe delay 

times for the two samples. For the F8ZnPc–ZnPc sample, the intensity of the bound-CT state 

(lower in energy) decreases while that of the charge separated (CS) state (higher in energy) 

increases with time. These states are not observed in the standalone F8ZnPc (dashed lines).  

the right side of Figure 2a, b). For a better visualization, the spectra at selected pump-probe delay 

times are plotted in Figure 4.3c. Two states at ~ 2.0 eV and ~ 2.3 eV can be identified for the 

bilayer (solid line traces) whereas the standalone film shows only the lower energy state (dashed 

line traces). Because these strong photoemission signals at higher energy regime in the spectrum 

show up only in the bilayer sample, they must be originated from the CT at the donor-acceptor 

interface. The lower energy state has an energy ~ 2.0 eV, which is higher than that of the 

F8ZnPc’s S1 state (~1.7 eV). It is assigned to an interfacial CT state because CT excitons have a 

reduced exciton binding energy (hence, a higher electron energy) as compared to the self-exciton 

in F8ZnPc. The higher energy peak position (2.3 eV) is very close to the position of the edge of 

the F8ZnPc’s LUMO measured by inverse photoemission spectroscopy (IPES) studies (~ 2.4 eV 

above the HOMO peak position
88

) and we assign it as charge separated (CS) state.  

In Figure 4.3c, it is apparent that the intensity of the CS state increases with time while 

the intensity of the CT state decreases. Hence, the overall spectral weight shifts towards a higher 

energy. Similar energy upshift is not observed in the spectra of the standalone F8ZnPc sample 
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(dashed line in Figure 4.3c). The shifting of the overall spectral weight to a higher energy is a 

surprising observation because excited electrons usually relax to lower energy states on these 

ultrafast timescales (the Kasha's rule). Our result indicates that CT excitons are dissociated 

spontaneously, instead of relaxing to a lower energy state, after its creation. Because the initially 

Coulomb binding energy of CT exciton is transferred to the free electrons generated after exciton 

dissociation, CS state has higher energy. Similar CT and CS peaks can also be identified in 

spectra for samples with other F8ZnPc’s thicknesses, although the CT (CS) state is less apparent  

 

Figure 4.4: (a) TR-TPPE spectra of the 2 nm-F8ZnPc – 10 nm-ZnPc sample at selected delay 

times and the corresponding (b) TR-TPPE 2D plot of the same sample. (c) TR-TPPE spectra of 

the 15 nm-F8ZnPc – 10 nm-ZnPc sample at selected delay times and the corresponding (d) TR-

TPPE 2D plot of the same sample.  

in spectra obtained from samples with a thicker (thinner) F8ZnPc layer (Figure 4.4). For the 2 

nm-F8ZnPc – 10 nm-ZnPc sample, the overlaying F8ZnPc layer is thin. The signal is dominated  
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by that originated from the interfacial CT state. The intensity growth of the CS state is not 

pronounced (Figure 4.4a, b), which indicates that the ultrathin F8ZnPc layer can prohibit charge 

separation by limiting the electron-hole separation. On the contrary, the intensity growth of the 

CS state is more pronounced in the 15 nm-F8ZnPc – 10 nm-ZnPc sample (Figure 4.4c, d). 

Despite of the pronounced CS state in the latter sample, we would like to point out that the 

absolute intensity is much weaker for the 15 nm sample as compared to the 2 nm sample (see 

Figure. 4.6c in next section). Our results indicate that the CT exciton populated by the interfacial 

energy transfer can transform directly into CS state without first relaxing to a lower energy CT 

state. We term this process as spontaneous exciton dissociation (SED) to describe the uphill 

energy process. 

Furthermore to confirm this claim, measurement for the bilayer sample at low 

temperature (LT) was performed. The spectrum obtained from LT (165 °K) measurement is 

plotted in Figure 4.5a. Similar to the spectra (Figure 4.3c) taken at RT (300 °K), both the CT and 

CS states are identified. In order to compare the CS yield at RT and LT, the normalized time 

 

Figure 4.5: (a) TR-TPPE spectra taken at low temperature (LT) for 5 nm F8ZnPc–10 nm ZnPc at 

selective delay times. The upward arrow indicates increase in intensity around the CS spectral 

energy range, indicated by the horizontal bar. (b)Normalized time dynamics of the same CS 

spectral range at low temperature (black) plotted against CS dynamics at room temperature (red).  
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dynamics of the intensity at the spectral range corresponding to the CS state is plotted in Figure 

4.5b. An increase in the CS intensity at LT is observed too, though the intensity is somewhat 

weaker compared to the RT. Thus, we conclude that the SED process can still occur at LT but 

with a lower yield.   

 (c)   CS intensity and translational time (trans)  

 In order to understand the temporal evolution of CS dynamics, integrated intensity of CS 

spectral range for different F8ZnPc film thickness were analyzed. For clarity, only the traces for 

selected F8ZnPc film thickness (2, 5 and 10 nm) are plotted in Figure 4.6a. The maximum of 

integrated intensity is normalized to 1. It is observed that the intensity of CS carriers for 2 nm 

(red trace) plateaus quickly whereas it takes longer time for 20 nm (yellow trace). Such dynamics 

was expected. Since our photoemission technique is surface sensitive, it can detect only those 

separated electrons that reach the surface region of the F8ZnPc. Thus, we expect a longer time 

 

Figure 4.6: (a) Temporal evolution of the maximum intensity of CS spectral range for various 

F8ZnPc film thickness. The intensity is normalized. (b) The plot of translational time (trans black) 

and the exciton dissociation time (cs purple) as a function of F8ZnPc film thickness. (c) The plot 

of the maximum photoemission intensity of CS spectral range as a function of F8ZnPc film 

thickness.  
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for the separated charge carriers in the thicker F8Znc films to reach the surface because it has to 

transport from the buried interface. We refer this time as translational time (trans), the time taken 

for the separated charge carriers to reach the top surface from the F8ZnPc – ZnPc interface. 

Likewise, the intensity of the separated charge carriers should decrease for thicker films because 

these carriers diffuse across the thicker films. To quantify this, two tangents were drawn along 

the either side of the CS intensity plateau (not shown in the figure). The point of intersection of 

the two tangent lines gives the translational time (x-axis) and maximum intensity of CS carriers 

(y-axis). Thus obtained time as a function of thickness is plotted in Figure 4.6b (black markers). 

Two or more values for the same thickness are the data obtained from different sets of 

experiment. While 2 nm takes the least trans (around 20 ps), we observed a general trend of 

increase in time as F8ZnPc film becomes thicker. Likewise, the concentration of CS carriers as a 

function of F8ZnPc film thickness is plotted in Figure 4.6c. As expected, the intensity of 

separated charge carrier decreases as F8ZnPc film thickness increases for the same reason 

discussed earlier. Hence, our results confirm that the separated charge carriers are originated 

from the buried F8ZnPc – ZnPc interface. 

(d)   Exciton dissociation time (cs) from global fit 

The quantitative information on exciton dissociation time (cs) could be a fundamental in 

understanding the exciton dissociation/charge separation mechanism at organic based donor – 

acceptor system. To determine cs, it is essential to understand how CS spectral shape evolves 

with time. However, the CT and CS states in our experimental data are in vicinity to each other. 

In fact, the CS level evolves just above the CT energy level; hence, they are spectrally 

convoluted. Deconvolution of these two states is essential to determine the evolution of CS 
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spectral shape and hence the cs time. 

A fit equation I(t) = A1*f1(x) + A2*f2(x) was used for the global fit of TR-TPPE 

spectrums at successive delay times, where the function f1(x) and f2(x) are modelled to define the 

shape of a typical CT and CS spectrum respectively. Hence, at first, representative CT and CS 

spectra were identified, which usually occurs within ~ 1 ps and ~ 200 – 300 ps timescale 

respectively. In order to achieve a more precise representative spectral shape, an average of the 

spectrums near the aforementioned time scales was taken. A1 and A2 are the time dependent 

fitting parameters to be determined such that A1 = 1, A2 = 0 in the above equation for I(t) gives 

the initial representative CT spectrum while A1 = 0, A2 = 1 returns the final representative CS  

 

 

Figure 4.7: Global fitting for deconvolution of CT and CS state in the TR-TPPE spectrum of 5 

nm F8ZnPc. 2D image of the deconvoluted (a) CT state and (b) CS state. (c) Residual of the fit 

(d) Spectrum obtained from the fit at selected delay times. (e) Temporal evolution of CS and CT 

state obtained from the fit. 
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spectral shape. Hence, the plot of A1 and A2 value gives the evolution of CT and CS state 

respectively. 

Figure 4.7 (a) and (b) are the deconvoluted 2D images of the CT and CS state 

respectively obtained from the fit. The fit residual (Figure 4.7c) is below 5% of the experimental 

data with a slightly greater value around CT and CS region, thus our model is a good fit. The two 

peaks are labelled as “CT” and “CS”, even though we note that the “CS” peak would represent a 

mixture of CT excitons and CS electrons that are in dynamical equilibrium at large delay times. 

The CT bound state is at the lower energy regime, nearly 2.0 eV referenced to HOMO of 

F8ZnPc, where the intensity decays gradually (Figure 4.7a). This value agrees well with the 

experimental data. Simultaneously, the CS state peak rises at higher energy regime, nearly 2.25 

eV (Figure 4.7b). This CS peak value is slightly lower than the experimental data because the 

intensity contributed from the CT region is removed after deconvolution. The spectrum plot of 

CT state (dark pink to light pink) at selected delay times and the corresponding rise of the CS 

state (dark blue to light blue) are plotted in Figure 4.7d. It is observed that the CS state rises (up 

arrow) simultaneously with the decay of CT state (down arrow). The intensity coefficients, A1 

and A2, obtained from the fit results are plotted against its corresponding time (Figure 4.7e). 

Fitting the evolution of the CT/CS (A1/A2) intensity to a single exponential decay/rise function 

(solid lines in Figure 4.7e) yields time constants (CT: (18.6±1.9) ps / CS: (15±1.5) ps). These 

values are close within its range of standard deviation and our residual error that stems from the 

limitation of the fit model in perfectly fitting the experimental data. This time constant quantifies 

how fast the electron gains its energy and it is attributed to the charge separation time, cs. 

Overall, we see a long-lived CS state, unlike CT state which disappears eventually. The long-

lived CS state is a characteristic feature of free charges. 
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Similar fitting procedure was applied to the spectra collected from samples with different 

F8ZnPc thicknesses except for 15 nm and 20 nm samples in which the CT peak could not be 

clearly identified. The time constants cs obtained from the exponential rise of the CS peak are 

plotted in Figure 4.6c (purple marker). Although we will not compare the magnitude of trans and 

cs directly, they show very different thickness dependences. Unlike trans, cs is less sensitive to 

the film thickness. Indeed, it has a somewhat smaller value for larger F8ZnPc’s thickness, which 

indicates that a thicker F8ZnPc layer (i.e. more delocalization) favors the SED.  

 (e)   SED from sub-bandgap photoexcitation 

There exist arguments between the “hot” and “cold” exciton dissociation pathways. In the 

former case, the hot CT excitons decompose into free carriers without relaxing into cold CT 

excitons. However, there are also evidences of effective charge separation with sub-bandgap 

(pump excitation below the optical band gap) photoexcitation, which supports the latter case. 

Note that the direct optical excitation of CT state occurs in the latter case. To distinguish the 

difference between these two pathways, the bilayer 5 nm F8ZnPc – 10 nm ZnPc was pumped 

with the wavelength below its optical band gap (740, 780 and 830 nm). Note that the optical 

band gap of ZnPc and F8ZnPc is centered at ~ 700 nm. Figure 4.8a, b shows the 2D image of the 

TR-TPPE spectra obtained with pump 780 nm and 830 nm. The dotted vertical lines are drawn to 

separate the exciton dynamics in two different time scales. With pump 780 nm, we observed the 

results similar to 700 nm pump (see Figure 4.3a). Both the CT and CS states are observed in the 

2D image obtained from the TR-TPPE. However, the CS signal is weak because the sub-band 

gap excitation energy 1.59 eV (780 nm) excites less signal compared to 1.77 eV pump (700 nm). 

The pseudocolor scale represents the photoemission intensity. A careful observation shows that 

the CT state is a little more pronounced for a few tens of ps, which is a good sign of direct 
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optical excitation of CT state in the F8ZnPc film. The TR-TPPE spectra at selected probe delay 

times are shown in Figure 4.7c. The rise in intensity is observed in the spectral range from ~ 2.0 

eV to 2.4 eV, an uphill energy conversion process similar to spectrum obtained with pump 700 

nm. With the pump excitation energy 1.49 eV (830 nm), the CT signal is too weak (almost an 

order of magnitude lesser than 700 nm) and hence the CS intensity becomes even weaker to be  

 

Figure 4.8: The TR-TPPE spectra for a 5 nm-F8ZnPc on 10 nm-ZnPc bilayer film obtained with 

pump (a) 780 nm and (b) 830 nm. The plot in (a) is split by the vertical dashed line to show the 

dynamics on different timescales whereas the inset in (b) shows the dynamics at initial time 

scale. (c) The TR-TPPE spectra at selected pump-probe delay times for the same sample 

obtained with pump 780 nm. The CS states are observed similar to that obtained with its optical 

band gap excitation (see Figure 4.3). 

 

detected by the analyzer (Figure 4.7b). Despite of the weak intensity, a trend of uphill energy 

conversion is still observed in the 2D plot. Figure 4.8d shows the pump wavelength dependence 
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temporal dynamics of the integrated intensity at the CS spectral range. The intensity was 

normalized after 1 ps because the spectral shift from CT to CS occurs after 1 ps. At first, a quick 

decay within 1 ps and then the rise in the CS intensity was observed for pump wavelengths 740 

nm and 780 nm similar to 700 nm. For 830 nm, the rise of the CS intensity is not obvious. 

However, the signal at a higher energy regime persists for a longer timescale, which suggests the 

existence of CS state because the higher energy states are not populated in the system where 

SED is not favored. Instead, if SED is not favored, intensity decays slowly due to recombination 

and other decay channel occurs at 100’s of ps timescale. Thus, we observed SED with both 

optical band gap and sub-band gap excitation. Our results indicate that the “hot” and “cold” 

pathway argument is irrelevant if the system favors the SED process.  

4.3.2   Edge-on molecular orientation 

We will discuss the exciton dynamics on two different systems with edge-on orientation: 

F8ZnPc – ZnPc on SiO2/Si and ZnPc – C60 on Au. 

(a)   Downhill energy process – (F8ZnPc – ZnPc on SiO2/Si) 

The same bilayer F8ZnPc – ZnPc was grown on SiO2/Si at which both molecules 

maintained edge-on orientation. The deposition procedure for the bilayer and characterization 

techniques can be found in the section 4.2. The schematic of this structure along with the 

electron-hole wavefunction orientation is shown in Figure 4.9a. Since both wavefunctions are 

parallel to each other, they are more likely to be pinned at the interface because of the increased 

spatial overlapping of the two wavefunctions. Thus, it is less likely to reduce the exciton binding 

energy, which is a barrier for the exciton dissociation. The energy level diagram with the values 

measured from the UPS and TR-TPPE is shown in Figure 4.9b. The energy level is referenced  
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Figure 4.9: (a) A schematic showing the electron-hole wavefunction oientation at F8ZnPc–ZnPc 

interface with edge-on orientation on SiO2/Si (b) The energy level diagram of F8ZnPc–ZnPc 

interface referenced with respect to the HOMO of F8ZnPc. The 2D TR-TPPE spectrum of (c) 1.5 

nm F8ZnPc and (e) 12.5 nm F8ZnPc  on 10 nm ZnPc. (d) Their respective TR-TPPE spectra at 

selected pump-probe delay times. All the energy levels are referenced w.r.t. HOMO of F8ZnPc. 

(f) The maximum CT intensity as a function of F8ZnPc thicknesses on 10 nm ZnPc. 

w.r.t. F8ZnPc’s HOMO. The LUMO edge of the F8ZnPc (dashed line ~ 2.4 eV), measured by 

IPES technique, is the reported value in the literature.
88

 It has a type II band alignment and hence 

the CT from ZnPc (donor) to the F8ZnPc (acceptor) can be expected. The experimental 

conditions for the TR-TPPE were kept similar to the F8ZnPc – ZnPc bilayer with face-on 

orientation discussed earlier. 

Figure 4.9c shows the 2D TR-TPPE spectra of the bilayer 1.5 nm F8ZnPc – 10 nm ZnPc 

on SiO2/Si. Upon photoexcitation, energy state at ~ 2.45 eV is instantaneously populated. 

Although, S1 excitons from both bilayers could be populated, F8ZnPc’s S1 state (~ 4.9 eV below 
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vacuum level) falls outside of the spectral range that cannot be detected by our probe energy 4.68 

eV. We note that HOMO position of the ZnPc is nearly 0.65 eV lesser than that of F8ZnPc (not 

shown in the figure). The instantaneously populated signal agrees well with the ZnPc’s S1 

position (~ 1.77 eV) when referenced to ZnPc’s HOMO hence, the S1 signal is mainly 

contributed from the ZnPc layer. However, the signal is weak due to the overlaying F8ZnPc film. 

The S1 signal decays quickly and the lower energy state at ~ 2.16 eV starts populating. The TR-

TPPE spectra at selected probe delay times are plotted in Figure 4.9d. We observed the decay of 

S1 state centered at 2.45 eV within a few ps. The decay of the S1 signal indicates the CT to 

F8ZnPc.We noticed that the S1 state is relatively long-lived compared to face-on orientation, 

which suggests face-on orientation facilitates to CT. We refer the lower energy state at ~ 2.16 eV 

as the CT state. The CT state is more pronounced than the S1 because the electrons in the CT 

state reside in the F8ZnPc layer hence, they are more detectable due to surface sensitive 

photoemission technique. The CT state keeps populating for ~ 50 ps. After that, the intensity 

slightly decreases and becomes steady at ~ 100 ps. The peculiar difference of this edge-on 

system with face-on is; higher energy states (CS states) are not observed in the edge-on system. 

Unlike the SED, an uphill energy conversion process observed in face-on, the edge-on F8ZnPc – 

ZnPc system showed downhill energy conversion process. This difference is explained by the 

two distinct wavefunction orientation on these two systems. The parallel orientation of electron-

hole wavefunction at the interface in edge-on orientation system keeps the electron and hole 

closer to each other at the interace. Hence, the exciton binding energy does not decrease and the 

dissociation is less likely unlike the perpendicular wavefunction orientation in face-on system 

where electron and hole wavefunction tends to move apart from each other. Similar dynamics 

were observed for thicker films of F8ZnPc but the signal got weaker with increasing thickness of 
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F8ZnPc films. Figure 4.9e shows the 2D TR-TPPE spectrum of 12.5 nm F8ZnPc and the 

spectrum at selected delay times are shown by the dotted lines in Figure 4.9d. The intensity is 

weaker than 1.5 nm F8ZnPc because the underlying ZnPc no more contributes to the S1 signal. 

The signal at the lower energy regime is weak and observed for a few tens of ps; eventually, the 

signal disappears. We like to recall here that the S1 signal from standalone F8ZnPc film 

disappears within a few ps (see Figure 4.3b). Thus, the signal at the lower energy regime in the 

12.5 nm F8ZnPc on 10 nm ZnPc must be originated from the interfacial CT. Similar dynamics 

were observed for other F8ZnPc film thickness. The maximum CT intensity for various F8ZnPc 

film thicknesses is plotted in Figure 4.9f. The CT intensity decreases as thickness increases. This 

was reasonable because our probe pulse cannot detect the interfacial CT exciton due to the 

limited escape depth of electrons.  

(b)   Hot CT exciton cooling dynamics (ZnPc – C60 on Au) 

So far, our results on F8ZnPc – ZnPc on HOPG and SiO2/Si indicate that the SED is not a 

universal behavior though the CT occurs at both systems in an ultrafast timescale. Indeed, it is 

commonly observed or presumed that hot delocalized CT excitons first relax into bound ones in 

ultrafast (fs – ps) timescale. Then, the bound CT excitons dissociate through thermal activated 

processes. By using ZnPc – C60 on Au as a model system, we will show that hot CT exciton 

cooling instead of SED occurs at the ZnPc – C60 interface.
55, 72

 1 nm ZnPc was deposited on top 

of 4 nm C60 on Au. The deposition procedure and the characterization techniques have been 

discussed in section 3.2 of Chapter 2. Figure 4.10a shows the schematic of this system. At the 

interface, ZnPc molecules have an edge-on orientation relative to the interface hence, the hole 

wavefunction is oriented parallel to the interface whereas the electron wavefunction is spread out 

in all possible directions. Figure 4.10b shows the TR-TPPE spectrum at selective delay times for 
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the bilayer, 1 nm ZnPc – 4 nm C60 deposited on Au. The details on TR-TPPE have been 

discussed in section 3.3.1 of Chapter 3. The energy level diagram for the system is shown in 

Figure 4.10c. All the energy levels are referenced with respect to C60’S HOMO. CT from ZnPc’s 

S1 state (~ 2.75 eV) to C60 is observed without much energy loss within 0.5 ps. Since the event 

 

Figure 4.10: (a) A schematic diagram shows the orientation of molecules at the ZnPc–C60 

interface used in our experiment. (b) The TR-TPPE spectra obtained from a 1 nm-ZnPc–4 nm-

C60 sample at selected delay times. Unlike the F8ZnPc–ZnPc interface, the intensity of the lower 

energy CT1, CT2 peaks increases as the intensity of the higher energy CTh peak decreases. (c) 

The energy level diagram of the ZnPc–C60 interface showing the cooling of CTh states to CT1 

and CT2 states. 

happens at an ultrafast timescale with minimum energy loss, we refer it as hot CT excitons 

(CTh). The CTh excitons are delocalized but short-lived. The downward arrow in Figure 4.10b 

shows the decay of CTh excitons within a few ps. Interestingly, at ~ 2 ps timescale we see the 

rise in the intensity at lower energy states ~ 2 eV. These are labelled as CT1 and CT2 states. 

Since these states are long lived, they are generally termed as called cold CT states. Figure 4.10b 

shows the intensity rise (up arrow) of the cold CT states for a few tens of ps. The intensity rise 

can be explained from the viewpoint of delocalized size of electron wavefunction. In the CTh 

state, the electron wavefunction is more delocalized and thus farther away from the interface to 

be detected. However, the localization of electron wavefunction occurs as it relaxes from higher 

energy to lower energy. This shifts the wavefunction center towards the interface hence, the 
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interfacial electrons are detected by the analyzer. Because the hole wavefunction is spread 

parallel to the interface, the electron wavefunction is more likely to be pinned towards the 

interface due to Coulomb interaction, which results to the localization of electron wavefunction. 

The CT1 and CT2 exciton size become stable once it attains thermodynamically equilibrium state. 

The details of the CT exciton dynamics have been discussed in chapter 3 and can be found in 

reference [55, 72] as well.
55, 72

 Spectrally, the cooling process results in a downshift in the CT 

exciton energy (i.e. an increase in the exciton binding energy), which is reverse to the energy 

upshift observed in face-on orientation (Figure 4.3a, F8ZnPc – ZnPc on HOPG). These cold 

excitons do not dissociate in the timescale accessible by our experimental set-up. However, in a 

different study done by our group using a time-resolved photoelectrical technique, it was found 

that these cold CT excitons can dissociate into free carriers in a few nanoseconds
72, 90

 via a 

thermal activated channel. The detail of this experimental technique is beyond the scope of this 

thesis.  

4.4   Rationale for SED vs hot exciton cooling 

We observed SED and cold excitons formation for the same bilayer but with face-on 

(F8ZnPc – ZnPc on HOPG) and edge-on (F8ZnPc – ZnPc on SiO2/Si) orientation respectively. 

Likewise, hot exciton cooling was observed in ZnPc – C60 on Au, in which ZnPc has edge-on 

orientation on C60. Despite the type II band alignment for all three systems, we note that the cold 

exciton formation occurred only in edge-on orientation system and SED on face-on system.  

Here, we try to explore the ground for these two different exciton dynamics from the standpoint 

of delocalized electron-hole wavefunction orientation. 

At the face-on molecular orientation, the electron-hole wavefunction orientation is 

perpendicular to the interface because of the π-stacking direction (see Figure 4.2a). Hence after 
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the excitation, the delocalized wavefunction moves in opposite direction to each other, i.e., 

electron wavefunction moves towards acceptor site and hole wavefunction to donor site. Thus, 

the increased distance between the two wavefunctions reduces the exciton binding energy and 

hence, higher energy CT manifolds (loosely bound CT states) are populated. SED is an uphill 

energy process. Thermodynamically, an uphill energy reaction can occur spontaneously if the 

number of final states is much larger than the number of initial states. This is referred to as the 

entropic driving force in the literature. Since face-on orientation facilitates in generating more 

number of loosely bound states compared to the initial bound CT states, SED is favored due to 

the entropy gain. On the other hand, the parallel orientation of electron and hole wavefunction in 

edge-on orientation (F8ZnPc – ZnPc on SiO2/Si) makes the two wavefunctions pinned to the 

interface (see Figure 4.9a). Likewise, the free hole in ZnPc always locates closer to the acceptor 

crystal in ZnPc – C60 on Au (see Figure 4.10a) and does not favor the separation with electron. 

Thus, we see that the geometric constraint imposed by the edge-on orientation will have more 

number of tightly bound CT states than the loosely bound CT states hence, it promotes the 

formation of cold CT excitons. 

4.5   Summary 

Two distinct molecular orientation systems: face-on (F8ZnPc – ZnPc on HOPG) and 

edge-on (F8ZnPc – ZnPc on SiO2/Si and ZnPc – C60 on Au) were used to investigate the exciton 

dissociation dynamics. Despite of the type II band alignment in all the systems, SED was 

observed in face-on orientation system whereas cold excitons were formed in both the edge-on 

orientation systems. We found the relative orientation of the electron and hole wavefunction 

within the CT exciton plays an important role in determining whether the hot CT exciton will 

dissociate into a free electron-hole pair or relax to a tightly-bound CT excitons. 
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It is commonly assumed that bound CT excitons either dissociate through the charge 

extraction from hot CT excitons before its relaxation (pathway 1 in Fig. 4.11a) or via the thermal 

activated dissociation of cold CT excitons (pathway 2 in Figure. 4.11a). Evidences and 

arguments centered on the “hot” pathway or the “cold” pathway exists.
78-81, 91-92

 Works that 

observe the ultrafast formation of free carriers or the presence of hot CT states are often used as 

evidences to support the “hot” pathway.
93-94

 On the other hand, the observation of effective 

charge generation with sub-bandgap photoexcitation supports the “cold” pathway.
95-97

 We note 

that the “hot” versus “cold” argument (Figure 4.11a) is based on an intrinsic assumption that hot 

CT excitons always relax spontaneously into cold CT excitons (the black arrow in Figure 4.9a).  

 

Figure 4.11: An energy level diagram illustrating the “hot” and “cold” exciton dissociation 

pathways that are commonly discussed in the literature. Significant efforts have been made to 

understand which pathway is dominant in the exciton process. 

This prevalent assumption is probably originated from the Kasha’s rule, which is well-known in 

the area of photochemistry. However, this assumption is not necessarily true because the change 

in entropy originated from the geometric configuration can provide the driving force to move the 

reaction in an energy uphill direction, i.e. the SED process. If the uphill SED is favored, it does 

not matter whether a hot or a cold CT state is populated initially because either of them would 

decompose spontaneously into free carriers. Now the question is: Which reaction direction, SED 
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or hot exciton cooling, dominates once the CT exciton (either cold or hot) is formed. This 

reaction direction can be determined by the relative orientation of the delocalized electron and 

hole wavefunctions, which in turn is determined by the geometric configuration of the system 

i.e., the molecular orientation. The relative orientation of the delocalized electron and hole 

wavefunctions affects the number of loosely bound or tightly bound CT manifolds, and hence the 

entropy. If the number of loosely bound CT states is more than the tightly bound CT states, then 

the entropy change would be sufficient enough to drive the reaction in uphill direction In our 

results, perpendicular wavefunction orientation favors this mechanism. In case of more tightly 

bound excitons (parallel wavefunction orientation in our case), the reaction would favor downhill 

direction. In brief, the exciton dissociation yield is expected to depend sensitively on the 

morphology of the donor-acceptor blend. 
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5. The Effect of Band Bending on Exciton Dissociation Dynamics at 

ZnPc –MoS2 interface 

 

5.1   Introduction 

Organic – TMD heterostructures 

After the discovery of graphene in 2004,
98

 semiconducting TMDs have emerged as viable 

2D layered materials because of their tunable optical band gap range (1.0 – 2.5 eV).
99

 In 

addition, they have properties such as high mobility, strong spin-orbit coupling, valley selective 

optical pumping, and a unique property of stacking layers of different TMDs together due to 

their weak van der Waals interaction 
100-103

 however, defect free and large scale production of 

TMDs heterostructure is challenging. On the other hand, organic semiconductors are lightweight, 

flexible and excellent absorbers of light.
5-7

 Their huge portfolio enables the selection of materials 

for a desired heterostructure configuration. Similar to the TMDs, organic heterostructures are 

bonded by van der Waals interaction. In addition, their band gap can be engineered
87

 and the 

thickness can be controlled. However, diffused interface due to intermixing of molecules and 

their reluctant to pass charges quickly to the neighbors are its demerits. In the past few years, 

organic – TMDs heterostructures have emerged as a new class of hybrid system with a well-

defined interface and improved transport properties.
104-105

 The organic molecules can be grown 

on exfoliated or CVD grown TMDs either by thermal evaporation or spin/dip-coating of 

polymeric materials.
106

  These two materials are combined via van der Waals interaction without 

the need of lattice matching in contrast to the conventional, epitaxial grown heterostructures. 

Furthermore, these heterostructures benefit with the advantage of both materials and even show 

up the new properties and functionalities, which neither material can provide.
106-109

 They have 
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proven their successful applications in electronic devices, photonic devices, energy storing 

materials, photodetectors and sensors. For example, the gate tunable p-n junctions has been 

fabricated in a scalable form using organic – TMD hybrid heterostructures.
110-111

 The increased 

mobility of MoS2 has been reported by removing its defects when treated with organic 

molecules. 
112-113

 Likewise, high performance organic field effect transistior (OFETs) has been 

fabricated using 2D h-BN and  thin films of ruberene.
114-115

 Despite of such many applications 

organic – TMDs system is yet to be explored from a large library of organic molecules and 

TMDs, which can establish them as a promising flexible material in photovoltaic and 

optoelectronics fields.  

Exciton dynamics at organic – TMD system 

Because both organic and TMD semiconductors have low dielectric constant, excitons 

are created on these materials upon resonance optical excitation. Exciton dynamics depends on 

the interfacial band alignment and the morphology. In addition, it was demonstrated in Chapter 4 

that geometric constrained imposed on the delocalized wavefunctions will also affect the CT 

excitons dynamics. Thus, the 2-D TMDs can result to a unique exciton behavior when they 

combine with 0-D organic molecules. Moreover, the out-of-plane electron transport in TMDs is 

stronger than the in-plane. For example, if TMD is excited in an organic – TMD hybrid system, 

where the organic molecule has face-on stacking, the delocalized electron wavefunction 

transports in an orthogonal direction to the interface. This would favor exciton dissociation 

process because there is less spatial overlapping of electron and hole wavefunctions. However, if 

organic molecule has edge-on orientation, delocalized electron wavefunction becomes parallel to 

the interface and hence exciton dissociation is less favored. Moreover, the controllability on 

thickness of organic molecule adds up an extra dimension to study exciton dynamics. Exciton 
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dynamics becomes more complicated when the spin lifetime comes into play. For example, 

TMDs have strong spin-orbit coupling
116-117

 that can flip the spin of excited charge carrier 

whereas in organic materials excited charge carrier tries to remain in the same spin state for a 

longer time due to its weak spin-orbit coupling.  

Some recent works have reported the charge transfer (CT) across the organic – TMD 

interfaces in an ultrafast time scale.
118-122

 While these works can provide provide preliminary 

evidence for exciton dissociation, it assumes that the CT excitons can dissociate effectively into 

free electron-hole pairs after the CT event. However, various electron relaxation and 

recombination channels can occur prior to exciton dissociation, which can outweigh the device 

performance and in some cases, it does not guarantee exciton dissociation. Hence, a detail 

investigation of interfacial CT process that tracks subsequent evolution of energy, population and 

spatial size of CT excitons is critical. Understanding the correlation between these factors would 

allow one to design interfaces with effective exciton dissociation. On the other hand, most of the 

works on organic – TMD system is motivated from the prevailing notion that CT occurs in type 

II band alignment, which is usually confirmed from the measurements taken when participating 

materials are in free state (i.e., when two materials are not in contact). In general this is true 

however, the interfacial energetics of the system can change depending on the nature and 

thicknesses of the organic molecule deposited on TMDs. In particular, band bending has been 

observed in various heterojunctions.
123-124

  The band bending changes energy landscape at the 

interface, which can play a crucial role in determining CT dynamics. Here we use zinc 

phthalocyanine (ZnPc) – MoS2 (Molybdenum disulphide) interface as a model system to 

illustrate the role of interfacial energy landscape in CT and exciton dissociation process. Exciton 

dynamics will be compared between ZnPc – ML-MoS2 and ZnPc – bulk-MoS2 system. Despite 
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ZnPc’s face-on orientation on bulk and ML, and type II band alignment at interface of both 

systems, they showed contrasting exciton dynamics though the ultrafast CT from ZnPc to MoS2 

occurred in both systems within sub-100fs timescale. In bulk system, the CT was subsequently 

followed by BET from MoS2 to ZnPc to form triplet (T1) excitons whereas in ML system, the CT 

excitons eventually separated into free charge carriers. This dissimilar dynamics for the similar 

system is due to the difference in the band bending (ZnPc on bulk had more band bending than 

that on ML) observed by our photoemission spectroscopy measurement, aided by the difference 

in spin lifetime of the charge carrier in ML and bulk MoS2.
116-117, 125

  

5.2   Sample Preparation, Characterization and Method 

Sample Preparation and Characterization 

Commercially available, high quality, CVD-grown ML-MoS2 on SiO2/Si was used for 

the study. The ML-MoS2 layer had a continuous coverage confirmed from optical microscopy 

image.
126

 For bulk-MoS2, a cm-sized single crystal purchased from a commercial vendor was 

used. It was mounted on a Si substrate to provide the mechanical support. Before loading into the 

vacuum chamber, the surface of bulk MoS2 was cleaved to expose fresh surface. Both MoS2 

samples were annealed at ~ 400°C for 12 hours in an ultrahigh vacuum chamber (UHV) with a 

base pressure of 1  10
-10

 Torr to outgas any adsorbed molecules on MoS2. The quality of both 

samples was confirmed before ZnPc deposition. For the ML-MoS2 sample, angle-resolved 

photoemission spectroscopy (ARPES) was used to characterize band structure of the material. 

Figure 5.1a shows 2D plot of the ARPES spectrum near point. A clear band-dispersion was 

observed in the ARPES experiment indicating that the ML-MoS2 has a continuous coverage, 

good crystallinity and a clean surface. Figure 5.1b shows the ARPES spectra at emission angles 

of 0 and 41. These two emission angles correspond to the magnitude of the momentum k 
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vector at  and  points respectively. The plot shows the valence band (VB) edge at the  point 

is higher by ~ 0.06 eV than at the  point, which is a distinctive feature of ML-MoS2.
127-128 

The 

PL spectrum of the ML-MoS2 is shown in Figure 5.1c. A single peak was observed at 663 nm, 

which is originated from emission of A-exciton in ML-MoS2 and is consistent to the properties 

of ML-MoS2.
129

  For bulk MoS2, low electron energy diffraction (LEED) was used to verify the 

surface cleanliness. Figure 5.1e shows clear diffraction pattern of the bulk MoS2 single crystal 

measured by LEED prior to ZnPc deposition. Since LEED is a surface sensitive technique, the 

sharp diffraction pattern indicates that the MoS2 surface is clean and has no significant molecular 

adsorbates. In addition, the UPS spectra show the sharp valence band edges (see next section) of 

MoS2 which is in agreement with previous studies. After annealing MoS2 samples, it was 

transferred in-situ to another UHV chamber with a base pressure of 1  10
-9

 Torr for ZnPc 

deposition. Quartz crystal microbalance monitored the film thickness. For thicknesses up to 4 

nm, a slow deposition rate of 0.3 Å/min was used and the substrate was kept at room temperature 

to produce a uniform ZnPc films with molecules having a face-on orientation.
130

 For films 

thicker than 4 nm, a faster growth rate of ~ 0.8 Å/min was applied. Ionization potential, 

measured form UPS spectrum, was calculated to confirm the face-on orientation of ZnPc 

molecules.
59-60

 The IP of face-on molecules is ~ 0.5 eV higher than edge-on orientation of the 

same molecule. The UPS spectra near SECO and HOMO region for the 10 nm ZnPc on bulk-

MoS2 (black) and on ML-MoS2 (red) samples are plotted in Figure 5.1d. To avoid the 

overlapping of these spectra, offset to the y-axis was applied. The vertical bars mark the onset 

position of SECO and HOMO position. Using the procedure mentioned in section 2.2, the 

calculated IP value is 5.14 eV and 5.28 eV for ZnPc on bulk and ML respectively. From our 

previous measurement, the edge-on ZnPc has IP ~ 4.7 – 4.8 eV,
56

  thus we confirm ZnPc on both 
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MoS2 samples has face-on orientation. In addition, the in-plane spacing between ZnPc molecules 

can be determined from the diameter of the diffraction ring in the LEED pattern. Figure 5.1f 

shows the LEED pattern for 1 nm ZnPc deposited on bulk-MoS2 using electron beam energy of 

14.2 eV. The calculated diameter of the smallest diffraction ring was found to be 13.2 Å, which 

agrees will with previous results of metal phthalocyanines on MoS2.
130

 

Photoemission Experiment (UPS, ARPES and TR-TPPE) 

 The UPS and ARPES measurement was done using He-I emission line (21.22 eV) 

generated from a UV discharge lamp. In UPS, the photoelectrons are collected along the normal 

direction to the sample surface. A detector (Phoibos 100, SPECS) measures the intensity of thus 

emitted electrons as a function of K.E. In ARPES, the energy and intensity of photoelectrons 

were measured at various emission angles. In the TR-TPPE measurement, we used a pump laser 

pulse (1.77 eV, 25 fs) and a probe laser pulse (4.68 eV, 65 fs). Any changes in the experimental 

conditions will be mentioned while discussing the experimental data. Details of the UPS and TR-

TPPE technique can be found in the section 2.2 of Chapter 2. 

Transient Absorption Measurement 

The transient absorption spectroscopy measurement was done in collaboration with 

Ultrafast Laser Lab in Physics and Astronomy Department at KU. In this measurement, an 80-

MHz Ti:sapphire oscillator produced ~100 fs pulses at about 840 nm. Part of this beam was 

focused to a BBO crystal to generate its second harmonic at 420 nm, which is used as the probe 

pulse. The rest of the 840-nm beam was coupled to a photonic crystal fiber to generate a 

broadband supercontinuum. A bandpass filter with a bandwidth of 10 nm was used to select the 

710 nm component of the supercontinuum, which serves as the pump pulse. The two pulses are 

combined by a beam splitter and co-focused by a microscope objective lens to the sample surface 
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with a spot size of about 2 µm. We measured differential reflection of the probe as a function of 

the probe delay. The differential reflection is defined as ΔR/R0 = (R-R0)/R0, where R and R0 are 

the reflection coefficient of the sample at the probe wavelength. To measure this quantity, the 

probe beam reflected by the sample was send to a silicon photodiode, whose output was detected 

by a lock-in amplifier. A mechanical chopper was used in the pump arm to modulate the pump 

intensity at about 2 kHz, for the lock-in detection. The time delay between the pump and probe 

pulses was controlled by changing the path length of the pump beam by using a linear stage. All 

measurements were performed with the sample at room temperature. 

Photoluminescence Spectroscopy (PL) 

The PL measurement was done in collaboration with Ultrafast Laser Lab in Physics and 

Astronomy Department at KU. For ZnPc on bulk-MoS2, the PL was taken using a 1.95 eV HeNe 

laser. The spectra were collected by a spectrometer after removing the HeNe wavelength using a 

notch filter. A separate PL spectra taken under the same conditions for the respective bare 

substrate was subtracted from the initial measurements. The experiment was conducted at room 

temperature. 

5.3 Experimental results and discussions 

 5.3.1   Energy level at the ZnPc – MoS2 interface: ML vs Bulk 

Electronic states at the interface of ZnPc – MoS2 is crucial for charge transfer and exciton 

dissociation dynamics. Hence, we will first discuss the energy level alignment of ZnPc – bulk-

MoS2 and ZnPc – ML-MoS2 obtained from UPS measurement. First, we note that ML-MoS2 has 

a direct optical band gap (~ 1.9 eV) higher than the indirect band gap of their bulk counterpart  

(1.3 eV).
131-134

 The energy of the valence band edge at Γ point increases with the number of 

MoS2 layers because of the interlayer electronic coupling. Thus, the interlayer van der Waals 
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Figure 5.1: (a) ARPES spectrum for the ML-MoS2 sample near the  point. (b) Comparsion of 

the spectra at emission angles of 0 and 41. The two emission angles correspond to the 

magnitude of the momentum k vector at the  and  points respectively. (c) PL spectrum of ML-

MoS2 sample (d) UPS spectrum of 10 nm ZnPc on ML-MoS2 (red) and bulk-MoS2 (black) near 

SECO (left panel) and HOMO (right panel) region. (e) LEED pattern for the single crystal bulk-

MoS2 prior to ZnPc deposition. (f) LEED pattern for 1 nm ZnPc on MoS2. The energies of the 

electron beam is shown in the figure.  

 

interaction in bulk results to indirect transition from VBM (at Γ point) to CBM (at midway 

between Γ and K point). While the details of electronic band structure is out of the scope of this 

paper, we want to point out that VB edge at Γ point of bulk-MoS2 is at least 0.6 eV higher than 

that of ML-MoS2. The UPS spectrum of bare ML-MoS2, bulk-MoS2 samples and some selected 

thicknesses of ZnPc deposited on their top are plotted in Figure 5.2 (a) and (b) respectively. The 

binding energy in the UPS spectra is referenced with respect to the EF. In the MoS2 spectrum 
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(red line), the Mo-4d band (solid triangles) and the valence band edges (pink, vertical bars) can 

be identified.
135

 For thin films of ZnPc on MoS2, the spectral features from both MoS2 and ZnPc 

are visible but MoS2 feature slowly disappears for thicker ZnPc films while the ZnPc features 

become enhanced. The energy offset between the valence band edges of ML and bulk is found to 

be nearly 0.65 eV, which is in agreement with previous studies.
127-128

 The short black vertical 

bars in the UPS spectrum indicate the positions of highly occupied molecular orbitals (HOMOs). 

A close look at the UPS spectrum shows that HOMO peak position gradually shifts away from 

the EF (i.e. binding energy increases) with increasing ZnPc film thickness. We refer this shift as 

band bending of ZnPc’s HOMO. The HOMO positions as a function of ZnPc thickness on the 

two systems are plotted in Figure 5.2c. The dashed  in the y-axis separates the two systems for 

clarity. Band bending of ZnPc’s HOMO is nearly 0.22 eV and 0.5 eV on ML and bulk system 

respectively is observed as thickness of ZnPc increases from 0.5 nm to 10 nm. 

 We note that both samples have similar workfunctions (ML: 4.55 eV; bulk: 4.65). 

Hence, a similar energy upshift (~ 0.60 eV) in their VB edges can be obtained if the energy is 

referenced with respect to a common vacuum level. Likewise, when ZnPc molecules are 

deposited on ML and bulk MoS2, one would anticipate the energy difference (energy offset) of ~ 

0.60 eV between ZnPc’s HOMO and VB edge (EHOMO - EVB-) for the two systems. However, as 

we will show, a very similar energy offset (in the range of 0.2 – 0.3 eV) was observed for thin 

ZnPc films at interface of both systems. In Figure 5.2a, the energy difference between the 0.5 nm 

ZnPc’s HOMO (black vertical bar) and the MoS2’s VB-edge at the -point (pink vertical bar) is 

0.26 eV. In bulk system, the Mo-4d band shifts slightly towards EF by nearly 0.26 eV when ZnPc 

films are deposited. An arrow in Figure 5.2b marks this feature. We assume that the same shift is 

incurred for the VB edge, although the VB edge cannot be easily identified in the 0.5 nm or the 1 
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nm spectra because it is obscured by the HOMO peak. With the new position of VB edge, the 

energy difference between this VB edge of bulk and 0.5 nm ZnPc’s HOMO is 0.18 eV. 

Similarly, energy offsets for other film thicknesses are determined. The energy offset, EHOMO - 

EVB- as a function of ZnPc thickness is plotted in 5.2d. A very similar energy offset is observed 

for thin films of ZnPc despite of significantly lower VB edge at point of ML (~ 0.6 eV low) 

compared to bulk.  

Based on our results for the interfacial energetics discussed so far, similar energy offset, 

EHOMO - EVB-in both the systems for thin films and unequal band bending of ZnPc’s HOMO in 

the two systems are the two key observations. The physical origin of the observed “pinning” in 

the VB-HOMO offset is not clear, but we speculate that it would be resulted from the orbital 

mixing between MoS2 and ZnPc considering that the MoS2 orbital at the -point has a strong 

out-of-plane character.
127

 Based on this offset, the band alignment for the both interfacial 

systems are plotted in Figure 5.2 (e) and (f). 1 nm thick ZnPc is chosen because it has the 

spectral features of both ZnPc and MoS2. The energy level is referenced with respect to the 

HOMO of ZnPc. Positions of the conduction band minimum (CBM) are assigned based on 

reported transport gaps of ML and bulk MoS2.
127, 136

 The ZnPc’s S1 state is measured from the 

TR-TPPE and is at 1.74 eV above its HOMO peak. Both ML and bulk MoS2 interfacial system 

show type-II band alignment, which is consistent with other reports on the metal-Pc – ML-MoS2 

interface.
137-140

 However, the S1 – CBM energy offset is lesser in ML system compared to the 

bulk system. The other key difference is; there is a much stronger band bending in the ZnPc film 

deposited on bulk-MoS2 than on ML-MoS2. Earlier we discussed that ZnPc molecules have a 

face-on orientation on MoS2.  For this orientation, our previous studies
61

 found that the position 

of the HOMO peak is in the range of 1.2 – 1.5 eV below the EF and the workfunction is in the 
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range of 4.3 – 4.5 eV. For the ZnPc – bulk-MoS2 interface, the aforementioned energy offset 

“pinning” would make the EF of ZnPc much higher than that of bulk-MoS2. Thus, ground state 

electron transfer from ZnPc to bulk-MoS2 needs to occur in order to produce the observed energy 

level alignment. The expected ground state electron transfer is indeed consistent with the strong 

band bending observed in ZnPc deposited on bulk-MoS2. The direction of the band bending 

indicates that net positive charges are accumulated in the ZnPc layer.
141

 The different amount of 

the band bending and S1 – CBM offset for ZnPc – ML-MoS2 and ZnPc – bulk-MoS2 interfaces 

should have a strong influence on the CT and exciton dissociation dynamics.  

The type II band alignment of ZnPc – MoS2 heterostructure and the face-on orientation of ZnPc 

molecules should facilitate the CT of optically excited electron from ZnPc’s S1 state to the CBM 

of the MoS2 crystal. To verify the occurrence of CT from ZnPc to MoS2, we did PL 

measurements for 2 nm ZnPc film grown on SiO2 /Si and MoS2 substrates. In the PL experiment, 

an excitation wavelength of 633 nm (∼1.96 eV) was used. The PL spectra for the two samples 

are shown in Figure 5.2g. For the ZnPc on the SiO2/Si sample, a PL peak at ∼ 680 nm (yellow 

trace) is observed, which corresponds to the energy of the ZnPc’s S1 exciton. However, the peak 

disappears for ZnPc – MoS2 interface (blue trace). Because the ultrafast CT at the ZnPc − MoS2 

interface can quench the S1 population in ZnPc, it results to the disappearance of the PL peak. 

Results show that the PL intensity is quenched at least by a factor of 10 in the ZnPc−MoS2 

sample.  
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Figure 5.2: UPS spectra for the bare MoS2, and varying thicknesses of ZnPc on (a) bulk-MoS2 

and (c) ML-MoS2. The solid triangles and the red vertical bar represent the MoS2’s Mo-4d band 

and VBM, respectively. Blue vertical lines indicate the position of the ZnPc’s HOMO. Energy 

level diagram at the (e) ZnPc – ML- MoS2 and (f) ZnPc – bulk- MoS2 interface. (g) PL spectra 

for 2 nm ZnPc films grown on SiO2 (300 nm)/Si and MoS2 substrates.  

 

5.3.2   Charge transfer, spin flipping and back electron transfer on ZnPc – bulk MoS2 

TR-TPPE measurements were performed to study the interfacial CT dynamics. A pump 

pulse, with a photon energy centered at 1.77 eV chosen to match the S1 energy of ZnPc, is used 

to excite the sample and a probe pulse of 4.68 eV ionized the excited signals. Figure 5.3a,b 

shows the TR-TPPE spectrum for 1 nm ZnPc deposited on bulk-MoS2 on two different 

timescales. The pseudocolor represents the intensity of the photoemitted signals. The energy 
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level is referenced with respect to ZnPc’s HOMO. In Figure 5.3a, a peak at E-EHOMO ~ 1.75 eV 

can be found at the temporal overlap of pump and probe pulses (t = 0). This energy agrees with 

the S1 energy measured by optical absorption spectroscopy.
65

 Hence, it is assigned to the 

optically excited S1 state in ZnPc. This state has a very short lifetime (< 100 fs). This CT time is 

comparable to those found in organic-graphene interfaces.
142-143

 As we will explain, the 

disappearance of the S1 signal can be attributed to the CT from ZnPc to MoS2. At larger delay 

times (Figure 5.3b), a peak at lower energy regime ~ 1.15 eV emerges in the spectrum. Later we 

will show the intensity of this peak continues to rise for a few hundreds of ps timescale. Since 

this peak is long-lived and ZnPc’s has a T1 state at ≈ 1.1 eV above HOMO,
144

 this peak is 

assigned to the ZnPc’s T1 state. The T1 state can be populated by spin-flipping and subsequent 

back electron transfer (BET) from MoS2 to ZnPc. Spin-flipping would occur more rapidly in 

MoS2 than in ZnPc because of the strong spin-orbit coupling in MoS2. In ZnPc, the timescale for 

S1 – T1 transition is on the order of  100 ps to 1 ns.
145

  

Similar S1 and T1 dynamics were observed for 0.5 nm. However, for thicker ZnPc films, 

these interfacial dynamics were less pronounced. For 10 nm thick ZnPc film (Figure 5.3c) 

neither quick S1 signal decay nor T1 intensity rise were observed. Instead, the lifetime of the S1 

state is much longer than that observed in the 1 nm sample. Because photoemission is a surface 

sensitive technique, only excitons near the surface region are probed. In the 10 nm ZnPc sample, 

excitons need to diffuse to the ZnPc-MoS2 interface before CT can occur at the deeper interface. 

The time needed for the exciton to diffuse a distance of ~ 10 nm is rather long (> 100 ps)
71

. 

Therefore, the TR-TPPE spectrum for the 10 nm sample essentially represents the exciton 

dynamics of a standalone ZnPc and its longer S1 lifetime suggests that fast decay in thin film 

originates from the CT at the interface. Furthermore, 1 nm ZnPc grown on SiO2/Si substrate does  
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Figure 5.3: (a, b) TR-TPPE spectrum of the 1 nm ZnPc on MoS2 sample at two different time- 

scales. TR-TPPE spectrum of (c) 10 nm ZnPc on MoS2 and (d) bare MoS2. “Figures (b, c and d) 

adapted from reference [146].
146
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not show quick decay of S1 signal (see Figure 5.4c in next section) because CT is not expected at 

the interface of ZnPc – SiO2/Si. It has a lifetime similar to that of 10 nm ZnPc – MoS2. On the 

other hand, controlled experiment was performed on bare bulk-MoS2. The pump-induced signal 

(Figure 5.3d) from MoS2 was below the noise level to be detected. We propose two possible 

reasons for the weak TPPE signal from the MoS2 crystal. First, the CBM in MoS2 is located at 

the  point in the k-space and requires large probe photon energy to fulfill the momentum 

conservation (~ 10 – 20 eV) and photoionize electrons residing near the  point via a direct 

optical process.
147

 In our experiment, probe photon energy was 4.68 eV. Hence, the excited 

electrons in MoS2 can only be ionized via indirect processes that involve the emission or 
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absorption of phonons, which have much weaker ionization cross-sections. Second, although the 

bulk MoS2 has an indirect bandgap of 1.3 eV, the absorption coefficient is much smaller due to 

the indirect nature of the bandgap. The minimum energy needed for direct optical transition is ~ 

1.85 eV,
129, 148

 which is larger than our pump photon energy (1.77 eV). Therefore, the 

concentration of optically excited electrons in MoS2 is expected to be much smaller than that in 

ZnPc. For the ZnPc – MoS2 sample, the first factor, i.e. the weak TPPE signal from excited 

electrons in MoS2, explains the rapid decay of the photoemission intensity when the optically-

excited electron transfers from ZnPc to MoS2. The second factor suggests that the pump excites 

ZnPc primarily and the observed signal should be dominated by the excited electrons originated 

from the ZnPc layer. These all observations support our claim that that the decay of the S1 

intensity observed in the thin ZnPc samples (Figure 5.3a,b) is originated from the interfacial CT 

rather than the intrinsic property of the ZnPc or MoS2 alone. 

To further understand the details of the CT and S1 – T1 transition dynamics, the TPPE 

spectra for the 1 nm sample at some representative delay times are plotted in Figure 5.4a.  At t = 

0 ps, it is found that the S1 peak of ZnPc is populated upon optical excitation. The S1 population 

decays with a sub-100 fs time constant, as evidence by the disappearance of the S1 peak in the 

time 0.1 ps spectrum. The decay of the S1 state can be attributed to the CT from ZnPc to MoS2. 

At t ~ 0.3 – 0.5 ps, the signal intensity reaches global minimum with a slight hump at ~ 1.5 – 1.6 

eV (blue spectra). We refer this as CT state, where the excited electrons reside in MoS2 layer. 

The low intensity of the CT feature is consistent with our earlier argument of the indirect optical 

band gap and the need of large probe energy for photoionization of electrons from the MoS2 

layer. As we will show, the intensity at low energy ~ 1.15 eV, T1 state, continues to grow, but at 
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Figure 5.4: (a) TPPE spectra at selected delay times for the 1 nm ZnPc on MoS2 sample. (b) 

Temporal evolution of the intensity of the S1 state for different ZnPc thicknesses. The fast 

intensity decay in the thinner samples (0.5 and 1 nm) is attributed to CT to MoS2. An 

exponential fit (dashed line) shows a decay time of 80 fs. (c) Temporal evolution of the intensity 

of the T1 state for different ZnPc thicknesses. For the 1 nm sample, the intensity rise is fitted with 

a biexponential function (dashed line). Time constants of 2.7 and 81 ps are found. “Figures (b, c) 

adapted from reference [146].
146
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a slower rate, on the 10 – 100 ps timescale. As mentioned earlier, the T1 state can be populated 

by BET from MoS2 to ZnPc after the spin of the electron is flipped in MoS2. The energy of the 

assigned CT state is ∼ 0.3 eV higher than the CBM of MoS2 (Figure 5.2f). It is known that hot 

carrier relaxation is rather slow in bulk MoS2 (about ∼10 ps). At t ~ 0.3−1 ps, it is likely that the 

transferred electron in MoS2 has not fully relaxed to the CBM after the initial CT process. 

Moreover, a recent theoretical calculation shows that the binding energy of CT excitons at 

organic−TMD interfaces is rather weak (<40 meV).
149

 Exciton binding is not likely to lower the 

electron energy significantly.  

The temporal evolution of the normalized photoemission intensity of S1 state for various 

ZnPc thicknesses is plotted in Figure 5.4b. For thin (0.5 nm, 1 nm) ZnPc samples, the initial 
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rapid decay is attributed to CT to MoS2. An exponential fit yields a decay time of 80 fs (dashed 

line). For thicker samples (4 nm and 10 nm), the excitons in the surface region must diffuse to 

the interface before CT can occur. As mentioned earlier, incoherent exciton, diffusion to the 

interface occurs on a much longer time-scale. Therefore, the rapid decay originated from the CT 

is not observed for these thicknesses. Indeed, for these thicker ZnPc samples, the dynamics 

closely resembles to those found in the ZnPc layer deposited on a SiO2/Si substrate (black 

curve). No CT is expected at the ZnPc/SiO2 interface.  Therefore, the results from the ZnPc – 

MoS2 samples with a thick ZnPc layer essentially represent the exciton dynamics in a standalone 

ZnPc film. 

Figure 5.4c shows the temporal evolution of the intensity around the T1 peak for different 

ZnPc thicknesses. The intensity is normalized by the intensity at t ~ 0 ps. We note that the T1 

intensity is not zero near time zero because the signal is contributed from the broad spectrum of 

S1 state. For all samples, the T1 intensity continues to grow up to the longest time (300 ps) that is 

accessible by our setup. The rise times determined from a bi-exponential fit (dashed line) to the 1 

nm data are 2.7 ps and 81 ps. The bi-exponential rise would be originated from the formation of 

a manifold of CT states with different delocalization sizes
55, 150

 and each of these CT states has 

different BET kinetics. Another possible cause for the multiple rise times would be the 

dependence of the spin relaxation time on the spin direction.
151-152

 Theoretical models show that 

for monolayer MoS2, the out-of-plane spin relaxation time is an order of magnitude larger than 

the in-plane spin relaxation time. The calculated spin relaxation times for in-plane (a few ps) and 

out-of-plane (10s of ps)
152

 are also consistent to our measured rises times. A strong T1 intensity 

is observed in the 0.5 nm and 1 nm sample. The intensity becomes much weaker for the 4 nm 

sample. In the 4 nm spectrum, a major portion of the intensity is contributed by the S1 state 
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because of the spectral overlapping with the longer-lived S1 state. Again, because photoemission 

is a surface sensitive probe, any T1 excitons formed at the interface must diffuse to the surface 

before it can be detected. Triplet diffusion is a rather slow process, which justifies a weak T1 

intensity observed in the 4 nm sample.  For the 10 nm sample, we do not observe a clear T1 

intensity that emerges from the spectrum (Figure 5.3c). 

Pump fluence dependence T1 dynamics 

In order to understand the BET and the triplet formation process, the temporal evolution 

of the T1 intensity was measured for different pump fluences. In the BET process, if the original 

electron-hole pair in a S1 exciton recombines to form the T1 exciton (germinate recombination), 

the process is first-order and the kinetics should be independent of the pump fluence. On the 

other hand, if an electron excited independently in MoS2 transports to the interface and combines 

with the residue hole in the ZnPc (non-germinate recombination), the process is second-order 

and the kinetics should depend on the pump fluence. Pump laser fluences of 4.4, 14 and 42 μJ 

cm
-2

 are used to study the triplet formation dynamics in the 1 nm-ZnPc sample. The intensity is 

normalized so that the kinetics can be compared. The kinetic traces for different fluences are 

shown in Figure 5.5. We found that the kinetics is almost identical for different pump fluences. 

The inset in Figure 5.5 plots the actual 2PPE intensity at t = 200 ps as a function of the pump 

laser fluence, which shows a linear dependence. This behavior indicates that the triplet formation 

is a first-order process, which is presumably due to germinate recombination. 
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Figure 5.5: The normalized intensity evolution of the T1 state for the 1 nm ZnPc sample. Three 

different pump laser fluences are used. The kinetics is essentially independent of the pump 

fluences. The inset shows the actual TPPE intensity at 200 ps as a function of the laser fluence. A 

linear dependence was found. “Figure reproduced from reference [146].
146

 Copyright (2017) 

American Chemical Society.” 

 

Here we summarize our findings on ZnPc – bulk-MoS2 interface. There is ultrafast CT, 

within sub 100 fs, from ZnPc to MoS2. After CT, the electron-hole pair does not fully dissociate 

into free carriers instead, they form a bound CT exciton at the interface. The spin of the 

transferred electron is flipped in MoS2. After the spin-flipping, the BET becomes energetically 

feasible via the formation of a triplet excitons in ZnPc. Note that if the CT exciton dissociates 

before the BET, the hole in ZnPc and the electron in MoS2 that form the triplet exciton will be 

independent from each other. In this case, the BET will be a second-order non-germinate 

process, which is inconsistent to the measured fluence dependence.  
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5.3.3   Charge transfer and free charge carrier generation at ZnPc – ML MoS2 

As discussed earlier in section 5.3.1, ZnPc – ML-MoS2 interface has a type II band 

alignment, which should allow ultrafast electron transfer from ZnPc to ML-MoS2. In addition, 

the face-on orientation of ZnPc on ML-MoS2 (see section 5.2) would facilitate the CT process. 

The experimental conditions for ZnPc – ML-MoS2 system was kept similar to ZnPc – bulk-MoS2 

system. Figure 5.6 (a) and (b) are the TR-TPPE spectrum of a 1 nm ZnPc – ML-MoS2 sample at 

two different timescales, obtained with pump beam energy centered at energy 1.77 eV that 

resonantly excited the ZnPc sample.
65

 The energy of excited states (vertical axis) is referenced 

with respect to the ZnPc’s HOMO position determined from our UPS experiment. The 

pseudocolor represents the pump-induced photoemission intensity. At delay time t ≈ 0 ps, a peak 

at ~1.75 eV is observed similar to ZnPc – bulk-system. We attribute this peak to the S1 state of 

ZnPc because the peak position agrees well with the energy of the S1 exciton. Another peak 

located at ~ 0.2 eV below the S1 peak can be found in the spectrum within 0.1 ps. These peaks 

are more apparent in the energy spectrum plotted in Figure 5.7a. Details on the CT states will be 

discussed later. On further increasing the probe delay time, we observe the intensity rise at lower 

energy (~1.20 eV) upto a few ps (~2 ps) and then it almost dies within the next few tens of ps. 

Since this state evolves after the relaxation of CTh state, we label it as CT0 state, a localized CT 

exciton state. 

 Figure 5.7b shows the time dynamics of S1 state for various thicknesses of ZnPc films. 

The S1 lifetime obtained from a single decay exponential fit for 1 nm ZnPc is 70 fs. The S1 signal 

decays quickly for other thin films (0.5 and 2 nm) a well. The short lifetime of the S1 signal can 

be attributed to the CT from ZnPc to MoS2.
120, 142

 We note that the decay of these signals are not 

originated from excitons in ML-MoS2 because in a control experiment conducted on the bare 

MoS2 sample, TR-TPPE signal was below the noise level (Figure 5.6d). This is reasonable  
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Figure 5.6: (a, b): TR-TPPE spectrum of the 1 nm-ZnPc–ML-MoS2 sample at two different 

timescales. The pump beam excites the ZnPc film selectively and the interfacial CT exciton is 

produced by electron transfer from ZnPc to MoS2. (c) TR-TPPE spectrum of the 1 nm-ZnPc– 

SiO2 and TR-TPPE spectrum of bare ML-MoS2.  

 

because the pump photon energy is less than the optical band gap of ML-MoS2. Furthermore, in 

section 5.3.1 we explained that electrons resided in the k-valley of ML-MoS2 needs a large 

photon energy (10 – 20 eV) to ionize the electrons via direct optical process and our probe 

energy is only 4.68 eV. Measurement on 1 nm ZnPc on SiO2/Si (Figure 5.6c) was also taken to 

confirm that the decay of S1 signal in Figure 5.6 (a) and (b) is the characteristic of ZnPc – ML-

MoS2 interface. As expected, a longer lifetime of S1, similar to ZnPc standalone, was observed 

because ZnPc – SiO2/Si interface does not favor charge transfer. In absence of charge transfer, S1 

signal decays slowly via relaxation and recombination channels that occur at a sufficiently long 

timescale (ps–ns timescale). Thick films of ZnPc exhibits the S1 dynamics similar to ZnPc  
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Figure 5.7: (a) TPPE spectra of 1 nm ZnPc – Ml-MoS2 at some selected pump-probe delay 

times. The positions for the S1, CTh and CT0 states are shown with black vertical bars. (c) The 

normalized intensity dynamics of the S1, and CT0 states as a function of time.  

 

standalone for the reasons explained in section 5.3.1 (see Figure 5.3d). This is evident from the 

plot of S1 dynamics in Figure 5.7b. The S1 dynamics for the ZnPc films greater than 4 nm are 

similar to standalone ZnPc film (black trace).  

The TR-TPPE energy spectra in Figure 5.7a show a peak at ~ 1.44 eV that rises in 

intensity at a time slightly slower than S1 state but has a comparatively longer lifetime. However, 

we observed the decay of this signal within 0.5 ps (blue trace). As a convention, we assign this 

state to a hot charge transfer state (CTh) since it is immediately populated and has a shorter 

lifetime. The CTh state can be originated from the CT from ZnPc to MoS2, hence the electron 

resides in MoS2.  The energy of this state is ~ 1.7 eV above the MoS2’s VBM (1.44 eV with 

respect to the ZnPc’s HOMO). This energy is slightly lower compared to the A-exciton energy of 

ML-MoS2 (1.87 eV), but it is within our experimental uncertainty (~ ± 0.1 eV). In our 

experiment, error would be introduced in determining the relative energy position of the HOMO 

(in the UPS spectrum) and the excited state (in the TPPE spectrum) because different light 
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sources used in the two experiments would introduce different sample charging conditions. The 

slightly lower energy of the CT exciton indicates that it would have a larger binding energy as 

compared to the A-exciton of MoS2, which can be resulted from the more localized nature of the 

molecular orbit. Finally, a CT0 state at E – EHOMO ≈ 1.20 eV can be found, which clearly shows a 

delayed population rise. This state can be populated from the relaxation of the CTh state. Though 

the energy level of the CT0 state agrees with that of T1 state in ZnPc – bulk-MoS2, one striking 

difference is that CT0 states are not long-loved. The CT0 intensity rises for 2 ps, then it gradually 

decays and almost vanishes within 20 ps (red traces). Figure 5.7c is the temporal dynamics of 

CT0 state for thin films of ZnPc (0.5, 1 and 2 nm). The inset figure shows the same temporal 

dynamics at a shorter timescale. An increase in the intensity is observed for 2 ps and for all the 

films and slowly it vanishes within ~ 20 ps. The lower energy state, CT0, is not observed for 

thicker films similar to T1 state in bulk-MoS2 system because these dynamics occur at the deep 

interface and photoemission technique is surface sensitive. We think of two possible scenarios 

for the disappearance of the CT0 signals; first, the recombination of electron and hole could occur 

such that there are no excited signals to be detected. However, the exciton recombination time is 

in the range of ps-ns scale for ZnPc observed from our previous studies. Second, the exciton 

dissociation must occur such that free electrons reside at K valley in the momentum space. Since 

our probe pulse energy is low to detect these electrons in MoS2 and is insensitive to holes in 

ZnPc, the CT0 signals must have disappeared. In the following section, we will discuss the 

technique applied to investigate the missing signals. 

Evidence of free charge carrier generation 

To distinguish the above two scenarios, another time-resolved probe is used to detect 

long-lived excited states that may have been missed out by the TR-TPPE experiment. Transient 
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absorption measurement is done on the 2 nm ZnPc – ML-MoS2 sample to find out whether long-

lived states exist. In this experiment, the sample is pumped at 710 nm (1.75 eV, similar to the  

 

Figure 5.8: Transient absorption of the 2 nm ZnPc–ML-MoS2 and 10 nm ZnPc samples 

measured at 420 nm. The samples are pumped at 710 nm, which selectively excites the ZnPc’s S1 

exciton. For comparison, the signal for the standalone ZnPc sample is divided by 5 to account for 

the difference in the ZnPc film thickness. Panel (a) and (b) show the dynamics on two different 

timescales. In panel (b), the S1 peak intensity of the standalone ZnPc sample measured by the 

TR-TPPE experiment (solid line) is shown for comparison. “Figure reproduced from reference 

[126].
126
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pump wavelength used in the TPPE experiment) and the transient change in reflectance at 420 

nm was measured. Details of the experimental set-up can be found in the section 5.2 of this 

chapter. The pump photons selectively excite ZnPc and no significant signal was observed in the 

bare ML-MoS2 sample. The choice of the probe wavelength was limited by the experimental set-

up. Nevertheless, this probe wavelength can detect excitation in both ZnPc and MoS2. In Figure 

5.8, the transient change in the reflectance (R/R) for the ZnPc – ML-MoS2 sample is shown 

(solid square, black), which is compared to the data obtained from a 10 nm ZnPc/SiO2/Si sample 

(open circle, red). For comparison, the signal from the ZnPc-only sample is divided by a factor 
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of 5 to account for its larger thickness. The positive signal in both traces indicates that the signal 

was originated from the ZnPc layer, which can be attributed to the photobleaching of the ZnPc’s 

B-band (an increase in R can be resulted from a decrease in absorption). The measured dynamics 

for the standalone ZnPc sample is comparable to the S1 exciton population in the same sample 

measured by TR-TPPE (solid line).   

For the ZnPc – ML-MoS2 sample, the positive signal decreases rapidly in the first 1 – 2 

ps, which is consistent to the annihilation of the S1 exciton via ultrafast CT discussed above. 

Then, the signal changes to negative after a few ps. The magnitude of this negative signal decays 

on a 100 ps timescale. First, we note that the decay time of the positive signal is similar to that of 

the CT0 population observed in the TR-TPPE experiment (Figure 5.7c). Following the decay of 

the positive signal, a long-lived negative signal appears at t ~ 20 ps. We attribute the long-lived 

negative signal to the population of electrons in ML-MoS2 resulted from the dissociation of CT 

excitons. The time for CT exciton dissociation corresponds to the disappearance of CT0 signal in 

TPPE (Figure 5.7c). Since, the probe photon energy is close to the C-exciton resonance of 

MoS2,
153

 the signal is originated from the change of C-exciton resonance by the separated 

electrons. The decay time of several 100 ps is also consistent with lifetime of electrons in MoS2 

when they are spatially separated from holes by a vdW interface in TMDC heterobilayers
154-155

. 

Based on both the transient absorption and the TR-TPPE measurements, we conclude that the 

CT0 exciton does not recombine. Instead, they dissociate into free electrons in MoS2 and holes in 

ZnPc. 

5.3.4   Interfacial electron dynamics from energetics perspective: Bulk vs ML system  

In general, the excited particle (electron) has a tendency to follow the energy path that 

requires minimum expense of its energy, in analogous to a hiker choosing his path based on the 
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height contour map. Hence, the energy position of electronic states at donor – acceptor interface 

could direct the local pathway of electron. In this section, we will compare our earlier results on 

electron dynamics between bulk and ML system from the perspective of energy landscape at the 

ZnPc – MoS2 interface. Further, we will deduce the coherent size of excitons therefrom. 

CT dynamics/ S1 dynamics 

 At first, we would like to reiterate that the ZnPc-HOMO – MoS2-VB-edge offset is 

similar for thin ZnPc films despite of energy difference more than ~ 0.6 eV between the VB-

edges at point of ML and bulk MoS2. We also observed increased band bending of ZnPc’s 

HOMO in bulk system (see section 5.3.1 for more detail). To visualize the effect of the 

interfacial energetics on the electron dynamics, the HOMO – VB-edge offset is replotted (Figure 

5.9a). In the previous section of this chapter, we reported that electron transfer from ZnPc (thin 

films) to MoS2 occurs at sub-100fs timescale for both ML and bulk systems, which is consistent 

with the similar HOMO – VB-edge offsets for thin films, 0.5 and 1 nm (see Figure 5.9a). 

However, when the ZnPc film becomes thicker (see Figure 5.9b), we find that there is a subtle 

difference in the spatial range of the CT, i.e. the distance from the interface at which the ultrafast 

CT would still occur. The temporal evolution of the normalized S1 peak intensity for ZnPc – 

ML-MoS2 and ZnPc – bulk MoS2 samples with various ZnPc film thicknesses have been shown 

in Figure 5.4b and 5.7b respectively. As the ZnPc thickness is increased to 1 – 2 nm, the S1 peak 

intensity starts to show a slower decay for the bulk-MoS2 samples. By contrast, the decay 

dynamics is independent of thickness (in the range of 0.5 – 2 nm) for the ML-MoS2 samples. 

This suggests that the ZnPc’s S1 exciton size is at least 2 nm in ML but smaller in bulk-MoS2. 

Figure 5.9b illustrates this concept where ultrafast S1 quenching is shown for thin films but for 

thicker samples S1 excitons near the ZnPc surface need to transport to the interface via 
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incoherent diffusion, hence it takes has a longer S1 decay time. Eventually, the S1 decay 

dynamics is thickness-independent when the thickness is beyond 4 nm for both samples.  

 

Figure 5.9: (a) The HOMO – VB-edge offset as a function of ZnPc thickness. (b) A schematic 

diagram to determine the coherent size of S1 exciton in ZnPc – MoS2 interface based on S1 

dynamics. (c) The temporal evolution of the intensity for the CT0 and T1 states in the 1 nm ZnPc 

– ML-MoS2 and the 1 nm ZnPc – bulk-MoS2 samples respectively. (d) A schematic diagram 

shows that a large band bending in ZnPc on bulk MoS2 can limit the extent of exciton 

delocalization and prohibit electron injection. These two factors limit the spatial range of the 

coherent CT. (e) Large band bending in ZnPc on bulk MoS2 can trap the hole of the CT exciton 

near the interface. The hole trapping together with the faster spin flipping rate in bulk-MoS2 

favor back electron transfer (BET) and T1 formation at the ZnPc/bulk-MoS2 interface. “Figures 

(a, c, d, and e) reproduced from reference [126].
126

 Copyright (2019) American Chemical 

Society.” 

 

The thickness sensitive S1 decay dynamics is directly related to the difference in the 

delocalization size, which can be correlated to the amount of band bending found in the UPS 

measurement. For the ZnPc – bulk-MoS2, the amount of the band bending (> 0.5 eV, Figure 

5.9a) is larger than the electronic coupling between neighboring phthalocyanine molecules (~0.1 

eV)
156-157

. This uneven energy landscape would limit the coherent size of the S1 exciton. The key 
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differences between the two interfaces are summarized schematically in Figure 5.9d. The steeper 

curves for ZnPc’s HOMO and S1 states indicate more band bending and uneven energy 

landscape. For ZnPc – bulk-MoS2, a S1 exciton slightly farther away from the interface cannot 

transfer its electron coherently to the MoS2. On the other hand, the lesser band bending in ZnPc 

on ML-MoS2 facilitates in the larger delocalization size of the S1 exciton, which can enable 

coherent CT even though the exciton is farther away from the interface.  

Back electron transfer vs exciton dissociation 

After the initial CT process in sub-fs time scale for both bulk and ML-MoS2 samples, we 

observed T1 exciton formation in ZnPc – bulk-MoS2 system via spin flipping in MoS2 and BET 

to ZnPc, whereas free charge carriers were generated in ZnPc – ML-MoS2 system. The T1 

formation kinetics for a 1 nm-ZnPc – bulk-MoS2 sample is reproduced in Figure 5.9c (black 

tace). The spectral signature of the T1 exciton is distinctive compared to other states as it shows 

an intense intensity rise and has a very long lifetime (100’s of ps). However, such T1 state is not 

observed for the ZnPc – ML-MoS2 interface. The longest-lived state identifiable in the 1 nm 

ZnPc – ML-MoS2 spectrum is the CT0 state. For comparison with bulk, the intensity evolution of 

this state is shown in Figure 5.9c (red trace). After the intensity is peaked at ~ 2 ps, it decreases 

monotonically with time. Hence, we do not observe the signature for the BET and T1 formation 

at the ZnPc – ML-MoS2 interface.  

For the ZnPc – bulk-MoS2 interface, we suggest two factors that favor the T1 formation. 

First, the large band bending in the ZnPc film on bulk-MoS2 can essentially trap the hole of the 

CT exciton very close to the interface (Figure 5.9e). Note that the hole has tendency to move to 

higher energy states in contrast to electron that tends to relax to lower energy states. The close 

proximity of the hole in ZnPc to the electron in MoS2 can increase the chances of the BET rather 
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than the separation. Indeed, the exchange interaction that provides the energetic driving force for 

the T1 formation is a very short-range interaction (within the size of a molecule). Hence, hole 

trapping at the interface would be a crucial step for T1 formation via the BET. The concept of the 

band bending to explain the T1 formation has been recently invoked at CuPc – GaAs interface.
158

 

Second, the spin lifetime is supposed to be longer in ML-MoS2 as compared to bulk-MoS2 

because of spin-momentum locking in ML-MoS2.
152, 159

 Indeed, recent works on ML-TMDC 

heterostructures have shown that CT excitons in these heterostructures can have a very long spin 

lifetime.
160

  

We do not observe significant T1 formation in ZnPc – ML-MoS2. Instead, the CT0 

intensity is found to decay on the order of 10s of ps (Fig. 5.9e). The disappearance of the CT0 is 

due to exciton dissociation with the holes in ZnPc and the electrons in MoS2. Details on exciton 

dissociation are explained in section 5.3.3. From the interfacial energy landscape perspective, the 

ZnPc – ML-MoS2 has less band bending (~ 0.2 eV) (Figure 5.9e). In addition, the energy offset 

between S1 – CBM is less. This creates an even energy landscape at ZnPc – ML-MoS2 interface 

which promotes the delocalization size of exciton. Unlike the pinning of hole at the interface in 

bulk system, the hole can go farther away from the interface, eventually causing the exciton 

dissociation. 

5.3.5   Charge transfer at ZnPc – bulk-WS2 interface 

We also investigated the CT dynamics at the ZnPc−bulk WSe2 interface. The 

experimental conditions were kept similar to ZnPc – bulk-MoS2.sample. The indirect gap of bulk 

WSe2 is taken to be 1.2 eV.
161

 Figure 5.10a shows type I band alignment is formed at the 

interface of ZnPc−bulk WSe2 as determined from our UPS technique. Figure 5.10b is the TR-

TPPE spectrum for the 1 nm ZnPc on the WSe2 sample. A short-lived S1 state at ∼1.7 eV can be 
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observed. Similar to the ZnPc−MoS2 interface, the decay of the S1 signal can be assigned to the 

CT from ZnPc to WSe2.  

 

Figure 5.10: (a) Type I band alignment at the ZnPc−bulk WSe2 interface measured by UPS 

experiment. Both electron and hole transfer occurs from ZnPc to WSe2 (b) TR-TPPE spectrum 

for the 1 nm ZnPc−WSe2 sample. “Figures adapted from reference [146].
146

 Copyright (2017) 

American Chemical Society.” 

 

 Notably, the long-lived T1 state was not observed in the ZnPc−WSe2 spectrum because type-I 

band alignment allows both electron transfer and hole transfer from ZnPc to WSe2 to occur. 

Without a hole in ZnPc, BET from WSe2 to ZnPc is not energetically feasible. Thus, the 

formation of T1 excitons is not possible. 

5.4   Summary 

 We thoroughly studied the CT dynamics at ZnPc – ML-MoS2 and ZnPc – bulk-MoS2 

system. Both the system had type II band alignment, a pre-requisite for exciton dissociation. 

However, exciton dissociation was only observed in ZnPc – ML-MoS2 system. In ZnPc – bulk-

MoS2 system, long-lived T1 excitons were formed via faster spin flipping and BET from MoS2 to 

ZnPc. Thus, type II band alignment alone is not enough to determine the fate of CT excitons. We 

demonstrated that the interfacial energetics, together with the spin lifetime in the TMDCs, can 
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govern the exciton dynamics. At first, we observed that for the thin films of ZnPc, VBMMoS2 – 

HOMOZnPc energy offset was found to be similar at the interface despite of large energy offset 

between the VB-edges of ML and bulk. In addition, larger band bending of ZnPc was observed 

in ZnPc – bulk-MoS2 system that limited the size of coherent CT.  By contrast, the smaller band 

bending and comparatively larger size of coherent CT in ZnPc – ML-MoS2 system was 

observed. The band bending played a critical role in determining the interfacial electron 

dynamics. The hole in ZnPc was trapped at the interface due to the large potential gradient 

associated with the stronger band bending, which favored the BET and formation of T1 excitons. 

On the other hand, the flatter band structure at the ZnPc – ML-MoS2 interface along with the 

longer spin lifetime in ML-MoS2 favored the dissociation of the CT excitons. In general, we 

demonstrated that the potential energy landscape has a significant role in governing the spatial 

range of the coherent interfacial CT process and the subsequent evolution of the CT excitons. 
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6. Conclusion and Outlook 

 

6.1   Introduction 

Solar energy is one promising renewable energy source for sustainable energy in the 

future. One method for converting solar energy into electricity is the use of organic 

photovoltaics, which have gained increasing attention due to their low cost production and 

flexibility. However, one obstacle for the commercial application of organic photovoltaics is its 

low efficiency that arises from ineffective splitting of excitons into free carriers. The ultimate 

efficiency of these devices correlates with how effectively free charge carriers can be generated 

from bound charge transfer excitons (CT excitons) at donor–acceptor interfaces. Numerous 

theoretical and experimental attempts have been made to understand the exciton dissociation 

(ED) mechanism. The plausible mechanisms for ED that stem from these attempts base on 

concepts such as entropy,
20, 79, 82-83

 electric field, structural and energetic disorder,
162-163

 

crystallinity,
22

 molecular orientation,
164-167

 energy landscape at the interface,
168-171

 molecular 

aggregate size and packing,
76

 vibronic coupling,
84, 172

 and delocalization size of wavefunction.
28, 

55, 75
 Both the “hot CT pathway” and “cold CT pathway” have been proposed as a route for the 

ED
78-81, 91-92

. Indeed, the underlying mechanism for the effective ED remains unclear. The 

pursuit of heterostructures for efficient ED pathway continues. 

The motivation of this dissertation is to investigate the underlying mechanism for 

effective ED process at donor–acceptor interfaces. Among several claimed mechanims for 

effective ED, our study focuses mainly on investigating the roles of size and orientation of 

electron-hole wavefunction, and the energy landscape at the interface. Whether CT exciton 

recombines or separates directly relates to the exciton binding energy, which in turn depends on 
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the exciton delocalization size. The greater the delocalization size, the smaller the binding energy 

is between electron and hole, and hence ED is more likely.  By using time resolved-two photon 

photoemission spectroscopy (TR-TPPE) technique, we probe temporal evolution of both energy 

and delocalization size of the CT excitons with fs temporal and nm spatial resolution (see 

Chapter 3). Our technique provides unprecedented details on how CT exciton evolves in time 

and space. 

6.2   Summary of the experimental results 

First, we summarize results from the wavefunction orientation dependence study (see 

chapter 4). The study was done on three different hybrid interfaces: F8ZnPc – ZnPc on HOPG 

(face-on), F8ZnPc – ZnPc on SiO2/Si (edge-on) and ZnPc – C60 on Au (edge-on ZnPc). Interfaces 

with face-on and edge-on orientations of the same pair of donor and acceptor molecules (ZnPc 

and F8ZnPc) were fabricated without any chemical modification. Moreover, the use of a non-

fullerene planar acceptor molecule (F8ZnPc) could have the potential to achieve better ED 

efficiency and solar cell efficiency than that with fullerene acceptors. has better orientation 

directionality over the widely used spherically symmetric fullerene acceptor, and enhances cell 

efficiency.
173-174

 For the third system, ZnPc has an edge-on orientation on the C60 crystal. 

Excitingly, contrasting exciton behaviors were observed in the two different orientations despite 

the type II band alignment was found in all three systems. For the face-on molecular orientation, 

where both electron and hole wavefunctions are delocalized along normal direction of the 

interface, dissociation of CT excitons into free charge carriers (uphill energy process) was 

observed. On the other hand, the relaxation of the hot CT excitons to lower energy (downhill 

energy process) CT excitons was observed in the two interfaces with the edge-on orientation.  
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For the ZnPc – C60 interface, the coexistence of two CT states with different energies was 

observed after the relaxation of hot CT exciton. The CT exciton delocalization size is larger for 

the higher energy CT states. While the delocalized hot CT state could facilitate effective ED, a 

mechanism to quickly extract the charge from hot CT state is needed because the hot CT 

excitons have a short lifetime (< 1ps). Nevertheless, it is reported that cold exciton can dissociate 

via thermal activation,
90

 but the yield for charge generation from cold excitons is low because it 

is too slow to compete with other recombination channels. Hence, we conclude that interfaces 

with face-on stacking are likely to provide efficient kinetic pathway for ED. 

 Moreover, we investigated the role of interfacial energy landscape on the ED dynamics 

using organic – TMD interfaces (ZnPc – bulk-MoS2 and ZnPc – ML-MoS2) as model systems 

(see chapter 5). This study is motivated from the fact that interfacial electronic states can govern 

electron dynamics and play a substantial role in ED process. ZnPc maintains face-on orientation 

on both bulk and ML MoS2. Both interfaces have type II band alignment. Although CT from 

ZnPc to MoS2 occurs at both interfaces on sub-fs timescale, the two interfaces exhibit very 

different exciton dynamics following the initial CT. This difference can be explained by 

considering the different amount of band bending in the ZnPc film deposited on ML-MoS2 and 

bulk-MoS2. At the ZnPc – ML-MoS2 interface, CT excitons dissociate into free electrons and 

holes in ~ 10 ps. Such free charge carrier generation is attributed to the less band bending in 

ZnPc (~ 0.2 eV) deposited on ML-MoS2. On the contrary, back electron transfer (BET) from 

bulk-MoS2 to ZnPc is observed, which results in the formation of T1 excitons in the ZnPc layer. 

This is explained by the larger band bending in ZnPc (> 0.5 eV) deposited on bulk-MoS2, which 

caused hole trapping near the interface and the BET. The shorter spin lifetime in bulk-MoS2 

compared to ML-MoS2 makes the triplet formation process kinetically favorable. Our finding 
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suggests that less band bending is favored for the separation of CT excitons, and hence the 

effective exciton generation. In addition, the type II band alignment at the interface by itself 

cannot be a sole predictor for determining whether free carriers can be generated effectively from 

the interface. 

6.3   Closing remarks and future direction 

Exciton dissociation at organic-based interfaces has been studied extensively for more 

than a decade; however, the dissociation mechanism is still intriguing. We have made our sincere 

efforts to understand the exciton dissociation mechanism via control of wavefunction orientation 

at interface. We demonstrated that certain geometrical constraint imposed on delocalized 

electron and hole wavefunction orientation enhances ED process. Next, we investigated organic 

– TMDs, a new class of mixed van der Waals heterostructure, to understand the role of 

interfacial energetics on ED process. Even energy landscape at the interface was favorable for 

coherent transport and free charge carrier generation. We hope our experimental findings will be 

helpful in understanding the fundamentals of effective exciton dissociation mechanism and will 

interest the readers, especially those working in the field of organic-based heterostructures.   

In future, the concept of multilayer and energy level cascade structure applied in organic 

– organic and TMD – TMDs to effectively extract charge carriers could be employed in organic 

– TMDs heterostructures. More importantly, organic – TMDs can be easily stacked by van der 

Waals interaction and benefit by utilizing the complimentary properties of each other. The 

heterostructures can even come up with the new properties, which neither material possess. 

However, identifying interesting properties of the heterostructures from abundant sources of 

organic and TMDs would be challenging, but it can establish them as a promising flexible 

material in photovoltaic and optoelectronics fields.  
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