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Abstract 

 

An efficient subsurface imaging method employing back-scattered surface waves is developed to 

detect near-surface underground elastic-wave velocity anomalies, such as tunnels, sinkholes, 

fractures, faults, and abandoned manmade infrastructures. The back-scattered surface waves are 

generated by seismic waves impinging on the velocity anomalies and diffracting back toward the 

source. These wave events contain plentiful information of the subsurface velocity anomalies 

including spatial location, shape, size, and velocity of the interior medium. Studies have 

demonstrated that the back-scattered surface waves can be easily distinguished in the frequency-

wavenumber (F-k) domain and have less interference by other wave modes. Based on these 

features, a near-surface velocity anomaly detection method by using waveform inversion of the 

back-scattered surface waves (BSWI) is proposed. The main objective of this thesis is to review 

the theoretical background and study the feasibility of the proposed BSWI method. 

The proposed BSWI method is tested with numerical and real-world examples. First, the 

numerical example uses the conventional full-waveform inversion (FWI) method as a benchmark 

to demonstrate the efficiency of BSWI method in detecting shallow velocity anomalies. Then, 

the BSWI method is tested with field data. In this study, 2D seismic data were acquired over a 

manmade concrete tunnel located on the main campus of the University of Kansas (KU). 

Different workflows including FWI method and BSWI method are applied to the acquired data 

and tested for imaging the known tunnel. The field example demonstrates that BSWI can 

accurately image the tunnel. Compared with FWI, BSWI is less demanding in data processing. 

Finally, this thesis concludes that the proposed BSWI method is capable of efficiently detecting a 

near-surface tunnel with the minimum amount of data processing which lends it as a method 

suitable for application in the field. 
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Chapter I: Introduction 

A significant environmental and engineering geophysical task is to obtain accurate images of 

near-surface (upper 10-100 m) structures, such as tunnels, sinkholes, fractures, and faults. These 

structures give rise to seismic velocity anomalies which introduce disturbances, including 

reflections, refractions, and diffractions, to the propagating wavefield. The information contained 

in the wavefield disturbances, such as traveltime, magnitude, and polarity, can be used to resolve 

the subsurface velocity structure and the location of the velocity anomalies. Among all the 

disturbances in the seismic wavefield, the author considers back-scattered surface waves which 

are generated by seismic waves impinging on the velocity anomalies and diffracting back toward 

the source. These back-scattered events have less interference by other wave modes. In addition, 

the back-scattered surface waves can be easily distinguished in the frequency-wavenumber (F-k) 

domain. Xia et al. (2007) studied and demonstrated the feasibility of using the back-scattered 

surface waves to detect near-surface features. Therefore, the back-scattered surface waves are 

potential resources to efficiently resolve the spatial location and velocity structure of the 

anomalies.  

In this research, the author developed a back-scattered surface wave waveform inversion (BSWI) 

method to detect near-surface tunnels. In this inversion method, the objective function is 

designed to be sensitive to the misfit of the back-scattered waveforms. The author tested the 

proposed method on numerical and field data and compared its performance with the 

conventional waveform inversion method. The results of this research have demonstrated the 

effectiveness and efficiency of the proposed method. Furthermore, because of the high signal-

noise-ratio (SNR) of the back-scattered surface waves in the F-k domain, the BSWI requires less 
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effort in data processing. These features enable the BSWI to perform efficient in-situ tunnel 

detections. 

To resolve near-surface velocity structures, the conventional seismic methods include reflection 

method, refraction method, surface wave method, and tomography method. The pure reflection 

and refraction methods image the subsurface velocity structures in the data domain. However, 

the necessary data processing steps required by these methods are time-consuming and usually 

demand experience in interpretation. Often, these two methods are combined with the surface 

wave methods and tomography methods when the subsurface velocity structure is complicated.  

A conventional surface wave method is the multi-channel analysis of surface waves (MASW; 

Park et al., 1999). The conventional MASW method is a pseudo-2D approach that each shot 

produces a most-likely 1D shear wave velocity for the vertical transversely isotropic (VTI) 

model. Then, each 1D Vs profile is placed at a surface location corresponding to the midpoint of 

the receiver spread where a series of coincident shots are combined to produce a 2D profile (Park 

et al., 2007). Consequently, if the size of the anomaly is smaller than the separation between the 

two nearest midpoints or receivers, the image could be below the reasonable resolving level of 

the method. Despite the lateral resolution limitation of the method, surface waves are being 

widely used for near surface imaging because these methods are robust and adaptable to various 

geological conditions. 

Tomography methods include travel-time tomography method and waveform tomography 

method.  These tomography methods minimize the differences between observation and 

simulation of seismic waves in terms of travel-time or waveform. The travel-time tomography 

methods commonly use ray-theory (Jacob, 1970) or eikonal equation (Born М, 1964) to simulate 
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the seismic wave travel time between any pair of two nodes in velocity model. Meanwhile, the 

waveform tomography methods (Full-waveform inversion; Tarantola, 1984) are data-driven 

inversion approach of quantifying models of rock properties by iteratively minimizing the 

objective function constructed by the misfits between the observed and simulated waveforms. 

The tomography methods have improved the imaging resolution to the wavelength-level by 

utilizing wave equations during the imaging process. However, the tomography methods are 

demanding in signal processing. For the travel-time tomography, the travel times for the 

reflection or refraction events need to be picked from the seismograms. The time-picking process 

is relative easier if the area of interest is deep in the earth because the large travel time allows the 

wave modes with different velocities to separate. However, for near surface surveys, the 

incomplete separation in wave modes render the time-picking process difficult. For the 

waveform tomography, routine signal processing includes source signal estimation and noise 

attenuation. These signal processing steps are time-consuming and demanding, which prevents 

the conventional waveform tomography methods from becoming an efficient in-situ near surface 

imaging method. 

The back-scattered waves are generated by seismic waves impinging on the velocity anomalies 

and diffracting back toward the source. This unique propagation mode results in that back-

scattered waves containing less consistent noise. Among the back-scattered events, the back-

scattered surface waves, which have large magnitudes and decay slowly with time and travel 

distance, are dominant in elastic energy. A classical digital signal processing method - 

frequency-wavenumber domain filtering - can drastically enhance the back-scattered waves. In 

the frequency-wavenumber (F-k) domain, the back-scattered surface waves are evident and can 

be used to determine the location of the velocity anomalies. In this research, the author 
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developed a new method for near surface velocity anomaly detection by using waveform 

inversion of the back-scattered surface waves. During the waveform inversion, the author 

designed an objective function which is sensitive to the back-scattered wavefield. With this 

changing of weight in the objective function, the proposed method is demonstrated to be efficient 

in near surface velocity anomaly detection. 

This research includes numerical and field experiments. The numerical examples include a 

checkerboard-model test and a single-sinkhole-model test. These numerical examples are used to 

demonstrate the feasibility of the proposed method. Using a field seismic data acquired over an 

underground manmade concrete tunnel, the author researched the application of the new method 

in accurately seismic imaging the near surface. The tunnel is located on the main campus of 

University of Kansas (KU). The 2D seismic data were acquired by the Department of Geology of 

KU in 2014. This survey includes a fixed spread of forty-eight vertical-component 28 Hz 

geophones. This data set allows the author to test and study the tunnel imaging in the urban 

environment by using the proposed method. The successful outcomes of the numerical and field 

examples demonstrate the feasibility and efficiency of the proposed BSWI method in detecting 

near surface velocity anomalies. 
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Chapter II: Literature Review 

Determining near surface seismic structures and detecting underground voids are important 

concerns for public safety. Therefore, various surface-wave-based seismic methods have been 

applied to investigate velocity structures on the top (10-100 m) region of the crust. Multi-channel 

analysis of surface waves (MASW; Park et al., 1999) has been used to study near surface shear-

wave velocity structures for over two decades. Ivanov et al. (2013) applied joint analysis of 

refractions with surface waves (JARS) for profiling of surface wave and body wave structures. 

Sloan et al. (2010) used multiple seismic wave modes including diffracted body waves, back-

scattered surface waves, and reflected waves for void detection. Livers et al. (2015) performed a 

parallel beamsteering method by using the F-k filtering to enhance tunnel image. In general 

application, Sloan et al. (2015) successfully detected a series of clandestine tunnels by using the 

P-wave diffraction method and surface-wave back-scatter technique.  

Numerical and field studies have reported success in profiling subsurface velocity structures by 

using the full-waveform inversion (FWI; Tarantola, 1984; Mora, 1987). The resolution of FWI is 

defined by the scattering wavenumber, which is related to the frequency and diffraction angle 

(Virieux and Operto, 2009). In the past few decades, FWI has been widely used for solving near 

surface geological engineering problems. By taking advantage of high-energy surface waves, 

successful near-surface FWI applications have revealed the potential of FWI as an advanced 

seismic imaging method at the near-surface. Amrouche and Yamanaka (2014) studied shallow 

soil profiling using 2D FWI. Dou and Ajo-Franklin (2014) applied FWI of surface waves for 

mapping seismic structures in permafrost. Yuan et al. (2015) utilized a wavelet-multiscale 

adjoint scheme for the waveform inversion of seismic data including surface waves and body 

waves. 
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This research is also inspired by successful applications of FWI in the civil and environmental 

engineering. Chen et al. (2016) successfully applied a frequency-dependent traveltime 

tomography and the FWI on the P- and SH-wave refraction data to detect a known near-surface 

tunnel. Wang et al. (2018) and Smith et al. (2018) applied the 2D and 3D FWI to detect a 10-

meter-deep hand-dug tunnel at the Yuma Proving Ground, Arizona. Tran and Sperry (2018) 

applied FWI with a land-streamer acquisition system to assess roadway subsidence. Sherman et 

al. (2018) determined the location of a manmade tunnel at the Black Diamond Mines, CA. These 

studies indicate that the application of FWI to near-surface narrow-aperture datasets has great 

potential in the near-surface engineering and environmental imaging tasks.   
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Chapter III: Methods 

This chapter introduces the theoretical background of the proposed BSWI method and the 

geology background of the site of interest. The theory presented includes: 

(1) Time domain finite difference solution to 2D elastic wave equations. 

(2) Adjoint problem of 2D waveform inversion.  

(3) Conjugate gradient optimization method. 

(4) Frequency-wavenumber domain filtering. 

Based on this background theory, the BSWI method is derived particularly to resolve the near-

surface scatter detection problem. 

Time domain Finite difference (FDTD) solution to elastic wave equations 

In this part, the 3D elastic wave equation will be introduced in general and then the 2D elastic 

wave equations will be obtained automatically. In 3D space, let displacement vector 𝛿 be 

𝛿(𝑥, 𝑦, 𝑧, 𝑡) = [

𝛿1(𝑥, 𝑦, 𝑧, 𝑡)

𝛿2(𝑥, 𝑦, 𝑧, 𝑡)

𝛿3(𝑥, 𝑦, 𝑧, 𝑡)

] = [

𝑋(𝑥, 𝑦, 𝑧, 𝑡)

𝑌(𝑥, 𝑦, 𝑧, 𝑡)

𝑍(𝑥, 𝑦, 𝑧, 𝑡)
] − [

𝑥
𝑦
𝑧
]. (1) 

[

𝑋(𝑥, 𝑦, 𝑧, 𝑡)

𝑌(𝑥, 𝑦, 𝑧, 𝑡)

𝑍(𝑥, 𝑦, 𝑧, 𝑡)
] represents the location at time t, and [

𝑥
𝑦
𝑧
] is the reference location. The velocity 

vector �⃗⃗� is the time derivative of displacement vector 



16 
 

�⃗⃗�(𝑥, 𝑦, 𝑧, 𝑡) = [

𝑢(𝑥, 𝑦, 𝑧, 𝑡)

𝑣(𝑥, 𝑦, 𝑧, 𝑡)

𝑤(𝑥, 𝑦, 𝑧, 𝑡)
] 

= [

𝛿𝑡
1(𝑥, 𝑦, 𝑧, 𝑡)

𝛿𝑡
2(𝑥, 𝑦, 𝑧, 𝑡)

𝛿𝑡
3(𝑥, 𝑦, 𝑧, 𝑡)

] 

(2) 

The displacement gradient ∇𝛿 is the strain within body (ε) plus the rigid rotations (Ω): 

∇𝛿 = ε + Ω = [

𝛿𝑥
1 𝛿𝑦

1 𝛿𝑧
1

𝛿𝑥
2 𝛿𝑦

2 𝛿𝑦
2

𝛿𝑥
3 𝛿𝑦

3 𝛿𝑧
3

] 

= [

𝛿𝑥𝑥 𝛿𝑥𝑦 𝛿𝑥𝑧
𝛿𝑦𝑥 𝛿𝑦𝑦 𝛿𝑦𝑧
𝛿𝑧𝑥 𝛿𝑧𝑦 𝛿𝑧𝑧

] 

= [

𝑋𝑥 − 1 𝑋𝑦 𝑋𝑧
𝑌𝑥 𝑌𝑦 − 1 𝑌𝑧
𝑍𝑥 𝑍𝑦 𝑍𝑧 − 1

]. 

(3) 

The strain matrix ε , which is symmetric, can be written as 

ε =
1

2
[∇𝛿 + (∇𝛿)

𝑇
] =

[
 
 
 
 
 𝛿𝑥

1
1

2
(𝛿𝑦
1 + 𝛿𝑥

2)
1

2
(𝛿𝑧
1 + 𝛿𝑥

3)

1

2
(𝛿𝑥
2 + 𝛿𝑦

1) 𝛿𝑦
2

1

2
(𝛿𝑧
2 + 𝛿𝑦

3)

1

2
(𝛿𝑥
3 + 𝛿𝑧

1)
1

2
(𝛿𝑦
3 + 𝛿𝑧

2) 𝛿𝑧
3

]
 
 
 
 
 

 

= [
ε11 ε12 ε13

ε21 ε22 ε23

ε31 ε32 ε33
] = [

ε𝑥𝑥 εxy εxz
εyx ε𝑦𝑦 εyz
εzx εzy ε𝑧𝑧

]. 

(4) 

And the rotation matrix Ω, which is skew-symmetric, can be written as 
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Ω =
1

2
[∇𝛿 − (∇𝛿)

𝑇
] 

=

[
 
 
 
 
 0

1

2
(𝛿𝑦
1 − 𝛿𝑥

2)
1

2
(𝛿𝑧
1 − 𝛿𝑥

3)

1

2
(𝛿𝑥
2 − 𝛿𝑦

1) 0
1

2
(𝛿𝑧
2 − 𝛿𝑦

3)

1

2
(𝛿𝑥
3 − 𝛿𝑧

1)
1

2
(𝛿𝑦
3 − 𝛿𝑧

2) 0 ]
 
 
 
 
 

 

(5) 

Because of  the velocity vector �⃗⃗� is the time derivative of displacement vector 𝛿, the following 

equations are describing the motion of an elastic body, 

{
 
 
 
 

 
 
 
 εt
11 =

𝜕

𝜕𝑡
𝛿𝑥
1 = 𝑢𝑥

εt
22 =

𝜕

𝜕𝑡
𝛿𝑦
2 = 𝑣𝑦

εt
33 =

𝜕

𝜕𝑡
𝛿𝑧
3 = 𝑤𝑧

εt
12 =

𝜕

𝜕𝑡
[
1

2
(𝛿𝑦
1 + 𝛿𝑥

2)] =
1

2
(𝑣𝑥 + 𝑢𝑦)

εt
23 =

𝜕

𝜕𝑡
[
1

2
(𝛿𝑧
2 + 𝛿𝑦

3)] =
1

2
(𝑣𝑧 + 𝑤𝑦)

εt
31 =

𝜕

𝜕𝑡
[
1

2
(𝛿𝑥
3 + 𝛿𝑧

1)] =
1

2
(𝑢𝑧 + 𝑤𝑥)

.                                        (6) 

By using Newton’s second law, the density ρ and the acceleration of a unit elastic body relate to 

the stress matrix (σ): 

𝜌
∂2δj

∂t2
=
𝜕𝜎𝑖𝑗

𝜕𝑥𝑖
, 

σ = [
σ11 σ12 σ13

σ21 σ22 σ23

σ31 σ32 σ33
]. 

The following equations can be derived by applying Newton’s second law, 
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{

ρut − 𝜎𝑥
11 − 𝜎𝑦

12 − 𝜎𝑧
13 = 0,

ρvt − 𝜎𝑥
21 − 𝜎𝑦

22 − 𝜎𝑧
23 = 0,

ρ𝑤t − 𝜎𝑥
31 − 𝜎𝑦

32 − 𝜎𝑧
33 = 0.

 
(7) 

By Hooke’s law there is a linear relation between the strain and stress in an elastic body when 

the strain is no greater than then limit of proportionality: 

σ = E ∗ ε. 

E is the Young’s modulus which relates tensors of strain and stress. To connect the elements of 

the strain tensor, use the Poisson’s ratio which is defined as 

γ =
𝑙𝑎𝑡𝑒𝑟𝑎𝑙 𝑠𝑡𝑟𝑎𝑖𝑛

𝑎𝑥𝑖𝑎𝑙 𝑠𝑡𝑟𝑎𝑖𝑛
, 

and hence there are 

ε22 = ε33 = −𝛾ε11 = −
𝛾

𝐸
𝜎11.                                                (8) 

Define the shear modulus as 

μ =
𝐸

2(1+𝛾)
, 

then we have 

{
 
 
 
 

 
 
 
 
σ12 = 2𝜇휀12,

σ13 = 2𝜇휀13,

σ23 = 2𝜇휀23,

ε11 =
1

𝐸
𝜎11 −

𝛾

𝐸
𝜎22 −

𝛾

𝐸
𝜎33,

ε22 =
1

𝐸
𝜎22 −

𝛾

𝐸
𝜎11 −

𝛾

𝐸
𝜎22,

ε33 =
1

𝐸
𝜎33 −

𝛾

𝐸
𝜎11 −

𝛾

𝐸
𝜎22.

 
(9) 
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To simplify equations (9) in matrix form, we have 

[
 
 
 
 
 
ε11

ε22

ε33

ε12

ε23

ε31]
 
 
 
 
 

=

[
 
 
 
 
 
 
 
 
 
 
 
 
1

𝐸
−
𝛾

𝐸
−
𝛾

𝐸
0 0 0

−
𝛾

𝐸

1

𝐸
−
𝛾

𝐸
0 0 0

−
𝛾

𝐸
−
𝛾

𝐸

1

𝐸
0 0 0

0 0 0
1

2𝜇
0 0

0 0 0 0
1

2𝜇
0

0 0 0 0 0
1

2𝜇]
 
 
 
 
 
 
 
 
 
 
 
 

[
 
 
 
 
 
σ11

σ22

σ33

σ12

σ23

σ31]
 
 
 
 
 

. 
(10) 

With the introduction of Lamé parameters λ and μ,  

λ =
𝛾𝐸

(1+𝛾)(1−2𝛾)
, 

μ =
𝐸

2(1+𝛾)
, 

the equations of stress matrix in terms of strain matrix becomes 

[
 
 
 
 
 
σ11

σ22

σ33

σ12

σ23

σ31]
 
 
 
 
 

=

[
 
 
 
 
 
𝜆 + 2𝜇 𝜆 𝜆 0 0 0
𝜆 𝜆 + 2𝜇 𝜆 0 0 0
𝜆 𝜆 𝜆 + 2𝜇 0 0 0
0 0 0 2𝜇 0 0
0 0 0 0 2𝜇 0
0 0 0 0 0 2𝜇]

 
 
 
 
 

[
 
 
 
 
 
ε11

ε22

ε33

ε12

ε23

ε31]
 
 
 
 
 

, 
(11) 

equation (14) can be written in terms of stress tensor σij and strain tensor εkl  

σij = 𝑐𝑖𝑗𝑘𝑙εkl. (12) 

In this expression (12), cijkl are the components of the fourth-order stiffness tensor of elastic 

moduli. The fourth-order stiffness tensor has 81 and 16 components for 3D and 2D problems, 



20 
 

respectively. Derivate (11) with respect to time t and together with equation (7), we have the 

following equations 

{
 
 
 
 
 

 
 
 
 
 
𝜎𝑡
11 − (𝜆 + 2𝜇)𝑢𝑥 − 𝜆𝑣𝑦 − 𝜆𝑤𝑧 = 0,

𝜎𝑡
22 − 𝜆𝑢𝑥 − (𝜆 + 2𝜇)𝑣𝑦 − 𝜆𝑤𝑧 = 0,

𝜎𝑡
33 − 𝜆𝑢𝑥 − 𝜆𝑣𝑦 − (𝜆 + 2𝜇)𝑤𝑧 = 0,

𝜎𝑡
12 − 𝜇(𝑣𝑥 + 𝑢𝑦) = 0,

𝜎𝑡
23 − 𝜇(𝑣𝑧 +𝑤𝑦) = 0,

𝜎𝑡
13 − 𝜇(𝑢𝑧 + 𝑤𝑥) = 0,

ρ𝑢t − 𝜎𝑥
11 − 𝜎𝑦

12 − 𝜎𝑧
13 = 0,

ρ𝑣t − 𝜎𝑥
21 − 𝜎𝑦

22 − 𝜎𝑧
23 = 0,

ρ𝑤t − 𝜎𝑥
31 − 𝜎𝑦

32 − 𝜎𝑧
33 = 0.

 
(13) 

In 2D (x-y plane), these equations reduce to 

{
 
 
 

 
 
 
𝜎𝑡
11 − (𝜆 + 2𝜇)𝑢𝑥 − 𝜆𝑣𝑦 = 0,

𝜎𝑡
22 − 𝜆𝑢𝑥 − (𝜆 + 2𝜇)𝑣𝑦 = 0,

𝜎𝑡
12 − 𝜇(𝑣𝑥 + 𝑢𝑦) = 0,

𝜎𝑡
21 − 𝜇(𝑣𝑦 + 𝑢𝑥) = 0,

ρ𝑢t − 𝜎𝑥
11 − 𝜎𝑦

12 = 0,

ρ𝑣t − 𝜎𝑥
21 − 𝜎𝑦

22 = 0.

 
(14) 

In this research, the author utilized a time domain finite difference (FDTD) method to calculate 

the numerical solution to the 2D elastic wave equations. For each time step, the utilized finite 

difference method updates first the stress tensor then the velocity vector. The finite difference 

scheme used in this research is a staggered scheme (Levander, 1988; Virieux, 1986) which does 

not place the variables on the same grid points when calculating the spatial derivatives. To 

specify, the utilized FD scheme can be explicitly written as 
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{
  
 

  
 𝜇𝑥𝑦 [𝑗 +

1

2
] [𝑖 +

1

2
] = [

1

4
(𝜇−1[𝑗][𝑖] + 𝜇−1[𝑗][𝑖 + 1] + 𝜇−1[𝑗 + 1][𝑖 + 1] + 𝜇−1[𝑗 + 1][𝑖])]

−1

,

𝜌𝑥[𝑗] [𝑖 +
1

2
] =

1

2
(𝜌[𝑗][𝑖 + 1] + 𝜌[𝑗][𝑖]),

𝜌𝑥 [𝑗 +
1

2
] [𝑖] =

1

2
(𝜌[𝑗 + 1][𝑖] + 𝜌[𝑗][𝑖]).

 (15) 

To update the stress matrix, there are equations 

{
 
 
 
 
 
 
 

 
 
 
 
 
 
 
𝑢x[𝑗][𝑖] ≈

𝑢[𝑗] [𝑖 +
1
2
] − 𝑢[𝑗] [𝑖 −

1
2
]

𝑑ℎ
,

𝑣𝑦[𝑗][𝑖] ≈
𝑣 [𝑗 +

1
2
] [𝑖] − 𝑣 [𝑗 −

1
2
] [𝑖]

𝑑ℎ
,

𝑢𝑦 [𝑗 +
1

2
] [𝑖 +

1

2
] ≈

𝑢[𝑗 + 1] [𝑖 +
1
2
] − 𝑢[𝑗] [𝑖 +

1
2
]

𝑑ℎ
,

𝑣𝑥 [𝑗 +
1

2
] [𝑖 +

1

2
] ≈

𝑣 [𝑗 +
1
2
] [𝑖 + 1] − 𝑣 [𝑗 +

1
2
] [𝑖]

𝑑ℎ
,

𝜎𝑛+1
11 [𝑗][𝑖] ≈ 𝜎𝑛

11[𝑗][𝑖] + 𝑑𝑡 ∙ 𝜆[𝑗][𝑖] ∙ (𝑢𝑥[𝑗][𝑖] + 𝑣𝑦[𝑗][𝑖]) + 2𝑑𝑡 ∙ 𝜇𝑥𝑦[𝑗][𝑖] ∙ 𝑢𝑥[𝑗][𝑖],

𝜎𝑛+1
22 [𝑗][𝑖] ≈ 𝜎𝑛

22[𝑗][𝑖] + 𝑑𝑡 ∙ 𝜆[𝑗][𝑖] ∙ (𝑢𝑥[𝑗][𝑖] + 𝑣𝑦[𝑗][𝑖]) + 2𝑑𝑡 ∙ 𝜇𝑥𝑦[𝑗][𝑖] ∙ 𝑣𝑦[𝑗][𝑖],

𝜎𝑛+1
12 [𝑗 +

1

2
] [𝑖 +

1

2
] ≈ 𝜎𝑛

12 [𝑗 +
1

2
] [𝑖 +

1

2
] + 𝑑𝑡 ∙ 𝜇 [𝑗 +

1

2
] [𝑖 +

1

2
] ∙ (𝑢𝑦 [𝑗 +

1

2
] [𝑖 +

1

2
] + 𝑣𝑥 [𝑗 +

1

2
] [𝑖 +

1

2
]) .

 (16) 

And to update the velocity vector, there are equations 

{
 
 
 
 

 
 
 
 𝑢𝑡𝑡

𝑛 [𝑗] [𝑖 +
1

2
] ≈ 𝜎11[𝑗][𝑖 + 1] − 𝜎11[𝑗][𝑖] + 𝜎12 [𝑗 +

1

2
] [𝑖] − 𝜎12 [𝑗 −

1

2
] [𝑖],

𝑣𝑡𝑡
𝑛 [𝑗] [𝑖 +

1

2
] ≈ 𝜎12[𝑗] [𝑖 +

1

2
] − 𝜎12[𝑗] [𝑖 −

1

2
] + 𝜎22[𝑗 + 1][𝑖] − 𝜎22[𝑗][𝑖],

𝑢𝑛+1[𝑗] [𝑖 +
1

2
] ≈ 𝑢𝑛[𝑗] [𝑖 +

1

2
] +

𝑑𝑡

𝑑ℎ ∙ 𝜌𝑥[𝑗] [𝑖 +
1
2]
∙ 𝑢𝑡𝑡
𝑛 [𝑗] [𝑖 +

1

2
] ,

𝑣𝑛+1 [𝑗 +
1

2
] [𝑖] ≈ 𝑣𝑛 [𝑗 +

1

2
] [𝑖] +

𝑑𝑡

𝑑ℎ ∙ 𝜌𝑦 [𝑗 +
1
2]
[𝑖]
∙ 𝑣𝑡𝑡
𝑛 [𝑗 +

1

2
] [𝑖].

 (17) 

For boundary treatment, an unsplit convolutional perfectly matched layer (PML) absorbing 

boundary condition (Komatitsch & Martin, 2007) is applied to reduce the reflection from the 

boundaries. 
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Adjoint problem of 2D waveform inversion. 

The misfit in 2D data 𝒖 = [𝑢𝑥, 𝑢𝑦]
T
 can be measured by a vector norm |𝐿|p which is defined for 

p=1, 2, …, ∞ as 

|𝐿|p = [∫𝑑𝑡|𝛿𝒖(𝑡)|
𝑝]

1
𝑝

 

= (∑|𝛿𝒖𝑖|

𝑛𝑡

𝑖=0

𝑝

)

1
𝑝⁄

. 

δ𝒖 = 𝒖𝑠𝑦𝑛 − 𝒖𝑜𝑏𝑠. 

Especially, the L2-norm  

E = |𝐿|2 

=
1

2
𝛿𝒖𝑇𝛿𝒖 

=
1

2
∑ ∫𝑑𝑡 ∑ 𝛿𝑢2(𝑥𝑠⃗⃗  ⃗, 𝑥𝑟⃗⃗⃗⃗ , 𝑡)

𝑟𝑒𝑐𝑒𝑖𝑣𝑒𝑟𝑠𝑠𝑜𝑢𝑟𝑐𝑒𝑠

. 

(18) 

𝛿𝑢(𝑥𝑠⃗⃗  ⃗, 𝑥𝑟⃗⃗⃗⃗ , 𝑡) is the data residual at station (𝑥𝑠⃗⃗  ⃗, 𝑥𝑟⃗⃗⃗⃗ ) at time 𝑡. 

Derivate (18) with respect to the model parameter m we get 

𝜕𝐸

𝜕𝑚
= ∑ ∫𝑑𝑡 ∑

𝜕𝛿𝒖𝑟,𝑠
𝜕𝑚

𝛿𝒖

𝑟𝑒𝑐𝑒𝑖𝑣𝑒𝑟𝑠𝑠𝑜𝑢𝑟𝑐𝑒𝑠

 

= ∑ ∫𝑑𝑡 ∑
𝜕(𝒖𝑟,𝑠

𝑠𝑦𝑛(𝑚) − 𝒖𝑟,𝑠
𝑜𝑏𝑠)

𝜕𝑚
𝛿𝒖

𝑟𝑒𝑐𝑒𝑖𝑣𝑒𝑟𝑠𝑠𝑜𝑢𝑟𝑐𝑒𝑠

 

= ∑ ∫𝑑𝑡 ∑
𝜕𝒖𝑟,𝑠

𝑠𝑦𝑛(𝑚)

𝜕𝑚
𝛿𝒖

𝑟𝑒𝑐𝑒𝑖𝑣𝑒𝑟𝑠𝑠𝑜𝑢𝑟𝑐𝑒𝑠

. 

(19) 
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Next, we consider the mapping between model space and data space. If the Frechét derivative 
𝜕𝑢

𝜕𝑚
 

is known, a small perturbation of data space δ�̂� can be represented by an integral of all small 

perturbation in model space δ𝑚 over the model volume Ω 

δ�̂� = ∫ 𝑑𝜔
 

Ω

𝜕𝑢

𝜕𝑚
𝛿𝑚. 

(20) 

And similarly, small changes in the data space δ𝑢′ can be integrated to calculate the change in 

the model space δm′ 

δm′ = ∫𝑑𝜔
 

Ω

[
𝜕𝑢

𝜕𝑚
]
∗

𝛿�̂�′ 

= ∑ ∫𝑑𝑡 ∑ [
𝜕𝑢𝑟,𝑠
𝜕𝑚

]
∗

𝛿�̂�′

𝑟𝑒𝑐𝑒𝑖𝑣𝑒𝑟𝑠𝑠𝑜𝑢𝑟𝑐𝑒𝑠

. 

(21) 

The asterisk sign denotes the conjugate transpose. We introduce linear operators 

δ�̂� = �̂�𝛿𝑚 = ∫𝑑𝜔
 

Ω

𝜕𝑢

𝜕𝑚
𝛿𝑚, (22) 

δm′ = �̂�∗𝛿�̂�′ = ∫𝑑𝜔
 

Ω

[
𝜕𝑢

𝜕𝑚
]
∗

𝛿�̂�′. 
(23) 

It has been shown that for seismic wave tomography problem, the kernels of �̂� and its adjoint 

counterpart are identical (Chapter 5.4.2, Tarantola, 2005) 

[
𝜕𝑢

𝜕𝑚
]
∗

= [
𝜕𝑢

𝜕𝑚
]. (24) 

Then, we substitute 
𝜕𝑢

𝜕𝑚
 with [

𝜕𝑢

𝜕𝑚
]
∗

 in equation (21) to find that small model space perturbation 

δm′ can be calculated with 
𝜕𝐸

𝜕𝑚
 which is defined in equation (19) 
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δm′ = ∫𝑑𝜔
 

Ω

[
𝜕𝑢

𝜕𝑚
]
∗

𝛿�̂�′ 

= ∑ ∫𝑑𝑡 ∑ [
𝜕𝑢𝑟,𝑠
𝜕𝑚

]
∗

𝛿�̂�′

𝑟𝑒𝑐𝑒𝑖𝑣𝑒𝑟𝑠𝑠𝑜𝑢𝑟𝑐𝑒𝑠

 

= ∑ ∫𝑑𝑡 ∑
𝜕𝑢𝑟,𝑠
𝜕𝑚

𝛿�̂�′

𝑟𝑒𝑐𝑒𝑖𝑣𝑒𝑟𝑠𝑠𝑜𝑢𝑟𝑐𝑒𝑠

 

=
∂E

∂m
 . 

(25) 

Apply this adjoint method to 2D elastic wavefield inverse problem. Adjust the 2D elastic wave 

equations (12) and (14) by introducing source terms, we obtain equations 

σij − 𝑐𝑖𝑗𝑘𝑙εkl = 𝑇𝑖𝑗. (26) 

{
 
 
 
 

 
 
 
 ε𝑥𝑦 =

1

2
(
𝜕𝑢𝑥
𝜕𝑦

+
𝜕𝑢𝑦

𝜕𝑥
) ,

εyx =
1

2
(
𝜕𝑢𝑦

𝜕𝑥
+
𝜕𝑢𝑥
𝜕𝑦
) ,

ρ
∂2𝑢𝑥
∂t2

−
𝜕𝜎11

𝜕𝑥
−
𝜕𝜎12

𝜕𝑦
= 𝑓𝑥(𝑡),

ρ
∂2𝑢𝑦

∂t2
−
𝜕𝜎21

𝜕𝑥
−
𝜕𝜎22

𝜕𝑦
= 𝑓𝑦(𝑡).

 
(27) 

In equations (26) and (27), 𝑓𝑥, 𝑓𝑦, and Tij are source terms for volume in x- and y-direction and 

surface forces, respectively. With small perturbations in every parameter 

{
 
 

 
 
𝑢i → 𝑢𝑖 + 𝛿𝑢𝑖 ,
ρ → ρ + δρ,
𝜎𝑖𝑗 → 𝜎𝑖𝑗 + 𝛿𝜎𝑖𝑗 ,

𝑐𝑖𝑗𝑘𝑙 → 𝑐𝑖𝑗𝑘𝑙 + 𝛿𝑐𝑖𝑗𝑘𝑙,

εij → εij + 𝛿εij,

 (28) 

equation (26) and (27) become 
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δσij − 𝑐𝑖𝑗𝑘𝑙𝛿εkl = Δ𝑇𝑖𝑗. (29) 

{
  
 

  
 𝛿ε𝑥𝑦 = δε𝑦𝑥 =

1

2
(
𝜕𝛿𝑢𝑦

𝜕𝑥
+
𝜕𝛿𝑢𝑥
𝜕𝑦

) ,

ρ
∂2𝛿𝑢𝑥
∂t2

−
𝜕𝛿𝜎11

𝜕𝑥
−
𝜕𝛿𝜎12

𝜕𝑦
= Δ𝑓𝑥(𝑡),

ρ
∂2𝛿𝑢𝑦

∂t2
−
𝜕𝛿𝜎21

𝜕𝑥
−
𝜕𝛿𝜎22

𝜕𝑦
= Δ𝑓𝑦(𝑡).

 
(30) 

The new source terms are 

{
Δ𝑓𝑖 = −𝛿ρ

∂2𝑢𝑖
∂t2

,

Δ𝑇𝑖𝑗 = 𝛿𝑐𝑖𝑗𝑘𝑙εkl.
 

(31) 

We note that equations (29) and (30) are similar in form to equations (26) and (27) because the 

medium parameters cijkl and ρ are unchanged in these equations. Equations (29) and (30) state 

that small perturbations in parameters (28) are equivalent to virtual sources (31) of the perturbed 

wavefield, and that the perturbed wavefield is propagating in the medium without perturbations. 

Therefore, the solution to the new elastic wave equations (29) and (30) can be obtained in terms 

of Green’s function Gij(𝑥, 𝑡; 𝑥
′, 𝑡′). Consider the perturbed wavefield 

δ𝑢𝑖(𝑥, 𝑡) = ∫𝑑𝜔
 

Ω

∫ 𝑑𝑡′𝐺𝑖𝑗(𝑥, 𝑡; 𝑥
′, 𝑡′)Δ𝑓𝑗(𝑥

′, 𝑡′)
𝑇

0

−∫𝑑𝜔
 

Ω

∫ 𝑑𝑡′
𝜕𝐺𝑖𝑗

𝜕𝑥𝑘
′ (𝑥, 𝑡; 𝑥

′, 𝑡′)Δ𝑇𝑗𝑘(𝑥
′, 𝑡′)

𝑇

0

. 

(32) 

Substituting the new source terms (31) into equation (32) to obtain 
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δ𝑢𝑖(𝑥, 𝑡) = −∫𝑑𝜔
 

Ω

∫ 𝑑𝑡′𝐺𝑖𝑗(𝑥, 𝑡; 𝑥
′, 𝑡′)

∂2𝑢𝑗

∂t2
(𝑥′, 𝑡′)𝛿𝜌

𝑇

0

−∫𝑑𝜔
 

Ω

∫ 𝑑𝑡′
𝜕𝐺𝑖𝑗

𝜕𝑥𝑘
′ (𝑥, 𝑡; 𝑥

′, 𝑡′)ε𝑙𝑚(𝑥
′, 𝑡′)𝛿𝑐𝑗𝑘𝑙𝑚

𝑇

0

. 

(33) 

Considering medium isotropy in equation (33) yields the Born approximation (Gubernatis et al., 

1977; Hudson et al., 1981) 

δ𝑢𝑖(𝑥, 𝑡) = −∫𝑑𝜔
 

Ω

∫ 𝑑𝑡′𝐺𝑖𝑗(𝑥, 𝑡; 𝑥
′, 𝑡′)

∂2𝑢𝑗

∂t2
(𝑥′, 𝑡′)𝛿𝜌

𝑇

0

−∫𝑑𝜔
 

Ω

∫ [𝑑𝑡′
𝜕𝐺𝑖𝑗

𝜕𝑥𝑘
′ (𝑥, 𝑡; 𝑥

′, 𝑡′)ε𝑙𝑚(𝑥
′, 𝑡′)𝛿𝑗𝑘𝛿𝑙𝑚] 𝛿𝜆

𝑇

0

−∫𝑑𝜔
 

Ω

∫ [𝑑𝑡′
𝜕𝐺𝑖𝑗

𝜕𝑥𝑘
′ (𝑥, 𝑡; 𝑥

′, 𝑡′)ε𝑙𝑚(𝑥
′, 𝑡′)(𝛿𝑗𝑙𝛿𝑙𝑚 + 𝛿𝑗𝑚𝛿𝑘𝑙)] 𝛿𝜇

𝑇

0

. 

(34) 

Equation (34) has the same form as equation (22). Therefore, Frechét derivatives for the 

individual parameters ρ, λ, μ are 

{
 
 
 

 
 
 
∂ui
∂ρ
= ∫ 𝑑𝑡′𝐺𝑖𝑗(𝑥, 𝑡; 𝑥

′, 𝑡′)
∂2𝑢𝑗

∂t2
(𝑥′, 𝑡′)

𝑇

0

,

∂ui
∂λ
= ∫ 𝑑𝑡′

𝜕𝐺𝑖𝑗

𝜕𝑥𝑘
′ (𝑥, 𝑡; 𝑥

′, 𝑡′)ε𝑙𝑚(𝑥
′, 𝑡′)𝛿𝑗𝑘𝛿𝑙𝑚

𝑇

0

,

∂ui
∂μ
= ∫ 𝑑𝑡′

𝜕𝐺𝑖𝑗

𝜕𝑥𝑘
′ (𝑥, 𝑡; 𝑥

′, 𝑡′)ε𝑙𝑚(𝑥
′, 𝑡′)(𝛿𝑗𝑙𝛿𝑙𝑚 + 𝛿𝑗𝑚𝛿𝑘𝑙)

𝑇

0

.

 
(35) 

By definition (21), the adjoint operator can be written as 

δm′ = ∑ ∫𝑑𝑡 ∑ [
𝜕𝑢𝑖
𝜕𝑚
]
∗

𝛿𝑢𝑖
′(𝑥𝑟𝑒𝑐𝑒𝑖𝑣𝑒𝑟 , 𝑡

′)

𝑟𝑒𝑐𝑒𝑖𝑣𝑒𝑟𝑠𝑠𝑜𝑢𝑟𝑐𝑒𝑠

. 
(36) 

Take conjugate transpose of each equation in (35) and then insert in (36) to obtain 
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{
 
 
 
 

 
 
 
 δρ′ = − ∑ ∫ 𝑑𝑡

𝑇

0

[ ∑ ∫ 𝑑𝑡′𝐺𝑖𝑗(𝑥𝑟𝑒𝑐𝑒𝑖𝑣𝑒𝑟 , 𝑡
′; 𝑥, 𝑡)

∂2𝑢𝑗

∂t2
(𝑥, 𝑡)

𝑇

0

𝛿𝑢𝑖
′(𝑥𝑟𝑒𝑐𝑒𝑖𝑣𝑒𝑟 , 𝑡

′)

𝑟𝑒𝑐𝑒𝑖𝑣𝑒𝑟

]

𝑠𝑜𝑢𝑟𝑐𝑒𝑠

,

δ𝜆′ = − ∑ ∫ 𝑑𝑡
𝑇

0

[ ∑ ∫ 𝑑𝑡′
𝜕𝐺𝑖𝑗

𝜕𝑥𝑘
(𝑥𝑟𝑒𝑐𝑒𝑖𝑣𝑒𝑟 , 𝑡

′; 𝑥, 𝑡)ε𝑙𝑚(𝑥, 𝑡)𝛿𝑗𝑘𝛿𝑙𝑚

𝑇

0

𝛿𝑢𝑖
′(𝑥𝑟𝑒𝑐𝑒𝑖𝑣𝑒𝑟 , 𝑡

′)

𝑟𝑒𝑐𝑒𝑖𝑣𝑒𝑟

]

𝑠𝑜𝑢𝑟𝑐𝑒𝑠

,

δ𝜇′ = − ∑ ∫ 𝑑𝑡
𝑇

0

[ ∑ ∫ 𝑑𝑡′
𝜕𝐺𝑖𝑗

𝜕𝑥𝑘
(𝑥𝑟𝑒𝑐𝑒𝑖𝑣𝑒𝑟 , 𝑡

′; 𝑥, 𝑡)ε𝑙𝑚(𝑥, 𝑡)(𝛿𝑗𝑙𝛿𝑙𝑚 + 𝛿𝑗𝑚𝛿𝑘𝑙)
𝑇

0

𝛿𝑢𝑖
′(𝑥𝑟𝑒𝑐𝑒𝑖𝑣𝑒𝑟 , 𝑡

′)

𝑟𝑒𝑐𝑒𝑖𝑣𝑒𝑟

]

𝑠𝑜𝑢𝑟𝑐𝑒𝑠

.

 
(37) 

Define the wavefield 

Ψ𝑗(𝑥, 𝑡) = ∑ ∫ 𝑑𝑡′𝐺𝑖𝑗(𝑥𝑟𝑒𝑐𝑒𝑖𝑣𝑒𝑟, 𝑡
′; 𝑥, 𝑡)

𝑇

0

𝛿𝑢𝑖
′(𝑥𝑟𝑒𝑐𝑒𝑖𝑣𝑒𝑟 , 𝑡

′)

𝑟𝑒𝑐𝑒𝑖𝑣𝑒𝑟

, 

and insert it to equations (37) to obtain 

{
 
 
 

 
 
 δρ′ = − ∑ ∫ 𝑑𝑡

𝑇

0

[
∂2𝑢𝑗

∂t2
(𝑥, 𝑡)Ψ𝑗]

𝑠𝑜𝑢𝑟𝑐𝑒𝑠

,

𝛿𝜆′ = − ∑ ∫ 𝑑𝑡
𝑇

0

[ε𝑙𝑚(𝑥, 𝑡)𝛿𝑗𝑘𝛿𝑙𝑚
𝜕Ψ𝑗

𝜕𝑥𝑘
]

𝑠𝑜𝑢𝑟𝑐𝑒𝑠

,

δ𝜇′ = − ∑ ∫ 𝑑𝑡
𝑇

0

[ε𝑙𝑚(𝑥, 𝑡)(𝛿𝑗𝑙𝛿𝑙𝑚 + 𝛿𝑗𝑚𝛿𝑘𝑙)
𝜕Ψ𝑗

𝜕𝑥𝑘
]

𝑠𝑜𝑢𝑟𝑐𝑒𝑠

.

 
(38) 

For density ρ 

δρ′ = − ∑ ∫ 𝑑𝑡
𝑇

0

[
∂2𝑢𝑗

∂t2
(𝑥, 𝑡)]Ψ𝑗(𝑥, 𝑡)

𝑠𝑜𝑢𝑟𝑐𝑒𝑠

 

= − ∑ {[
∂𝑢𝑗

∂t
(𝑥, 𝑇)Ψ𝑗(𝑥, 𝑇)]

0

𝑇

−∫ 𝑑𝑡
𝑇

0

∂𝑢𝑗

∂t
(𝑥, 𝑡)

∂Ψ𝑗

∂t
(𝑥, 𝑡)}

𝑠𝑜𝑢𝑟𝑐𝑒𝑠

. 

(39) 

Use the initial condition 

{

𝑢𝑗(𝑥, 0) = 0,

∂𝑢𝑗

∂t
(𝑥, 0) = 0.
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Therefore, 

δρ′ = ∑ ∫ 𝑑𝑡
𝑇

0

∂𝑢𝑗

∂t
(𝑥, 𝑡)

∂Ψ𝑗

∂t
(𝑥, 𝑡)

𝑠𝑜𝑢𝑟𝑐𝑒𝑠

. 
(40) 

For parameters λ and μ, write out the implicit sums in (38) to get 

{
  
 

  
 
𝛿𝜆′ = − ∑ ∫ 𝑑𝑡

𝑇

0

[∑∑∑∑ε𝑙𝑚(𝑥, 𝑡)𝛿𝑗𝑘𝛿𝑙𝑚
𝜕Ψ𝑗

𝜕𝑥𝑘
𝑚𝑗𝑘𝑙

]

𝑠𝑜𝑢𝑟𝑐𝑒𝑠

,

δ𝜇′ = − ∑ ∫ 𝑑𝑡
𝑇

0

[∑∑∑∑ε𝑙𝑚(𝑥, 𝑡)(𝛿𝑗𝑙𝛿𝑙𝑚 + 𝛿𝑗𝑚𝛿𝑘𝑙)
𝜕Ψ𝑗

𝜕𝑥𝑘
𝑚𝑗𝑘𝑙

]

𝑠𝑜𝑢𝑟𝑐𝑒𝑠

.

 
(41) 

For 2D problem, all wavefield components and derivatives in z-direction can be neglected to 

yield 

{
 
 

 
 δλ′ = − ∑ ∫ 𝑑𝑡(ε11 + ε22) (

𝜕Ψ𝑥
𝜕𝑥

+
𝜕Ψ𝑦

𝜕𝑦
)

𝑇

0𝑠𝑜𝑢𝑟𝑐𝑒𝑐𝑠

,

δμ′ = − ∑ ∫ 𝑑𝑡 [(ε12 + ε21) (
𝜕Ψ𝑥
𝜕𝑦

+
𝜕Ψ𝑦

𝜕𝑥
)]

𝑇

0𝑠𝑜𝑢𝑟𝑐𝑒𝑐𝑠

+ 2(ε11
𝜕Ψ𝑥
𝜕𝑥

+ ε22
𝜕Ψ𝑦

𝜕𝑦
) .

 (42) 

Use the definition of the strain tensor ϵij and its relationship with displacement vector (4), we get 

{
 
 

 
 δλ′ = − ∑ ∫ 𝑑𝑡(𝛿𝑥

1 + 𝛿𝑦
2) (

𝜕Ψ𝑥
𝜕𝑥

+
𝜕Ψ𝑦

𝜕𝑦
)

𝑇

0𝑠𝑜𝑢𝑟𝑐𝑒𝑐𝑠

,

δμ′ = − ∑ ∫ 𝑑𝑡 [(𝛿𝑦
1 + 𝛿𝑥

2) (
𝜕Ψ𝑥
𝜕𝑦

+
𝜕Ψ𝑦

𝜕𝑥
)]

𝑇

0𝑠𝑜𝑢𝑟𝑐𝑒𝑐𝑠

+ 2(𝛿𝑥
1
𝜕Ψ𝑥
𝜕𝑥

+ 𝛿𝑦
2
𝜕Ψ𝑦

𝜕𝑦
) .

 (43) 

Finally, the gradients for the Lamé parameters λ, μ, and the density ρ can be written as 

{
 
 
 

 
 
 δλ′ = − ∑ ∫ 𝑑𝑡(𝛿𝑥

1 + 𝛿𝑦
2) (

𝜕Ψ𝑥
𝜕𝑥

+
𝜕Ψ𝑦

𝜕𝑦
)

𝑇

0𝑠𝑜𝑢𝑟𝑐𝑒𝑐𝑠

,

δμ′ = − ∑ ∫ 𝑑𝑡 [(𝛿𝑦
1 + 𝛿𝑥

2) (
𝜕Ψ𝑥
𝜕𝑦

+
𝜕Ψ𝑦

𝜕𝑥
)]

𝑇

0𝑠𝑜𝑢𝑟𝑐𝑒𝑐𝑠

+ 2(𝛿𝑥
1
𝜕Ψ𝑥
𝜕𝑥

+ 𝛿𝑦
2
𝜕Ψ𝑦

𝜕𝑦
) ,

δ𝜌′ = − ∑ ∫ 𝑑𝑡(
𝜕𝛿1

𝜕𝑡

𝜕Ψ𝑥
𝜕𝑡

+
𝜕𝛿2

𝜕𝑡

𝜕Ψ𝑦

𝜕𝑡
)

𝑇

0𝑠𝑜𝑢𝑟𝑐𝑒𝑐𝑠

.

 (44) 
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Use derivation from Shipp and Singh (2002), the displacement vector δ in equation (44) can be 

replaced by stresses σ, Σ and particle velocities 𝑢, 𝑣 

{
 
 
 

 
 
 𝛿𝜆 = − ∑ ∫𝑑𝑡 [

(𝜎𝑥𝑥 + 𝜎𝑧𝑧)(Σ𝑥𝑥 + Σ𝑧𝑧)

4(𝜆 + 𝜇)2
] 

𝑠𝑜𝑢𝑟𝑐𝑒𝑠

,

𝛿𝜇 = − ∑ ∫𝑑𝑡 [
𝜎𝑥𝑧Σ𝑥𝑧
𝜇2

+
1

4
(
(𝜎𝑥𝑥 + 𝜎𝑧𝑧)(Σ𝑥𝑥 + Σ𝑧𝑧)

(𝜆 + 𝜇)2
+
(𝜎𝑥𝑥 − 𝜎𝑧𝑧)(Σ𝑥𝑥 − Σ𝑧𝑧)

𝜇2
)]

𝑠𝑜𝑢𝑟𝑐𝑒𝑠

,

𝛿𝜌 = − ∑ ∫𝑑𝑡 (
𝜕𝑢

𝜕𝑡
Ψ𝑥 +

𝜕𝑣

𝜕𝑡
Ψ𝑦)

𝑠𝑜𝑢𝑟𝑐𝑒𝑠

.

 (45) 

Where σij and Σij are the stresses of the forward- and backward-propagated wavefield, 

respectively. Displacements Ψi in the density gradient are calculated from the particle velocities 

using numerical integration. 

Using the relationships between compressional-wave velocity (Vp), shear-wave velocity (Vs), 

Lamé parameters λ, μ, and the density ρ: 

𝑉𝑝 = √
𝜆 + 2𝜇

𝜌
, 𝑉𝑠 = √

𝜇

𝜌
, 

λ = ρVp2 − 2𝜌𝑉𝑠2, 𝜇 = 𝜌𝑉𝑠2, 

(46) 

the gradients in terms of Vp, Vs, and ρ can be written as 

{

δ𝑉𝑝 = 2𝜌𝑉𝑝𝛿𝜆,
δ𝑉𝑠 = −4𝜌𝑉𝑠𝛿𝜆 + 2𝜌𝑉𝑠𝛿𝜇,

δρ = (𝑉𝑝2 − 2𝑉𝑠2)𝛿𝜆 + 𝑉𝑠2𝛿𝜇 + 𝛿𝜌.
 

(47) 

Explicitly, the steepest descent direction of L2 misfit in terms of density and elastic velocities is 

obtained as equations (46) and (47) and therefore geological models can be updated by 
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{

Vp
n+1 = Vp

n + 𝜃𝑝
𝑛δ𝑉𝑝

𝑛,

V𝑠
n+1 = V𝑠

n + 𝜃𝑠
nδ𝑉𝑠

𝑛,

ρn+1 = ρn + 𝜃𝜌
nδρn.

 
(48) 

In equation (48), step lengths 𝜃𝑝, 𝜃s, and 𝜃ρ are calculated by a parabolic line search method 

(Nocedal & Wright, 1999; Sourbier et al., 2009b, 2009a). 

Conjugate gradient optimization method. 

During the first iteration, the model is updated along the steepest descent direction δ𝒎.  

𝒎2 = 𝒎1 + 𝜃
1𝛿𝒎1. 

(49) 

To increase rate of convergence, a model is updated along conjugate direction δc for all 

successive iterations after the first iteration. Since δ𝐜1 = 𝛿𝒎1, the conjugate direction at the n-th 

(n>1) iteration δcn is calculated recursively by 

{
𝛿𝒄𝑛 = 𝛿𝒎𝑛 + 𝛽

𝑛𝛿𝒄𝑛−1,
𝒎𝑛+1 = 𝒎𝑛 + 𝜃

𝑛𝛿𝒄𝑛.
 (50) 

Conjugate gradient step length 𝜃 is estimated by parabolic line search method. The weighting 

factor βn is calculated by Polak-Ribière method (Klessig & Polak, 1972) 

β𝑃𝑅
n =

𝛿𝒎𝑛
𝑇(𝛿𝒎𝑛 − 𝛿𝒎𝑛−1)

𝛿𝒎𝑛−1
𝑇 𝛿𝒎𝑛−1)

. 

Any negative weighting factor is reset to zero 

𝛽n = max (0, 𝛽𝑃𝑅
𝑛 ) 

to reset the search direction to be the steepest descent direction when subsequent search direction 

loses conjugacy. 
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In general, the implementation steps of a 2D waveform inversion procedure are as follow 

(1) Data pre-processing to obtain 𝑢𝑜𝑏𝑠. Pre-processing includes filter the observed seismic 

data to attenuate high-frequency random noises and consistent noises. Then eliminate 

low-SNR traces of each record to maintain stability of wavefield simulation process. 

(2) Use time domain finite difference (FDTD) solver of 2D elastic wave equations with a 

model 𝒎 to calculate the forward-propagating wavefield. Obtain synthetic seismic 

records 𝑢𝑠𝑦𝑛 and calculate data residual δ𝑢 = 𝑢𝑠𝑦𝑛 − 𝑢𝑜𝑏𝑠. 

(3) Calculate the value of objective function E(𝐦) with the chosen norm. For example, use 

equation (18) to calculate misfit using the L2 norm.    

(4) Calculate steepest descent direction δ𝒎 of the objective function by the virtual source 

method. For the first iteration, use δ𝐜1 = 𝛿𝒎1. Starting from the second iteration, 

calculate conjugate gradient direction δ𝐜n. 

(5) Estimate step length 𝜃n for model updating with parabolic line search method. 

(6) Update the model with 𝒎𝑛+1 = 𝒎𝑛 + 𝜃
𝑛𝛿𝒄𝒏. 

Site background and Data acquisition 

To utilize the waveform inversion for tunnel detection, a seismic survey was conducted and 2D 

seismic data were acquired. In 2014, the KU Department of Geology collected a 2D seismic 

profile over a manmade concrete tunnel in the main campus of the University of Kansas. The 

underground tunnel connects the KU Union and the Spenser Museum of Art across Mississippi 

Street (Figure 1). The geology of the test site consists of consolidated dry soil and manmade 
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infrastructures including sidewalk, tunnel base and walls, and metal pipelines. The 2D seismic 

survey (Figure 1) includes a fixed spread of forty-eight stations and is approximately 

perpendicular to the tunnel. The survey line was northbound with its first station located at 0 m 

and its last station located at 70.5 m. With the source signals generated by a sledgehammer, the 

data were recorded by a group of single-component (vertical) 28 Hz geophones with a receiver 

station spacing of 1.5 m. Geophones were planted to the ground with spikes from station #1 to 

#21 and from station #31 to #48. From stations #22 (31.5 m) to #30 (45 m), the geophones were 

equipped with metal base plates and placed on the concrete sidewalk (Figure 2). Trace-by-trace 

data amplitude normalization was applied to the collected data. The normalization method used 

is defined as 

𝒅norm =
𝒅

‖𝒅‖𝐿∞
. 

After normalization, no difference was distinguished between data collected on soil with spikes 

and data collected with baseplates. 

The seismic survey contains nine shots located from 0 m to 80 m with a 10 m source interval. 

The geometry of the record system for each shot with reference to the first station (0 m) and the 

tunnel is displayed in Figure 3. The source signal for each shot is estimated from the trace with 

the minimum source-to-receiver offset (pilot trace). The source signals (Figure 4a) and their 

frequency spectra (Figure 4b) show that the source signals have a frequency range from 20 Hz to 

60 Hz. For the signal processing, a frequency filter with a high-cut of 60 Hz can be applied to the 

data to reduce the influence of high-frequency random noise. The tunnel is located between 40 m 

and 45 m to the north of the first station. Figure 5a displays the interior of the tunnel beneath the 

seismic survey line, and Figure 5b shows the interior of the tunnel beneath Mississippi St. The 
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tunnel’s interior dimensions are 4 m wide by 2.5 m high. The approximate depth from ground 

surface to the tunnel’s roof and floor are 1.5 m and 4 m, respectively. 

The nine records of the acquired seismic data are displayed in Figure 6a. From the seismograms, 

it can be observed that the raw data contain multiple wave modes, including body waves and 

surface waves. Signatures of the tunnel are manifest in the data, refer to the fix locations of 

receivers, wavefield turbulences can be observed in data recorded by receivers which are close to 

the top of the tunnel. Consistent noise is evident in the records, for example, in record #1, #6, 

and #7. The consistent noise might be caused by velocity anomalies corresponding to local 

infrastructure besides the tunnel. The raw data need to be processed to ensure the stability of the 

numerical simulation and to increase the imaging quality. 

Data pre-processing and Back-scattered signal enhancement. 

Routine processing steps, including trace editing and frequency filtering, are applied to the raw 

data to remove bad traces and to improve the signal-noise-ratio (SNR). Dead and noisy traces are 

removed from the data set to reduce the influence source clipping and random noise. High-

frequency noises are noticeable in the example of record number five (Figure 6b). These noises 

degrade the data quality and could cause instability to the numerical simulation process. A band-

pass frequency filter with passing corner-frequencies 15 Hz and 60 Hz is applied to the entire 

data set to suppress low-frequency data drifting and high-frequency random noise. After these 

steps, the P-waves and surface waves are evident in seismograms (Figure 6c). From each trace of 

the example record of routinely processed data (Figure 6c), the earliest P-wave event appears 

earlier than the earliest surface wave of which velocity is related to S-wave velocity.  
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Next, the author utilized slope filter to  enhance the backscattered surface waves and attenuate 

forward propagating waves. The slope filter is a 2D Fourier (frequency-wavenumber; F-k) 

domain filter that preserves (or eliminates) signals that travel linearly within a certain apparent 

velocity interval. Consider data 𝑢(𝑥, 𝑡) and their 2D Fourier domain spectrum 𝑈(𝑘𝑥, 𝜔) 

𝑢(𝑥, 𝑡)
2𝐷 𝐹𝑜𝑢𝑟𝑖𝑒𝑟 𝑡𝑟𝑎𝑛𝑠𝑓𝑜𝑟𝑚
→                 𝑈(𝑘𝑥, 𝜔). 

Define wavenumber kx of an event in F-k domain 

sx =
𝑘𝑥
𝜔
=
1

𝑣𝜔
. (51) 

In equation (51), 𝑣𝜔 is the phase velocity at frequency ω of the event to be filtered. Two linear 

slopes smin and s𝑚𝑎𝑥 are determined from two limiting phase velocities v𝑚𝑖𝑛 and v𝑚𝑎𝑥, 

respectively: 

𝑠𝑚𝑖𝑛 =
𝑑𝑘𝑥
𝑑𝜔
|
𝑚𝑖𝑛

=
1

𝑣𝑚𝑎𝑥
, 

𝑠𝑚𝑎𝑥 =
𝑑𝑘𝑥
𝑑𝜔
|
𝑚𝑎𝑥

=
1

𝑣𝑚𝑖𝑛
. 

The slope filter was implemented by applying a fan-shaped taper to the data spectrum: 

𝑈𝐹𝑘(𝑘𝑥, 𝜔, 𝑠𝑚𝑖𝑛, 𝑠𝑚𝑎𝑥) = {

exp(−𝜖(𝑠𝑥 − 𝑠𝑚𝑎𝑥)
2)𝑈(𝑘𝑥, 𝜔),        𝑖𝑓 𝑠𝑥 > 𝑠𝑚𝑎𝑥,

𝑈(𝑘𝑥, 𝜔),                                   𝑖𝑓 𝑠𝑚𝑎𝑥 ≥ 𝑠𝑥 ≥ 𝑠𝑚𝑖𝑛,

exp(−𝜖(𝑠𝑚𝑖𝑛 − 𝑠𝑥)
2)𝑈(𝑘𝑥, 𝜔),         𝑖𝑓 𝑠𝑥 < 𝑠𝑚𝑖𝑛.

 (52) 

By applying the slope filter, the fan-shaped taper preserves events with a F-k domain slope 

which is between 𝑠𝑚𝑖𝑛 and 𝑠𝑚𝑎𝑥. After slope filtering and transforming back to the time-distance 
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(x-t) domain, slope filtered data 𝑢𝐹𝑘(𝑥, 𝑡, 𝑣𝑚𝑎𝑥 , 𝑣𝑚𝑖𝑛) and filtering residual �̂�𝐹𝑘(𝑥, 𝑡, 𝑣𝑚𝑎𝑥 , 𝑣𝑚𝑖𝑛) 

are obtained 

𝑈𝐹𝑘(𝑘𝑥, 𝜔, 𝑠𝑚𝑖𝑛 , 𝑠𝑚𝑎𝑥)
𝐼𝑛𝑣𝑒𝑟𝑠𝑒 2𝐷 𝐹𝑜𝑢𝑟𝑖𝑒𝑟 𝑡𝑟𝑎𝑛𝑠𝑓𝑜𝑟𝑚
→                       𝑢𝐹𝑘(𝑥, 𝑡, 𝑣𝑚𝑎𝑥 , 𝑣𝑚𝑖𝑛). (53) 

𝑢𝐹�̂�(𝑥, 𝑡, 𝑣𝑚𝑎𝑥 , 𝑣𝑚𝑖𝑛) = 𝑢(𝑥, 𝑡) − 𝑢𝐹𝑘(𝑥, 𝑡, 𝑣𝑚𝑎𝑥 , 𝑣𝑚𝑖𝑛). (54) 

Figure 7 shows a data processing example in which the slope filter is applied. Figure 7a displays 

the pre-processed data of record #3. Multiple wave modes can be identified from the pre-

processed data: surface waves with low apparent velocities are between x=0 m and x=15 m and 

between 0.15 s and 0.25 s; an evident back-scattered event can be observed at x=40 m. The 2D 

Fourier spectrum of these data is displayed in Figure 7c. With two chosen apparent velocities 

225 m/s and 1000 m/s, a slope filter is applied to these data and the result are shown in Figures 

7b and Figure 7d. The back-scattered events, which provide information about the spatial 

location of the tunnel, are evident in the filtered data at x=40 m. There is an evident attenuation 

of the slow surface waves between x=0 m and x=15 m. These results demonstrate that slope 

filtering can drastically enhance the back-scattered events. 

Using equations (53) and (54), data can be decomposed into back-scattered events and forward-

going events. An example of data decomposition is displayed in Figure 8 and Figure 9. In these 

two figures, since the magnitude of 2D Fourier spectrum is symmetric about the origin, the 2D 

Fourier spectra are folded to show positive kx- and ω-axis for a close-up view. Using two 

apparent velocities 225 m/s and 1000 m/s, back-scattered data component and forward-going 

component are displayed in Figure 8b and Figure 9b, respectively.   
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In a slope filtering example (Figure 10), the slope filter is used to preserve back-scattered events 

which have apparent velocities within the 185 m/s to 1200 m/s range. The surface waves with 

low apparent velocities are similar to the back-scattered surface waves in terms of arrival-time 

and waveform shape. Therefore, events with apparent velocities less than 185 m/s are excluded 

from analysis. From the filtered data, the back-scattered surface waves can be identified as the 

signatures of the tunnel. The back-scattered events suggest that the tunnel is located between 40 

m and 50 m from the first station. This observation from the seismic data agrees with the known 

location of the tunnel. 

It can be observed from the slope filtered profile that the back-scattered events are high-SNR 

signatures of near-surface scatters. Because the slope-filtered data have higher SNR and less 

interference of wave modes, by using the traveltime and magnitude information contained in the 

back-scattered events, the spatial location of the near-surface scatters can be accurately retrieved. 

Therefore, the author proposes a tunnel detection method using the back-scattered surface wave 

waveform inversion (BSWI). The BSWI can be implemented by straightforward combination of 

the conventional FWI method with the slope filter. The objective function E of waveform 

inversion is decomposed with slope-filtered observations and simulations  

E(𝒎) =
1

2
(𝛿𝒖𝐹𝑘 + 𝛿𝒖𝐹�̂�)

𝑇(𝛿𝒖𝐹𝑘 + 𝛿𝒖𝐹�̂�) 

= EFk(𝒎) + E𝐹�̂�(𝒎) + cross terms. 
(55) 

Ignore the cross terms and add a weighting scaler β ∈ [0,1], E(𝒎) can be customized 

E(𝒎)~βEFk(𝒎)+(1 − β)E𝐹�̂�(𝒎). (56) 
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E(𝒎) is sensitive to the back-scattered energy when the weighting factor β approaches 1. 

However, by Cauchy-Schwartz inequality there is 

E(𝒎) ≤ EFk(𝒎) + E𝐹�̂�(𝒎). (57) 

Inequality (57) indicates that optimizing EFk(𝒎) could lead to increasing of global misfit E(𝒎).  

Since objective function EFk(𝒎) is sensitive to the back-scattered energy, minimizing EFk(𝒎) is 

helpful to detect scatters which generate back-scattered events. With an emphasis of minimize 

EFk(𝒎) while optimizing global misfit E(𝒎), the BSWI uses both 
∂E

∂𝐦
 and 

∂EFK

∂𝐦
 – the gradient 

calculated using the slope-filtered wavefield – in inversion process. The gradient 
∂EFK

∂𝐦
 which can 

be viewed as a pre-conditioned 
∂E

∂𝐦
 is used to guide inversion to efficiently image producers of 

back-scattered energy. Equations (45) is altered to calculate 
∂EFK

∂𝐦
  

{
 
 
 

 
 
 𝛿𝜆𝐹𝑘 = − ∑ ∫𝑑𝑡 [

(𝜎𝑥𝑥 + 𝜎𝑧𝑧)(Σ𝑥𝑥
Fk + Σ𝑧𝑧

Fk)

4(𝜆 + 𝜇)2
] 

𝑠𝑜𝑢𝑟𝑐𝑒𝑠

,

𝛿𝜇𝐹𝑘 = − ∑ ∫𝑑𝑡 [
𝜎𝑥𝑧Σ𝑥𝑧

Fk

𝜇2
+
1

4
(
(𝜎𝑥𝑥 + 𝜎𝑧𝑧)(Σ𝑥𝑥

Fk + Σ𝑧𝑧
Fk)

(𝜆 + 𝜇)2
+
(𝜎𝑥𝑥 − 𝜎𝑧𝑧)(Σ𝑥𝑥

Fk − Σ𝑧𝑧
Fk)

𝜇2
)]

𝑠𝑜𝑢𝑟𝑐𝑒𝑠

.

𝛿𝜌𝐹𝑘 = − ∑ ∫𝑑𝑡 (
𝜕𝑢

𝜕𝑡
Ψ𝑥
𝐹𝑘 +

𝜕𝑣

𝜕𝑡
Ψ𝑦
𝐹𝑘)

𝑠𝑜𝑢𝑟𝑐𝑒𝑠

.

 
(59) 

In equation (59), Σ𝑖𝑗
Fk is the stress of the slope-filtered backward-propagated wavefield. The 

gradients in terms of geological parameters Vp, Vs, and ρ (47) becomes 

{

δ𝑉𝑝𝐹𝑘 = 2𝜌𝑉𝑝𝛿𝜆𝐹𝑘,
δ𝑉𝑠𝐹𝑘 = −4𝜌𝑉𝑠𝛿𝜆𝐹𝑘 + 2𝜌𝑉𝑠𝛿𝜇𝐹𝑘,

δρFk = (𝑉𝑝
2 − 2𝑉𝑠2)𝛿𝜆𝐹𝑘 + 𝑉𝑠

2𝛿𝜇𝐹𝑘 + 𝛿𝜌𝐹𝑘 .
 

(60) 

And the model updating process (48) becomes 
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{

Vp
n+1 = Vp

n + 𝜃𝑝
𝑛δ𝑉𝑝𝐹𝑘

𝑛 ,

V𝑠
n+1 = V𝑠

n + 𝜃𝑠
nδ𝑉𝑠𝐹𝑘

𝑛 ,

ρn+1 = ρn + 𝜃𝜌
nδρFk

𝑛 .

 
(61) 

For each iteration, the BSWI tries to update model with 
∂EFK

∂𝐦
, if no optimizing step length is 

found then this iteration will start over and model will be updated with 
∂E

∂𝐦
. Using this strategy, 

the BSWI intends to speed up the inversion process by using a pre-conditioned gradient 
∂EFK

∂𝐦
. In 

the worst cases which 
∂EFK

∂𝐦
 leads to local minima, the BSWI updates model in such a manner as 

to guarantee that the overall error E(𝒎) does not magnify. The workflow of BSWI method is 

illustrated by Figure 11. This thesis proposes to demonstrate that the BSWI can detect velocity 

anomalies efficiently by focusing on minimizing the misfit in the back-scattered waveforms. In 

the next chapter, the author demonstrates with examples that the BSWI method can speedup 

anomaly-detecting process. 
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Chapter IV: Results 

In this chapter, the BSWI method is applied to numerical and real-world data sets to study the 

feasibility of this method. 

Numerical experiments   

The BSWI method is tested with a numerical example. The proposed BSWI is compared with the 

conventional FWI method at a setting that includes a subsurface void and complicated scattering 

and dispersion caused by irregular topology. The true model and the initial model are displayed 

in Figure 12. In the true Vs model, there is a low-Vs (250 m/s) anomaly located at x=50 m with 

its center located 7.5 m deep. There is an irregular subsurface interface at the top of the true 

model. The irregular topography of the interface (Almuhaidib and Toksöz, 2014) was created 

using a set of random numbers generated by a Gaussian distribution with 5 m mean and a 

standard deviation of 5 m. Complicated scattering and dispersion will be produced by this 

irregular interface during the wavefield simulation. For the initial model, the depth of the top 

subsurface interface was set to 5 m which equals the mean depth of the irregular interface.  

The synthetic data have eight shot-gathers with a source spacing of 10 m. The first shot is located 

at x=10 m. Forty-eight receivers are fixed on the free surface from x=10 m to x=70.5 m with a 

1.5 m interval. A 45 Hz Gaussian derivative wavelet is used as the source signal. To simulate 

field conditions, series of Gaussian white noise was added to the synthetic data. Figure 13a 

displays an example of synthetic shot-gathers. From it, we can observe the dispersion in the 

surface waves resulting from the irregular interface. We can also observe the back-scattered 

events coming from the Vs-anomaly and the irregular interface.  
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The conventional FWI and the proposed BSWI were implemented on these synthetic data in 

order to detect the low-Vs anomaly. For both methods, the synthetic data were directly used 

without processing. These two methods are controlled by the preconditioned conjugate gradient 

(PCG) method with the same set of inversion parameters except for the use of the slope filter in 

the BSWI. We allow each inversion method to run through five iterations to determine which 

method is superior in efficiency. Figures 13b and 13c are showing the simulated waveforms at 

the end of the fifth iteration of the FWI and the BSWI, respectively. Compared with the 

waveforms simulated by using the conventional FWI method, the result from the BSWI method 

has less misfit in the back-scattered surface waves which are highlighted with black dashed 

boxes in Figure 13. However, the simulated waveforms from the conventional FWI method have 

less misfit in the forward-going surface waves which are highlighted with red dashed boxes in 

Figure 13.    

The difference in optimization between the two methods can also be noticed in the inverted Vs 

profiles (Figure 14) and calculated gradients (Figure 15) correspond to the first five iterations. 

Since having greater amplitudes than the back-scattered events, the forward-going surface waves 

have larger weights in the objective function. Therefore, the conventional FWI method 

minimizes the objective function by refining the Vs model where the irregular interface was 

present. On the contrary, because of its objective function is designed to be sensitive to the back-

scattered waves, the BSWI method is focused on imaging the velocity anomalies which generate 

the back-scattered events. 

For this numerical example which is simple in its velocity structure and has a single anomaly, 

both inversion methods converged and produce accurate inverted velocity profiles after 50 

iterations (Figure 14, last row). However, the BSWI method has demonstrated its ability to 
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efficiently detect near-surface scatters when the data have complicated scattering and surface-

wave dispersion.  

Field experiments   

The subsurface velocity structure of site where the field data was collected is unknown. 

Therefore, the initial velocity model needs to be estimated before utilization of waveform 

inversion methods. The Rayleigh wave first-arrival refraction tomography method is used first 

for creating the initial Vs model. Then, the conventional FWI and the proposed BSWI method 

are applied to the field data. 

Initial model building 

Firstly, initial Vs velocity is estimated using a ray-theory-based refraction tomography method 

(Koulakov, Stupina, & Kopp, 2010). The sensors used for this research are vertical geophones 

which measures the vertical motion or acceleration of the ground. Therefore, the sensors can 

hardly record the pure shear waves of which the particle motion is horizontal along the surface. 

However, for linear elastic materials with positive Poisson ratio (γ > 0), the surface wave 

(Rayleigh wave) phase speed are tightly related with the shear wave speed (Freund, 1998). This 

property enables us to perform joint analysis of refractions with surface waves to obtain shear 

wave velocity (Ivanov et al., 2013). This tomography method iteratively minimizes the 

difference in first-arrival travel-times between the observation and simulation. The travel-times 

between the two surface points of the velocity model along possible ray paths are calculated by 

bending rays between these two points. By choosing the minimum from all calculated travel-

times, the first-arrival travel-time is obtained for the two surface points.  
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The observed Rayleigh wave travel-times are manually picked (Figure 16) from the acquired 

seismic data. The tomography converges within thirty iterations (Figure 17). An area of low 

velocity (300 m/s) is evident on top of the tomography result (Figure 17f) between 50 m and 55 

m. At late iterations starting from iteration #25, high-velocity (>850 m/s) anomalies can be 

observed between x= 50 m and x=60 m from the tomography results. These high-velocity 

anomalies are indicating the concrete walls and base of the tunnel. In the comparison between 

observed  Rayleigh wave travel-times and simulated travel-times at the 30th iteration (Figure 18), 

the overall fitting is good which demonstrates that the background Rayleigh wave velocity is 

successfully retrieved by the travel-time tomography. The error in travel time decreases rapidly 

with increasing of the iteration number (Figure 19). 

The obtained Rayleigh wave velocity profile is directly used as the initial Vs model. A lateral-

homogeneous model (Figure 20a) is created by smoothing the background of the result of 

Rayleigh wave travel-time tomography. By starting inversion from a lateral-homogeneous model 

and ignoring velocity anomalies in the Rayleigh wave travel-time tomography results, the 

influence of the tomography to the waveform inversions is avoided. 

Conventional FWI results 

Next, with the initial Vs model estimated by travel-time tomography, conventional FWI is 

applied to the pre-processed data. We set the location of the first station at x=10 m to allow 

additional model space for the perfectly matched layer (PML) absorbing boundary condition. 

According to the known site conditions, we expect to detect the tunnel between x=50 m and 

x=55 m.  
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After 100 iterations, the inverted Vs is obtained by the conventional FWI (Figure 20). Detected 

tunnel location (Figure 21) is estimated by highlighting low-Vs (Vs<300 m/s) areas of the Vs 

profile obtained at the 100th iteration (Figure 20f). It shows a low-Vs anomaly with its center 

located at x=51 m, z=-5 m after 100 iterations. Considering the true depth of the tunnel is 

approximately 2.5 m, the detected location is deeper, and its shape is elongated and dipping. 

Imaging artifacts can be observed from the FWI result. The low imaging resolution and 

convergence rate might be caused by the complexed structures which consist of void, concrete 

walls, and concrete sidewalks.  

A waveform comparison (Figure 22) was used to improve the reliability of the inversion results 

through comparisons of pre-processed and simulated data. Both pre-processed and simulated 

data are normalized trace-by-trace. From comparisons at iteration #1 (Figure 22a) and iteration 

#100 (Figure 22b), there is an evident improvement in waveform fitting between trace #20 and 

#35, which are the traces over the top of the tunnel. 

Improve FWI result with data tapering 

To improve the result from the conventional FWI, we apply an additional data processing step – 

tapering. The travel-time of the early surface waves are manually picked for each shot-gather. 

Time window functions (Tapers) based on the picked travel-times are applied to preserve only 

the early surface waves. The tapering example of two data records - record #1 and #3 - are 

displayed in Figure 23. A comparison between pre-processed data and tapered data is shown by 

Figure 24. It can be observed from the data comparison that the tapered data contain less noise. 

The detected location of the tunnel is displayed in Figure 25. The FWI of the tapered data has 

reduced the imaging artifacts and improved the resolution of the tunnel’s image at the cost of 
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additional processing. In practice, data processing could be time-consuming and demanding. A 

waveform comparison between tapered data and simulated data is displayed in Figure 26. 

BSWI results 

Finally, the BSWI method was tested using the data without additional processing. The inverted 

Vs profiles corresponding to the first five iterations are displayed in Figure 27. After 30 

iterations, the BSWI inverted Vs profile (Figure 31d) shows a clear image of the tunnel with its 

center located at x=52 m, z= -2 m. The imaging artifacts can be observed at x= 70 m and 

between x=30 m and x= 40 m. They could be caused by the shallow infrastructure below the 

concrete sidewalk. However, these artifacts have lower magnitudes than the tunnel.  

Figure 29 and Figure 30 display comparisons of the waveforms of pre-processed data and 

simulated data at the 30th iteration of BSWI for record #3 and #7, respectively. The source 

locations of the shot-gathers for displaying are located on both sides of the tunnel. In Figure 29 

and Figure 30, panels a) and c) display the pre-processed data used for BSWI, unfiltered and 

slope filtered, respectively. And panels b) and d) display the simulated waveforms at the 30th 

iteration, unfiltered and slope filtered, respectively. These results of waveform comparison 

indicate that, in the regular data domain, the misfit in the waveforms has complicated modes due 

to the interference caused by the surface waves and the scattering events from off-line objectives. 

However, in the slope-filtered data domain, the tunnel’s signatures are clear and the misfit 

between the observations and simulations has simple modes. These inversion results demonstrate 

that the BSWI is capable of efficiently detecting a near-surface tunnel with the minimum amount 

of data processing which lends it as a method suitable for application in the field. The inverted 

Vs profiles by using different method are illustrated in Figure 31. Refer to the true location of the 

tunnel (Figure 31a), three waveform inversion methods applied have successfully detected the 
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target. However, the difference in resolution of obtained Vs profiles is evident: the inverted Vs 

from conventional FWI method (Figure 31b) has a deeper detected location of the tunnel and an 

artificial high-Vs zone; while inverted results from FWI using the tapered data and BSWI using 

the pre-processed data display accurate detected locations of the tunnel and contain less imaging 

artifacts.  
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Chapter V: Discussion 

Through a series of studies of waveform inversion theorem and back-scattered surface waves, the 

author reviewed the fact that near-surface scatters can be efficiently detected by using the back-

scattered surface waves which are evident in frequency-wavenumber domain and can be 

retrieved with slope filtering. Therefore, this thesis proposed and studied a new method to 

efficiently detect near-surface velocity anomalies. The proposed method implements waveform 

inversion of back-scattered surface waves (BSWI).  

The numerical example demonstrates that BSWI method is capable of efficiently detecting a 

near-surface tunnel by focusing on optimizing back-scattered surface wave events. The 

efficiency of BSWI method comes from taking advantage of information contained in the back-

scattered events. The author uses comparisons between BSWI and conventional FWI in terms of 

inverted velocity profile and calculated misfit gradient to illustrate the difference of optimization 

preference. However, the efficiency come at the cost of neglecting information contained in 

forward-going events. Consequently, the BSWI method might not be suitable for refining an 

accurate subsurface velocity model. Additional work is needed to resolve this limitation. In the 

future, the author proposes to combine BSWI and conventional FWI in a way that the BSWI is 

utilized at early iterations to locate velocity anomalies and the FWI is used during late iterations 

to refine the velocity model. 

A successful application of BSWI to the real-world data is illustrated by the field data example. 

Compared with conventional FWI, which is either low in rate of convergence or demanding 

extraordinary data quality, BSWI provides an accurate but less demanding solution to near-

surface tunnel detection tasks. From the inverted Vs (Figure 31d) by using BSWI, multiple low-

Vs anomalies can be identified. Further research is needed to study those detected anomalies 
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aside the one which denotes the tunnel. They could be caused by shallow infrastructure below 

the concrete sidewalk or other off-line objectives.  

To conclude, the BSWI method has demonstrated its ability to efficiently detect near-surface 

scatters when the data have complicated scattering and surface-wave dispersion. Especially, 

BSWI’s characteristic of efficient imaging has revealed the potential of developing an effective 

in-situ tunnel detecting workflow when time-consuming data processing steps are needed by the 

conventional FWI. 
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Figures 

 

Figure 1. An overview of the site and the 2D seismic survey. Modified from Shao et al. (2016). 
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Figure 2. A close-up of the 2D seismic survey at the south end of the receiver spread (Left) and over the tunnel 

where the geophones are equipped with metal bases and placed on the concrete sidewalk (Top). 
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Figure 3. The geometry of the 2D seismic observation system. 
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Figure 4. Source signals with record number displayed in legend: (a) Source signal (Pilot trace) for each record in 

time domain, and (b) source signal spectra in frequency domain. 
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Figure 5. Interior of the tunnel (a) beneath the 2D seismic survey line, and (b) beneath Mississippi St. 
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Figure 6. The vertical-component data acquired by the 2D seismic survey and an example of data routine processing. 

(a) The raw data which contain nine records. The x-axis is shot (record) number. Each record contains forty-eight 

traces. (b) Raw data of record number five (record #5). (c) Routinely processed data of record number five. Three 

types of typical event including compressional wave (P-wave), low-frequency surface waves, and high-frequency 

surface waves are highlighted with yellow, green, and cyan colors, respectively.  
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Figure 7. Example of back-scattered events enhancement with slope filter. (a) Pre-processed data of record #3. (b) F-

k filtered data of record #3. (c) Full 2D Fourier spectrum of record #3. Two red lines in this panel denote apparent 

velocity 225 m/s and 1000 m/s, respectively. (d) Full F-k filtered 2D Fourier spectrum of record #3. Two red lines in 

this panel denote apparent velocity 225 m/s and 1000 m/s, respectively. 
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Figure 8. Example of back-scattered events enhancement with slope filter. (a) Pre-processed data of record #3. (b) F-

k filtered data of record #3. (c) Folded 2D Fourier spectrum of record #3. Two red lines in this panel denote apparent 

velocity 225 m/s and 1000 m/s, respectively. (d) Folded F-k filtered 2D Fourier spectrum of record #3. Two red 

lines in this panel denote apparent velocity 225 m/s and 1000 m/s, respectively. 
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Figure 9. Residual of slope filtering. (a) Pre-processed data of record #3. (b) F-k filtered data of record #3. (c) 

Folded 2D Fourier spectrum of record #3. Two red lines in this panel denote apparent velocity 225 m/s and 1000 

m/s, respectively. (d) Folded F-k filtered 2D Fourier spectrum of record #3. Two red lines in this panel denote 

apparent velocity 225 m/s and 1000 m/s, respectively. 
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Figure 10. Data processing examples. a) Pre-processed data. Two red lines are indicating the first-arrival times for 

apparent velocity 1200 m/s and185 m/s, respectively. b) Pre-processed data after slope filtering. The red box is 

highlighting the backscattered waves which are enhanced after slope filtering. 
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Figure 11. BSWI workflow. 
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Figure 12. The true (a) and initial (b) Vs model used by the single-void numerical example. 
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Figure 13. Synthetic data example showing a) simulated field data, b) FWI simulated waveforms and c) BSWI 

simulated waveforms. 
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Figure 14. Results of the inverted Vs within the first five iterations by using the conventional FWI (left column) and 

the BSWI (right column). The iteration number is at the right-bottom corner of each panel. 
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Figure 15. Results of the Vs gradient within the first five iterations by using the conventional FWI (left column) and 

the BSWI (right column). The iteration number is at the right-bottom corner of each panel. 
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Figure 16. Picked surface wave travel times (red dots) for (a) record #3 and (b) record #7. 
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Figure 17. Surface wave travel-time tomography. (a) Location of the tunnel. (b) Initial velocity model. Inverted 

velocity profiles are displayed after (c) 5, (d) 15, (e) 25, and (f) 30 iterations. (g) The ray coverage of the travel-time 

tomography. 
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Figure 18. Observed surface wave travel-times (blue) and simulated surface wave travel-times at 30th iteration (red). 
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Figure 19. Travel-time tomography error vs. iteration curve. 
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Figure 20. Inverted Vs profiles by the conventional FWI using pre-processed data. (a) Initial Vs model. Inverted Vs 

profiles are displayed for the (b) 15th, (c) 30th, (d) 45th, (e) 60th , and (f) 100th iteration. 
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Figure 21. Conventional FWI detection result. (a) Location of the tunnel. (b) Detected location (Vs < 300 m/s) by 

conventional FWI using pre-processed data. 
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Figure 22. Waveform comparison for conventional FWI using pre-processed data at the (a) 1st iteration and the (b) 

100th iteration. Red curves are the observed waveforms and blue curves are the synthetic waveforms. 
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Figure 23. Time domain window functions (Tapers) applied to the pre-processed data. (a) Pre-processed data of 

record #1. Red lines are indicating the start- and end-point of the window functions. (b) Tapered data of record #1. 

(c) Pre-processed data of record #3. Red lines are indicating the start- and end-point of the window functions. (d) 

Tapered data of record #3. 
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Figure 24. Comparison of (a) pre-processed data and (b) tapered data. 
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Figure 25. Improved conventional FWI detection result. (a) Location of the tunnel. (b) Detected location (Vs < 300 

m/s) by conventional FWI using tapered data. 
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Figure 26. Waveform comparison for conventional FWI using tapered data at the (a) 1st iteration and the (b) 30th 

iteration. Red curves are the observed waveforms and blue curves are the synthetic waveforms. 
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Figure 27. Inverted Vs profiles by BSWI using pre-processed data at the (a) 1st, (b) 2nd, (3) 3rd, (4) 4th, and (5) 5th 

iteration. 
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Figure 28. BSWI detection result. (a) Location of the tunnel. (b) Detected location (Vs < 300 m/s) by BSWI using 

pre-processed data. 
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Figure 29. Waveform comparisons for record #3 at 30th iteration of the BSWI. The right panels are the slope-filtered 

records. a) Pre-processed data. b) Simulations at 30th iteration. c) Pre-processed data with slope filtering. d) 

Simulations at 30th iteration with slope filtering. 
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Figure 30. Waveform comparisons for record #7 at the 30th iteration of the BSWI. The right panels are the slope-

filtered records. a) Pre-processed data. b) Simulations at 30th iteration. c) Pre-processed data with slope filtering. d) 

Simulations at 30th iteration with slope filtering. 
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Figure 31. a) The initial Vs with the true location of the tunnel highlighted. b) The inverted Vs profile by 

conventional FWI of the pre-processed data after 100 iterations. c) The inverted Vs profile by conventional FWI of 

the tapered data after 30 iterations. d) The inverted Vs profile by the BSWI method of the pre-processed data after 

30 iterations. 
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