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Abstract

The production of A** baryons has been measured using 3.5 million hadronic Z® decays collected with the OPAL detector
at LEP. The production rate and fragmentation function are presented. A total of 0.22 & 0.04 £ 0.04 A** + (A)™~ per
hadronic Z° decay is observed. The fragmentation function is found to be softer than that predicted by the JETSET and
HERWIG Monte Carlo event generators. With this measurement of At production, at least one baryon of each strangeness
level in the lightest baryon decuplet has now been measured at LEP.

1. Introduction

Various measurements of inclusive baryon rates and

fraomentatiaon functione have heen made in hadronic

fragmentation functions have been made in hadronic
7" decays [1-4]. These measurements provide in-
sight into the process by which quarks and gluons be-
come confined inside hadrons, known as fragmenta-
tion, and allow models for fragmentation to be tested.
The best probes of the fragmentation process are par-
ticles which are produced directly in the fragmenta-
tion process and only rarely as decay products (“di-
rect production”). In this sense the J* = %+ decuplet
baryons are good probes of the fragmentation process.
In hadronic Z° decays there have been measurements
ofthe O~ (strangeness S=-3),the r-1(1§'§n\0 (§=

—2) and thez(1385)i (§= —1) {1,3]. Only a mea-
surement of the S =0, A(1232), is still missing.

Of the possible charged states of the A, the AT+
is the easiest to measure in e*e™ collisions, due to
its 100% branching ratio to charged particles. The
A** has a mass of 1.232 GeV/c?, a width of ap-

TinwA v/ 2 P PR P

prOleawly 119 VIC \ / c, dHU UCLdyb St Ullgly wpT
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with a branching ratio of 100% [5]. Since the A+

mass 1s near the p’n’ [[lI'CbIlOl(l, the Slgndl tends to be

accompanied by a rising combinatorial background.
This backeround easilv obscures the wide AT+ clgnﬂl

ARG VAVRHIVLNG Lasily VUSLRELS 1%

and thus it is imperative to understand the background
shapes under the A*+ signal to be able to make a re-
liable measurement of the production rate.

The A** has been observed only once before in
ete™ collisions, when a measurement was made
near the Y(1S) resonance and in the nearby contin-
uum {6]. The fragmentation funciion was reported

only at the Y(1S).
This letter reports the first observation of A** pro-
duction® at centre-of-mass energies /s ~ 91 GeV

together with a measurement of the A** fragmenta-
tion function. The measurement was made with the
OPAL detector using data collected at the LEP elec-
tron positron collider at CERN during the 1990-1994
running periods. This data sample corresponds to ap-
proximately 3.5 million hadronic Z° decays.

4 Throughout this letter, unless explicitly stated otherwise, we
use the baryon, A*%, to imply the sum of the baryon and the
anti-baryon, (A) ™.
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2. The OPAL detector

The OPAL detector has been described in detail
elsewhere [7]. Relevant to this analysis is the track-
ing system, in particular three sets of drift chambers,
an inner vertex chamber, a jet chamber, and a system
of chambers that precisely measures the z coordinate
of tracks at polar angles> less than |cos(8)| < 0.72
(z-chambers). The tracking system is in an axial mag-
netic field of 0.435 T. The jet chamber has 159 signal
wires per 15° ¢ sector and provides a measurement of
the specific ionisation energy loss (dE/dx) of charged
particles in the chamber gas [8]. Outside the magnet
coil, in the polar angle range |cos(8)| < 0.72, there
is a system of time-of-flight (TOF) counters.

3. At*selection

Hadronic decays of the Z° were selected as in [9].
Since the A** decays strongly to p7r*, the decay prod-
ucts originate from the event vertex. For each event the
primary vertex was found, using the method of {10]
without the beam constraint, and only charged tracks
assigned to the event vertex were used. To provide a
good measurement of the particle dE/dx, these tracks
were required to have at least 30 dE/dx samples used
in the calculation of the energy loss.

The proton selection was designed to provide as
good as possible rejection of pions and kaons, so as
to reduce sensitivity to the #*#+ and K*#* back-
grounds. In particular, the K*#r+ background is trou-
blesome as it tends to peak very close to the A*+
mass. Tracks were considered as proton candidates if
they were within | cos(8)| < 0.72, had a polar angle
measurement in the z-chambers, and if the particle
identification probabilities, calculated from the dE/dx
measurement, were such that the proton probability
was greater than 50%, and the pion and kaon proba-
bilities were less than 40%. Additionally, if the pro-
ton candidate was in the momentum range 1.2 < p <
2.0 GeV/c and a measurement of the time-of-flight
was made in the TOF counters, it was rejected if the

5 The OPAL coordinate system is right handed and defined such
that the z axis follows the electron beam direction and the x axis
points in the direction of the centre of the LEP ring. The polar
and azimuthal angles, @ and ¢, are defined with respect to the z
and x axes, respectively.

measured time-of-flight gave a probability of greater
than 40% for the particle to be a pion. This require-
ment is made in the momentum region where the pion
and proton dE/dx separation is ambiguous, in order
to reject pions that would otherwise overwhelm the
signal.

Any track that was assigned to the primary vertex
and satisfied the requirement on the number of dE/dx
samples was considered to be a pion candidate if it
had a polar angle measurement in the z-chambers or
it exited through the ends of the jet chamber. For the
tracks passing through the ends of the jet chamber
(roughly |cos(8)| > 0.74), the end of the last wire
which registered a hit in the jet chamber was taken
to be the point at which the track exited from the
chamber. The measurement of cos(@) is significantly
improved by using this endpoint information.

The above proton and pion candidates were com-
bined to form p#t candidate pairs with the require-
ment that the proton momentum be greater than the
pion momentum (p, > pn+). The p7* candidates
were binned in six intervals of the scaled energy, xg =
Epr+ / Eveam. The resulting invariant mass spectra are
shown in Fig. 1. In Fig. 1 one sees a set of distribu-
tions that rise quickly from threshold, exhibit broad
peaks around 1.2 GeV/c?, and then slowly fall to-
wards higher masses. As will be explained later, the
gross features of these distributions are due to back-
ground processes which vary from one xg bin to the
next. Since these backgrounds peak in the mass range
where a A* signal is expected, it is necessary to have
a solid understanding of these processes.

4. Efficiency determination

The efficiency for the tracks from A+ decay to be
used in the primary vertex fit, to be in the angular ac-
ceptance, and to have p, > p,+ was calculated using
a Monte Carlo simulation. This Monte Carlo sample
consisted of two million JETSET 7.3 [11] events that
were passed through a simulation of the OPAL de-
tector [12] and reconstructed in the same way as the
data. The remaining selection efficiencies were deter-
mined from the data.

The efficiency for having 30 dE/dx samples and a
polar angle measurement provided by the z-chambers
or the jet chamber endpoint was determined from the
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Fig. 1. The A** candidate invariant mass spectra along with the
results of the fit. The open histogram is the fitted background
shape and the shaded histogram shows the fitted A+ signal. The
xg bins are: a) 0.05 < xg < 0.075, b) 0.075 < xg < 0.1, ¢)
01 < xp<0.15d) 015 <xg <02,¢) 02< xg<03f)
03<xp< 10

set of all data tracks that were used in the primary
vertex fit. These tracks were grouped into bins of mo-
mentum and | cos(8)]| and the efficiency for these re-
quirements was determined. In the Monte Carlo, pions
and protons from A** decay have a slightly higher
efficiency for these requirements than an average of
tracks which are associated to the primary vertex. This
is due to the inclusion of tracks in the vertex fit that
do not originate from the event vertex. To compensate
for this effect, which on average amounts to a 5% rela-
tive shift in the efficiency, the fractional difference be-
tween all tracks and the tracks from A+ decay in the
Monte Carlo was found and the data efficiencies were
scaled by this relative difference. Half of the correc-
tion was added to the estimated error in the efficiency.

The proton identification efficiency was determined
using protons from A - pm~ decays. Candidates for
A decays were found using the second method de-

Table 1
The A++ selection efficiencies in bins of xg.
XE A++ selection efficiency
0.05 -0.075 0.047 £ 0.004
0.075-0.1 0.028 + 0.002
0.1 -0.15 0.071 £ 0.002
0.15 -0.2 0.091 £ 0.004
02 -03 0.096 + 0.004
03 -1.0 0.109 £ 0.015

scribed in [1], without proton identification require-
ments and with the signal region defined as 1.112 <
My,— < 1.120 GeV/c?. Since the proton identifica-
tion efficiency for tracks originating at the event vertex
was required, only A candidates with a reconstructed
radius of the decay point of less than 20 cm were used.
The proton from the A decay was required to satisfy all
the A*? track requirements (except the primary ver-
tex requirement). The ps~ invariant mass plots were
fitted to determine the amount of background in the
signal region, before and after the proton identification
requirements were applied. The efficiency was deter-
mined as the probability for a A to survive the proton
selection requirements in bins of the proton momen-
tum.

Applying the track selection requirements in the
Monte Carlo results in predictions for the momenta
and | cos(8)| spectra for the A** decay products in
bins of xg. The efficiencies derived from data (in mo-
mentum and | cos(8)|) were applied to these spectra
to obtain the final A** selection efficiencies. These
efficiencies are given in Table 1.

5. Fitting the invariant mass spectra

As can be seen in Fig. 1, the pr* candidate invari-
ant mass shapes vary substantially with xg. The ma-
jority of the candidates are backgrounds, either non-
A*+ pzrt pairs or pairs with one or both of the pro-
ton and pion candidates misidentified. In the region
0.075 < xg < 0.1 the background is mostly 7t +,
the shape of the resulting invariant mass distribution
being due to the proton selection criteria in the region
where the dE/dx particle identification becomes am-
biguous. One 7" is identified as a proton and this bi-
ases the 7" distribution to higher masses. Fitting a
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Table 2
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The fitted number of A*+ in each bin of xg, where the errors are the statistical errors from the fit. Also shown is the y? probability
obtained from the fit and the y? probability obtained from a fit with no A*+ signal.

Fitted number of A1+

x? probability of fit with no AT

XE x? probability

0.05 -0.075 (7.5%%%) x 10° 0.26 0.06
0.075-0.1 6713y x 10° 0.78 0.14
0.1 -0.15 46151y x 10° 0.08 <001
0.15 -0.2 (27115 x10° 0.80 0.70
02 -03 (24153 x 10° 0.33 0.25
03 -1.0 (1.51%7) x 10? 0.64 0.63

simple background shape could easily hide any peak- BW(m) = mol'(m)

ing structures in the background components. Since
the background shapes are seen to vary with xg, fitting
the sum of all xg bins hides some of the structure in
the background and could possibly bias the A*™ pro-
duction rate determination if the fragmentation func-
tions for charged particles are not simulated correctly
in the Monte Carlo.

The invariant mass spectra were fitted, using a x?2
minimisation method, to the sum of a Breit-Wigner
shape for the A'" signal and sixteen background
shapes obtained from Monte Carlo simulations. The
background shapes consisted of all possible two parti-
cle combinations of p, #*, K*, and all other possible
charged tracks. Eight normalisation factors were used
that determined the various particle production rate
normalisations and dE/dx efficiencies. Denoting the
normalisation factors as
Ry, the normalisation factor for particle i
to be identified as a proton,

Rj,+ the normalisation factor for particle j
to be identified as a pion;

each bin of xg was fitted to the expression

N(m) = Ry BW(m) + Y RyRjr f1fC(m),
ij

with the R factors as free parameters; R,++ determines
the signal normalisation. The sum over i denotes the
possible proton candidate sources (p, 7+, K* and
other) and the sum over j includes all possible sources
of pion candidates. The function f}€(m) denotes the
Monte Carlo predicted shape for ij pairs. BW(m) is
the signal shape given by [13]

(m3 —m?)?2 + (mpl'(m))?’

where myg is the A*T mass and the width, I'(m), is
given by

o1 (2) (2 2L

T’y is the A** on-shell width, g is the momentum of
the decay products in the A*™ rest frame, ¢ = qo
when m = mg, and my, and m, are the proton and
pion masses respectively. The A** mass resolution ob-
tained using a simulation of the OPAL detector varies
between 3 and 10 MeV/c?, and in the fits the Breit-
Wigner shape was convolved with a Gaussian of o =
5 MeV/c*. However, since the A™* width is much
larger than this resolution, this correction makes very
little difference. As expected, the fits predict that p#™,
7ta*t and Kt make up the majority of the total
background.

Fitting the p7* candidate spectra in this way has
several advantages. Fitting only eight normalisation
factors enforces the correlations present in the back-
ground sources. For example, if the pion rate were in-
correct in the Monte Carlo, then the prrt and Kot
shapes would need to be scaled by the same factor, that
which gives the correct 7+ rate. Also by fitting pre-
dicted shapes instead of a single smooth background
shape, the fit is sensitive to any peaking structures that
might be present in the background shapes.

Fig. 1 shows all six bins of xg with the fitted AT+
signal and background contributions. The fitted num-
ber of A** per event in each bin of xg is given in
Table 2 along with the y? probabilities for fits both
with and without a A** signal. In the xg ranges with
a significant fitted signal, the probability that there is
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A ++ + 11 T £ tha 5
nc a CoOmpondit is small. The error from the fit

includes the statistical error in both the data and the
Monte Carlo background shapes. In Fig. 1 it should be
noted that the rise and the region above 1.5 GeV/c?,
where there is very little signal, are well described by
the fit. The background normalisation needed to fill in
the fitted A** signal would diminish the agreement in
these regions. This point is further iitustrated in Fig. 2,
which shows the fitted p7™, #+ 7+ and 7 p back-

grnnnd comnonents for the x» range 0.075-0.1. These

round components for the xz range 0.07 These
shapes are very different from each other and none of
them could be rescaled to absorb the At signal and
maintain the good description of the rise and fall of
the distribution. Fig. 2d shows the data after subtrac-
tion of the fitted background along with the fitted A*+
signal in this range and Fig 3 shows this distribution
summed over all six bins of x E.

To check that the fit is actually sensitive to a wide
resonance centred at the A™ mass, the fit was per-
formed with the mass of the At free. Table 3 shows
that the results of this fit are consistent with those from
the fixed mass fit and the fitted mass is close to the
nominal mass of 1.232 GeV/ 02

OPAL
At
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N
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Invariant Mus pn (GeV/ic)

Fig. 3. The A" candidate invariant mass spectra for all bins of
xE, after subtraction of the fitted background. The line shows the
fitted A** contribution.

Table 3
The observed number of AT+ when the mass is left free in the
fit. The errors are the statistical errors from the fit.

xg Number of AT+ fitted mass
with mass free GeV/c?
0.05 -0.075 (133744 x 10 1.201%%
0.075-0.1 (6.542%) x 10° 1.22¥0%2
0.1 -0.15 6ty x 108 L1etld
0.15 -0.2 24117y x 100 126400
1.9 3 +0.01
02 -03 (65L7%) x10° L1955,
03 -1.0 (187%%) x 10 11940

on the Monte Carlo predicted background shapes, it is
necessary to verify that the Monte Carlo reproduces
the data shapes. It has been verified that when 7wt 7™
and K*#* are selected in the data and Monte Carlo,
the Monte Carlo gives a good representation of the
resulting spectra. For the case of 7" 7", demanding

that the sion that is misidentified as a proton have
Lllal. I.llC PlUll uiat 1d LUdIUVHUIIG ad a pPivlvIL Lave

larger momentum than the other pion lessens the effect
of Bose-Einstein correlations. The rates of partially
reconstructed decays that give pm+ candidate masses
near the A** mass were allowed to vary in the fits and
no significant differences in the A** rate were found.
An N(1440)P”which decays to prt, was added to

Lo ot comanto M s e Alan
the pm* spectra and no resulting change in the ATt
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Table 4

The measured A** fragmentation function in bins of xg, where
the first error is statistical and the second is the systematic error.
Also shown are the predicted xg values where the fragmentation
function is equal to the average in each bin for JETSET and
HERWIG. In Fig. 4, the measured values from the data have been
plotted at the JETSET predicted xg values.

xg A*t perevent / Axg  xg

JETSET HERWIG

0.05 -0.075 19 7 102 0062  0.062
0.075-0.1 28 H% 03 0.087  0.087
0.1 -015 038 % 1003 0123 0123
0.15-02 o018 H 400t 0174 0173

02 -03 0073 4% +0005 0245 0245
03 -1.0  0.0060t9%% +0.0008 0530  0.554

mota <zro | NP | wrnras anlantad

rate was observed. The data were sclected with the
proton selection requirements varied by 10% and the
rate determined was consistent with the stated rate.
Finally the fit was performed with only the three main
background sources, p#*, wt#r*, and K* o™, instead
of the sixteen possible sources. This fit gave results
consistent with the full fit. Thus the fits are stable with
respect to small variations in the assumed background

shapes.

6. Results and systematic errors

Correcting each bin for efficiency, integrating over
all momentum bins and extrapolating in the unmea-
sured region gives a total production rate of 0.22 +
0.04 4 0.04 A** per hadronic Z° decay, where the
first error is statistical and the second is systematic.
The sources of systematic error considered and the
extrapolation used in the unmeasured region are de-
tailed below. As a comparison, the Monte Carlo event
generator HERWIG 5.6 [14] predicts a rate of 0.17,
JETSET predicts 0.18, and the model of [15] pre-
dicts 0.17, all in agreement with this measurement 6.
Table 4 gives the measured A*+ fragmentation func-

tinn and Rige 4 chawe tha A++ fraomantatian fun
{1011 and rig. 4 snows ic & Lxusxu\,umuuu xuu\,uuu

together with the predicted fragmentation functions of
JETSET and HERWIG. The JETSET and HERWIG

6 The parameter values used for JETSET and HERWIG are given
in [16].

~ -
g NADAY ]
3 UK AL ]
3 ———  JETSET ++

[+

olE T S HERWIG A e

-3
10 N IS PP B P S R WSl A I
[] 0.1 02 03 04 0.5 0.6 07 08 0.9 1

Fig. 4. The A** fragmentation function as a function of xg. The
points are the measurements, the solid line is the prediction of
JETSET and the dashed line is the prediction of HERWIG. The
data points have been plotted at the values of xg inferred from
JETSET, given in table 4, following the prescription in [17].

e d e

lllC lVlUlIW \,d.l.lU plcuu.uuna aic llUlllld.llWU I.U I.lll: UUWIV.CU lated
above xxr of 0.05.

predictions have been normalised to the observed rate
ahnve v = N 08 whichicN 1810 nQ-Ln n'l A++ nnr

above xz = 0.05, whichis 0.16 +0.03+
hadronic Z° decay. As is the general trend for baryons
at LEP, both JETSET and HERWIG predict a frag-
mentation function that is harder than the data.

The sources of systematic error considered were the
Monte Carlo modelling of the detector for the vertex
assignment criteria, the dependence of the determina-
tion of the efficiency in each xg bin on the assumed
fragmentation function, the integration of the Breit-
Wigner shape, and the extrapolation below xg = 0.05

The fits were found to give consistent results with re-
spect to small variations in the dE/ dx selection criteria
and the number of samples used in the dE/dx calcu-
lation.

The efficiency for assigning tracks from A¥* decay
to the primary vertex was investigated in the Monte
Carlo. The vertex assignment requirements were
varied in the Monte Carlo and the efficiencies re-
determined. The second column of Table 5 gives the
errors in the differential rate due to this uncertainty
in the vertex modelling in the Monte Cario.

The average A** selection efficiency within each
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Table 5

The systematic errors on the differential rate determination, in each
bin of xg. The first column shows the error due to the uncertainties
in the efficiency calculation, the second column shows the error
due to uncertainty in the vertex assignment efficiency, the third
column shows the error due to the fragmentation model assumed,
and the fourth column shows the error due to the bounds on
the integration of the fitted A*+ signal. The uncertainty in the
extrapolation below xg = 0.05 dominates the systematic error in
the overall rate determination.

Xg Efficiency Vertex Fragmen- Integration
modelling tation bound

0.05 -0.075 +0.16 +0.12 +0.087 +0.054
0.075-0.1 +0.19 +0.12 +0.14 +0.081
0.1 -0.15 £0.0095 +0.019 +0.013 +0.011
0.15 -0.2 +0.0074  +0.0093 +0.0016 30.0051
02 -03 +0.0033  £0.0030  +0.00029  +0.0021
03 -1.0 4+0.00079 +0.00022 $0.000028 +0.00017

xg bin was determined assuming the fragmentation
function of JETSET. The third column of Table 5 gives
the change in the differential rate in each bin of xg
when the fragmentation function of HERWIG is used
in determining the efficiency.

In calculating the observed number of A** in each
xg bin, the Breit-Wigner shape was integrated only
up to 1.6 ("-p\//r2 When the Breit- W1 oner QhﬂhP was

mtegrated up to the kinematically al]owed maximum
in each bin, a production rate approximately 6% higher
was obtained. Since the A** selection efficiency was
evaluated only to 1.6 GeV/c?, and since it is possible
that the selection efficiency decreases with the A*™+
momentum, we add one half of the possible missing
rate to the result and assign an error equal to the full
correction. This error is given in the fourth column of
Table 5.

The region of xg below 0.05 is dominated by back-
ground, leading to unreliable fits, hence an extrapo-
lation is needed to determine the integrated rate. Ac-
cording to JETSET, 28.8% of the total rate is below

xg = 0.05 whereas HERWIG predicts that 29.3% of
the production is below 0.05. The JETSET value was

used for the pvframlahnn of the rate below xg= 0.05

To estimate an uncertamty on this extrapolation we
note that in the OPAL measurement of the inclusive
proton rate [2], the Monte Carlo predictions and the
measurement of the fractionai rate below xg = 0.05

disagree by large amounts. Thus 50% of the JETSET

predicted extrapolation is added as a systematic er-
ror on the extrapolation in the unmeasured region of
xg, which amounts to an error of 0.04 on the total
rate. This uncertainty in the extrapolation dominates
the overall systematic error on the rate determination.

7. Discussion

The model of baryon production implemented in
JETSET proceeds by string breaking into a diquark
anti-diquark pair. There are parameters that control the
ratio of diquark to quark creation at the string break-
ing, the rate of strange quark creation, both in quark
and diquark production, and the ratio of spin one di-
quarks to spin zero diquarks. The HERWIG model
proceeds by decays of clusters into known particles,
with the maximum cluster mass being the main pa-
rameter which determines particle rates.

With this measurement of AT+ production, at least

one state of each of the strangeness levels in the
lightest baryon decuplet has been measured. This
makes it possible to study the strangeness suppression
in this baryon decuplet. From the previous OPAL
measurements of the rates of ), 5(1530)"), and
3( 1385)+ [l] the ratios of the production rates of

Alas Llfamniat obtano cmseana mma o

pd.l lele Ul UlllClClll SUANECHUYS aiv UULa.'lueU,

5(1385)F /ATt =0.086 + 0.027,
E(1530)°/A*+ =0.029 £ 0.010,
- /At = 0.023 + 0.009.

The errors above are the combination of the statistical

+. 41 Th +
and systematic errors. The X(1385)" rate has been

assumed to be half of the 3 (1385)% rate from [1].
JETSET, with its default parameters, has a strangeness
suppression factor of 0.3 and a suppression factor of
0.4 for diquarks containing strange quarks, resulting
in predictions of 0.206, 0.029, and 0.004 for these ra-
tios. The HERWIG predictions for the above ratios

AmA NnoNnma

are 0.373, 0.089, and 0.024 respectively. Both JET-
SET and HERWIG predict a %(1385)* rate that is
too large and hence the ratios involving the X (1385) +
disagree with the measurement. If the assumption of
one single strangeness suppression factor, A, is made
then the above ratios should be A, A% and A3, and thus
predict a factor of 0.18 & 0.03. However the y? prob-
ability for this is much less than 1%, indicating that
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one strangeness suppression factor is not appropriate
in this decuplet.

It is now possible to extract the direct proton pro-
duction rate from the measured inclusive rate using the
measurements of the production rates of A (0.351 &+
0.019) [1], =% (0.085 £ 0.031) {3] and this mea-
surement of A** production, since these rates en-
compass most states that decay to protons. Using the

£ th 1+ A ¢+ £
OPAL measurement of the proton production rate of

0.92 £0.11 [2], we obtain a direct proton production
rate of

0.21 £0.16.

While this calculation neglects charmed and bottom
hadrons as well as orbitally excited N* states that could
decay directly to protons, JETSET predicts that these
decays contribute less than 5% of the total proton rate.
It was also assumed that aii the A states have the
same production rate. The error is dominated by the

uncertaintiac in inch lcnIA nrotan and A+t rates. h.m
uncéinainucs in inCiusive prown and 4

to this large error, this direct proton production rate
is consistent with both no direct production and with
the approximately 20% direct production predicted by
the thermodynamic model of [15]. As a comparison,
JETSET predicts 0.49 and HERWIG predicts 0.21.
Making the assumption that all A** production is
direct, which JETSET predicis negiects less than 0.1%
of the total rate, we can give the ratio of the direct pro-

+
ion rates of the J* = 3™ A** (baryon decuplet

to that of the J* = % p (baryon octet):

A**/p=10£0.5+009.

Tha 11 t tha AT+
The first error is due to all sources except the A

rate and the second is that due to the A** rate. For
this ratio JETSET and HERWIG predict 0.4 and 0.8,
respectively. More precision in the proton and A**
rates is necessary to make a statement on whether the
models reproduce this decuplet to octet ratio.

8. Conclusion

OPAL has made the first measurement of A*+ pro-
duction in hadronic Z° decays, thus completing the
measurements of each strangeness level of the light-
est J¥ = %+ baryon decuplet. We measure a total

production rate of 0.22 4 0.04 + 0.04 A™ + (A)——

per hadronic Z° decay, where the first error is statis-
tical and the second systematic. We also report the

(L0 40 Ll L 00 1 4 L0 8 SLaliguae. @ISV PO LT

first measurement of the A** fragmentation function
in ete™ collisions away from the Y(1S) resonance
and find that both JETSET and HERWIG predict a
spectrum that is harder than the data.
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