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Search for first-generation scalar and vector leptoquarks
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We describe a search for the pair production of first-generation scalar and vector leptoquarkeseijy toed
evjj channels by the D@ollaboration. The data are from the 1992—-1986 run at+/s=1.8 TeV at the
Fermilab Tevatron collider. We find no evidence for leptoquark production; in addition, no kinematically
interesting events are observed using relaxed selection criteria. The results fremjfrendevjj channels
are combined with those from a previous/ R@alysis of thevvjj channel to obtain 95% confidence level
(C.L.) upper limits on the leptoquark pair-production cross section as a function of mass ghdtloé
branching fraction to a charged lepton. These limits are compared to next-to-leading-order theory to set 95%
C.L. lower limits on the mass of a first-generation scalar leptoquark of 225, 204, and 78°GelB=1, %
and 0, respectively. For vector leptoquarks with ga(eng-Mills) couplings, 95% C.L. lower limits of 345,
337, and 206 Ge\¢? are set on the mass f@=1, % and 0, respectively. Mass limits for vector leptoquarks
are also set for anomalous vector couplings.

DOI: 10.1103/PhysRevD.64.092004 PACS nuniber14.80—j, 13.85.Rm

I. INTRODUCTION [20]. Additional data collected in 1997 did not confirm this

excess]6,21]. (For a recent review of leptoquark phenom-

enology and the status of leptoquark searches at HERA and
Leptoquarks(LQ’s) are exotic particles that couple to the Tevatron, see Ref1].)

both leptons and quarks and carry color, fractional electric

charge, and both lepton and baryon numbdis Although B. Leptoquark production at the Tevatron

the pattern of three generations of doqblets of quarks and At the Tevatron, pair production of leptoquarks can pro-
leptons suggests leptoquarks as a possible reason for an Weed through quark-antiquark annihilatigdominant for
derlying unity, they are not required in the standard modeIMLQ> 100 GeVt?) and through gluon fusion, and is there-
Leptoquarks, however, do appear in composite models, techore independent of the L@-q Yukawa coupling\. Pair
nicolor theories, grand unified theories, and superstringproduction of first-generation leptoquarks can result in three
inspired g models. They are not part of the minimal super-final states: two electrons and two jetse(jj); one electron,
symmetric (SUSY) standard model, but can be aneutrino, and two jetsfjj); or two neutrinos and two jets
accommodated in certain extended SUSY models. Leptotvvjj). The decay branching fractions in thejj, evjj, and
quarks can be scaldspin 0 or vector(spin ) particles. In  vvjj channels ar@?, 28(1— g), and (1- 8)?, respectively.
many models, both baryon and lepton numbers are corifhe cross section fopp—LQ LQ—eejj is therefore pro-
served, allowing low-mass leptoquarks to exist without me-portional to3%. We use the next-to-leading-ord@tLO) cal-
diating proton decay. culation of the pair-production cross section of scalar lepto-
Leptoquarks with universal couplings to all flavors would quarks[22] to compare our experimental results with theory.
give rise to flavor-changing neutral currents and are severelyhis calculation has a theoretical uncertainty of about 15%
constrained by low-energy experiments. We therefore aswhich corresponds to the variation of the renormalization
sume in our analysis that there is no intergenerational mixingcalé . used in the calculations between=2M o and u
and that, e.g., first-generation leptoquarks couple onyao ~ =32Myq- For vector leptoquarks, NLO calculations are not
ve and tou or d quarks. In most models containing lepto- yet avallablg, and we the_refore use the !eadmg-o(tié:r)
quarks, each leptoquark species has a fixed branching fraPair-production cross sectid23]. We consider three gluon
tion to 1=q: B=1, % or 0. Models with intergenerational COUPlings: Yang-Mills gauge couplings«¢=Ag=0), mini-

mixing or extra fermions can have any value@®between 0 Mal vector anomalous couplings¢=1 andis=0), and
and 1. the anomalous couplings that yield the minimum cross sec-

H 2 — —
The H1 and ZEUS experiments at teép collider HERA tion for 150 GeVe? leptoquarks ak/s=1.8 TeV (k=13

at DESY published lower limits on the mass of a first- andig=—0.21) [23].
generation leptoquark that depend on the unknown
leptoquark-lepton-quark coupling,[2—10]. Pair production ll. DU DETECTOR AND TRIGGERING
of leptoquarks, nearly independent of the valuexofcould The DOdetector is a general-purpose detector consisting
occur ine”e" collisions via a virtualy or Z in thes-channel  of three major systems: a central tracking system, a uranium/
and inpp collisions via an intermediary gluon. Experiments liquid-argon calorimeter, and a muon spectrometer. These are
at the CERNe™e™ LEP collider[11-14 and at the Fermilab described in Ref[24]. The features most relevant to this
Tevatron[15-17 searched for leptoquark pair production analysis are summarized below.
and set lower limits on the masses of leptoquarks. The central tracking system has a cylindrical vertex drift
In February 1997, the H1 and ZEUS experiments reported¢hamber, a transition-radiation detector, a cylindrical central
an excess of events at hig)? [18,19. A possible interpre-  drift chamber, and drift chambers in the forward regions. The
tation of these events is the resonant production of firsttracking system is used to determine the longitudi@apo-
generation leptoquarks at a masd, () near 200 GeW?  sition of thepp interaction and to find tracks associated with
electrons and muons. Information from the transition-
radiation detector helps separate electrons from charged
*Also at University of Zurich, Zurich, Switzerland. pions. The calorimeter consists of a central calorim@sz)

A. Leptoquarks

092004-3



V. M. ABAZOV et al. PHYSICAL REVIEW D 64 092004

that covers the detector pseudorapidi8s] region | 74e along the beam direction, andl, is the resolution for the
<1.2 and two end calorimeteX&C) that cover 1.5 7gef observable. In the EC,Az is replaced byAr, the mismatch
<4.2. Scintillation counters located in the intercryostat re-transverse to the beam.
gion provide information about jets for 23 7¢.{<1.5. The For theeejj analysis, at least one of the two electrons in
electromagnetidEM) and hadronic calorimeters are seg-an event is required to have a matching track. An electron
mented into cells in pseudorapidity and azimuthal angle ( track can be improperly reconstructed due to inefficiencies in
of size A7geex Ap=0.1X0.1 (0.05<0.05 at EM shower the central tracking chambers or because of poor matching
maximum). between the track and EM cluster caused by incorrect vertex
The Main Ring synchrotron lies above the Tevatron beaninformation. Using trackless electrons restores some of this
line and passes through the outer section of the central caldest efficiency, but at the expense of increased background.
rimeter. Protons used for antiproton production pass througfihey are not used in thevjj analysis.
the Main Ring while the Tevatron is operating. Interactions For electron candidates with a matching track, we apply a
in the Main Ring can cause spurious energy deposits in thékelihood test based on the following five variables:
calorimeter leading to false missing transverse enefgy) ( (1) Agreement between the observed shower shape and that
in collected events. Certain triggers are rejected when thexpected for an electromagnetic shower. This is computed
protons are being injected into the Main Ring, every time theUsing a 41-variable covariance matrix for energy deposmon
Main Ring beam passes through the detector, and during tHg the cells of the electromagnetic calorimetet-gnatrix x?
subsequent “calorimeter recovery” period; other triggers ard 26]).
rejected during injection and when the proton bunch is(2) The ratio of the shower energy found in the EM calorim-
present, but accepted during calorimeter recovery periodéter to the total shower energy, the electromagnetic energy
(called a “minimal” Main Ring vetd. Since all events are fraction (EMF), is required to be that expected for an EM
tagged with the state of the Main Ring at the time of collec-shower.
tion, this rejection can be performed offline for triggers rely- (3) A small track match significance, is required.
ing on less restrictive Main Ring requirements. (4) The ionizationdE/dx along the track is required to be
DO employs a three-level trigger system. Level 0 useghat for a single minimum-ionizing particle.
scintillation counters near the beam pipe to detect an inelag5) A variable characterizing the energy deposited in the
tic collision. Level 1 sums the EM energy in calorimeter transition-radiation detector is required to be consistent with
towers of sizeA 74X Ap=0.2x0.2. Level 2 is a software the expectation for an electron.
trigger that forms clusters of calorimeter cells and appliesTo a good approximation, these five quantities are indepen-
preliminary requirements on the shower shape. Certain trigdent of each other for electron showers For EM objects
gers also require energy clusters to be isolated. without a matching track, al-matrix y>< 100 is required.
All EM objects are required to have deposited most of
their energy in the EM calorimeter (EMF0.9). We also

lll. EVENT RECONSTRUCTION AND PARTICLE require EM objects to be isolated, using the variable

IDENTIFICATION

The DD reconstruction progranp®RECO, processes the I Eww( R=0.4 —Egm(R=0.2)
triggered data into events with kinematic quantities and par- o Eem(R=0.2 '
ticle identification. This includes finding interaction vertices,
tracks, and jets, and identifying electrons and muons, eaclwhereE,(R=0.4) andEgy(R=0.2) are the total and EM
with loose quality criteria to reject poorly-measured objectsenerg|es in a cone of radiB= /(A 75)2+(A$)2=0.4 or
Additional requirements are then applied for each analysis.g.2 centered on the EM cluster, where the pseudorapidity is
measured with respect to the interaction verigs]. For
A. Electron identification electrons with matching tracks, we requifec0.15. To re-
duce the multijet background by about 50% in dielectron

- : o n o > data in which one electron does not have a matching track,
very similar. Electron candidates are first identified by find- we require that electron to hae<0.10. The electron iden-
ing isolated clusters of energy in the EM calorimeter. Theseﬁﬂcatlon criteria are summarized in Table .

EM clusters are required to be in the fiducial volume of the The electron E; resolution is o(Eq)/Eq=0.0157

detector, i.e.| 74 <1.1 (CC) or 1.5<| 74 <2.5 (EC). EM ”
clusters with a matching track from the primary vertex are?u(ng ?n72uS(Jﬁ\;tljr\é—'l')he;?fs(aoll?tﬁ)zETéanZeggr@agZTgéfrsor?
called electrons those without a matching track are called ; g n

is excellent, less than 16 [27].

trackless electronsA track and an EM cluster in the CC
match if the distance between the track and the EM cluster

Electron identification for theejj andevjj analyses is

centroid is small, B. Jet reconstruction
A 5 Jet reconstructiofi28] is based on energy deposition in
Tirc= 3 /( ¢) +< ) <10, calorimeter towergthe calorimeter cells withimA X A ¢
' Ong Oaz =0.1x0.1) with E;>1 GeV. Starting with the highei

tower, the energy deposited in a cone of radiks-0.7
where A ¢ is the azimuthal mismatch\z is the mismatch around the center of the tower is summed and a new energy-
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TABLE |. Electron identification requirements.

Requirement

Electrons with tracks

Electrons without tracks

Fiducial volume

| 7get] <1.1 or 1.5<| ngee <2.5

| 7det| <1.1 Or 1.5<| 74e¢| <2.5

Track match significance op <10

Electromagnetic fraction EMBE0.9 EMF>0.9
EM cluster isolation 7<0.15 7<0.10
EM cluster shapél-matrix x?<100
Five-variable likelihood <1.0

weighted center is determined. This procedure is repeated,
using the new center, until the jet's direction is stable. Only

jets withE{>8 GeV are retained. The final direction of a jet
is given by

- 2 2
PR
fjer=tan * ' I ,
se
2 Ey
Per=tan : ,
se
Ojet
Njer=—1IN tan%) ,

where the polar anglé is measured relative to the interac-
tion vertex, E,=E; sin(#)cos(), E,=E; sin(8)sin(#), E,
=E; cos@), andi corresponds to all cells that are withi
=0.7. Jets are required to hajey.{<2.5 and EMR~0.95.

ETX:_Z E; sin(6)cod ;) — >, AEL,
i J

Er = — > E;sin(6)sin(¢;)— >, AE).
i ]

The first sum is over all cells in the calorimeter and intercry-
ostat detector above the noise threshold, and the second is
over the corrections ikt applied to all electrons and jets in
the event. TheE resolution is approximately 4 GeV per
transverse componef®9] and grows as the amount of calo-
rimeter activity increases.

D. Vertex finding

The standard [DOvertex-finding algorithm uses tracks
found in the central tracking system to locate the intersection
of groups of tracks along the beam line. The group with the
largest number of tracks is chosen as the primary vertex.
However, since there is an average of 1.5 interactions per
beam crossing, the hard-scattering vertex is not always cho-
sen correctly by this algorithm. Using the electron to verify
or recalculate the vertex significantly improves this effi-
ciency [30]. The electron revertexing algorithm uses the

The measured jet energy is corrected for effects due to th&ack that best matches an EM calorimeter cluster and then
underlying event and out-of-cone showering in the calorimf€calculates the position of the vertex based on this track.

eter. The transverse energy resolution for central jeige{
<0.5) varies fromo(Et)/E+=0.154 forE;~36 GeV to
o(E1)/E+=0.050 forE;~300 GeV[28]. The resolution in
both » and ¢ for 50 GeV jets varies from approximately
0.02 for | 74e{<0.5 to approximately 0.06 for 20| 74
<2.5 and improves as the jet energy increases.

We use jets reconstructed with the laf§e=0.7 cone size

The z position of the vertex is calculated by fitting a straight

line through the centroids of the EM cluster and the match-
ing track. We require every event to contain at least one EM
object with a matching track usable for revertexing. If both

EM clusters have a matching track, the primary vertex is
calculated based on information from both of them. The ki-
nematic properties of the objedtslectrons, jetsir) in the

to decrease the number of final-state-radiation jets that argvent, such as transverse energy and pseudorapidity, are then
reconstructed separately from the parent jet and to improv calculated r?ased ?n Ithe gew vert_ex. All further analysis is
the jet-energy and mass resolutions. Jets are ordered in d&on€ using the recalculated quantities.

scending value oE, with j4, the leading jet, having the
highestE+.

C. Missing transverse energy

The missing transverse energy is calculated as
— 2 2
Er=VEr TET,

where

Figure 1 illustrates the improvement in the resolution of
theZ-boson mass, as well as the reduction in background due
to vertex misidentification foEZ(— ee) +2j events, after the
revertexing. Events in this plot are allowed to have one EM
cluster without an associated track.

IV. SEARCH STRATEGIES AND OPTIMIZATION

The choice of variables, and the selection of their optimal
values, for improving the ratio of signal to background
events is at the heart of searches for new particles. We use
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L F M’ is the electron-neutrino transverse mass.

§ E (@) Mass-difference variables for tree jj analysis:
60F

[} E

O F M \/(MLQl_MLQ)2+(MLQ2_MLQ)2

Q4o o M) = M ,

a E 1Q

2 b

Sap M Mig—My,

0?. =, P |.._-n:.d'l'l.i*uﬂ.7r!.J:_. |

sbmnlen 14 Lo o 100y V_ (MLQ1+MLQ2)/2,
o
§ ®) oM M LQ, M LQ,
o T ’
2105— ] v \/M ‘/(MLQ1+M|—Q2)/2
2 ! 55-: where Mo, and Mq, are the electron-jet invariant-mass
S I HHINE : combinations that are closest to each other, B¢ is the
M1 [ Inil ST N I hypothesized leptoquark mass.

T 0 0 e e e et a0 e 8500 Mass-difference variable for thevjj analysis:
2
Mee (GeV/c?) ﬁ(M )= min IMej1—Mig| [Mgjo—M g
FIG. 1. Z(—ee) + 2] data beforgsolid) and after(dashedl re- M LQ Mo ’ Mo '

vertexing:(a) has a linear scale and illustrates the improvement inwhereM andM... are the invariant masses of the electron
the Z-boson mass resolution after the revertexifin; has a loga- ejl ej2

rithmic scale and shows the suppression of the background frorﬁ:'th the first jet and the second jet, respectively, thb IS

R : e hypothesized leptoquark mass.
t dentificat the tails of th&b k. Lo . .
vertex misidentiication i the 1aiis o oson pea Over 50 combinations of these variables were used in the

two optimization techniques to aid in this selection: the ran+andom grid search and neural network studies described be-
dom grid search method, which has been used lbyiDthe low to determine the optimal set of variables and selection
measurement of the top-quark pair-production cross sectio@riteria for theeejj andevjj channels.

[31] and in the search for the supersymmetric partner of the

top quark[32], and neural network analysis, which has been B. Optimization criterion

used by DOin the measurement of the top-quark mass | first-generation leptoquarks with a mass of approxi-

[33,27 and in the determination of thet-to-all-jets cross mately 200 GeW? exist, we want to achieve the highest-
section[34,35. possible discovery significance. If there is no evidence of
leptoquark production, we want to set the lowest possible

A. Additional variables 95% C.L. limit on their production cross section. Based on

In addition to kinematic variables such as the transversée¢ Monte Carlo(MC) simulations of the signal and the
energies of electrons and jets and e used in standard background estimates described below, we pursue a fixed-
analyses, we study other variables to determine their effip@ckground strategy for our search. We optimize our selec-

ciency in separating signal from background. These inclug&on criteria by maximizing the signal efficiency for 0.4 ex-
the energy sums, event-shape variables, invariant-mass vaRected background events. This method leads to excellent

ables, and mass-difference variables listed below. discovery potential and a 67% probability that no back-
ground events will be observed. If no events are observed,
Energy and transverse energy sums: the experimental limit has the advantage of being indepen-
H$ is the sum of théE of the two leptongtwo electrons,  dent of the predicted number of background events and its
or electron and neutrino&j) J; uncertainty.
HY is the sum of theE+ of all jets;
H* is the sum of theE of the two leading jets; C. Random grid search
H2e s thej sum of theey of the three leading jets; The random grid search method, which was implemented
SIZZ Hy+H o as the computer prograRGSEARCH[37], helps determine
Sy=H31+HY<; and the set of cuts that optimally separates signal from back-
Sis the total energy in the event. ground. In a standard grid search, the signal and background
Event-shape variables: acceptances for some cuto#(;) on a variablex are deter-
centrality (S;/S); mined for all values between some minimum and maximum,
aplanarity of jets and lepton27,36]; Xmin @NdXmax, respectively. A refinement of this technique is
sphericity[36]; and to use the MC signal to define the rangexgf;. For each
the rms of theEt-weighted distribution in jety [34]. MC event, X, is set to the generated value wf and the
Invariant-mass variables: acceptances for signal and background are determined for
M¢e is the dielectron invariant mass; thatX.,. While runningRGSEARCH the value of a cutoff on
M.; is the invariant mass of various electron and jet com-a variable can be fixed or allowed to vary in some range.
binations; and Minimum and/or maximum values fot.; can be preset or,
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TABLE II. The level 2 triggers used in theejj analysis. The runs listed correspond to different periods
during Run 1 of the Tevatro(1992—-1996. The transverse energy of an EM cluster is denoteﬁw. The
number of events is that in the initial data set.

Run Trigger requirements Integrated luminosity Number of events
Run 1A EEMLEMZ> 10 Gev 14.7 pb'? 1131
Run 1B EEM>20 GeV, isolated 97.8 pbt 7500
EEM2>16 GeV
Run 1C EEM>20 GeV, isolated 105 pb? 888

EEM2>16 GeV

alternatively, any values that are allowed for signal can bdor the dielectron data sample. The total integrated luminos-
used in the search. In general, the search is multidimenity for these triggers is 123:07.0 pb !, which corresponds
sional, and many combinations of variables, both fixed ando sample of 9519 events. The average trigger efficiency for
varying, are studied to find an optimal set of requirements tahe data in this analysis is (99:9.5)%.
impose on the data. Trigger thresholds and other criteria used
to define the initial data sample are also imposed in all 2. Event selection for the base data sample
RGSEARCHIrials. One of the results of eRGSEARCHTrial is a ) e
plot of the number of expected signal events versus the pre- e require two electrons witk7>20 GeV and at least
dicted number of background events, normalized to the lutwo jets with Ex>15 GeV. As described in Sec. Ill, only
minosity of the data sample, including detection efficienciesone of the electrons is required to have a matching track.
Events containing an electron close to a jAtR,<0.7) are
D. Neural network analysis rejected. Events whose dielectron invariant mass lies inside

We al three-] feed-f d | net kthe Z-boson mass window, 82M.,<100 GeVt?, are also
€ also use three-layer teed-forward neural NeWorkS, ., 04 After identification, fiducial, initial kinematic, and

[38,39 in the search for leptoquarks. For each combinatio . X
of n variables, a network is trained using MC signal eventg\/I ee féquirements, 101 events remain. We call these events

(S and an appropriate mixture of background evdBisto the base data sample.

yield an output discriminaribyy near 1 for signal and 0 for

background. For a sufficiently large sample of training B. MC signal samples

events, when the trained network is applied to the data, the Leptoquark pair production in theejj channel can be
discriminant output from the neural network is approxi- nadeled as the production of a pair of identical strongly-
mately S(x)/[S(x) +B(x)], where S(x) and B(x) are the iyieracting particles, each of which decays into an electron
n-variable signal and background densities. This defines CoNsg a jet. Monte Carlo events simulating the pair production

tours of constant probability for signal versus background inOf scalar leptoquarks are generated ussageT [40] for lep-
the n-dimensional space that represent the optimal function§ ptog g [40] P

. C. Background samples
V. eejj CHANNEL

The primary backgrounds to theej final state are from

o . _e"e” (“Drell-yan” ) production with two or more jetst,t_
because it is the only channel sensitive to leptoquarks wit roduction, and multijet events in which two jets are misi-
B=1.ltis also sensitive to leptoquarks wigh<1; however, dentified a,s electrons

since both leptoquarks have to decay in the charged-lepton

The study of theeejj channel is particularly important

mode, the cross se_ction for. 'Ieptoquarlf pair production and 1. Drell-Yan background
subsequent decay into tleejj channel is suppressed by a ) ]
factor of 82. Drell-Yan (DY) events are generated usirsgJET in four

Independent of the scalar or vector nature of leptoquarkdNass ranges: 20—60, 60-120, 120-250, and 250—-500 GeV/
the analyses are very similar. In particular the data samplé - For calculating the background, the B2j cross sec-
and the final event selection are identical. We describe th#0n from ISAJET is normalized to the observed number of

scalar leptoquark analysis first, in detail, and then the vectofVents in theZ-boson mass peak after imposition of the ki-
leptoquark analysis. nematic criteria described above. The scaling factor is 1.7

+0.1 and reflects the fact thesaJET does not provide the
A. Data NLO corrections(“K-factor” ) to the LO DY production
cross section. The uncertainty in this background is 20%,
dominated by the 15% uncertainty in the jet energy scale. We
Events with two electrons satisfying the online trigger re-estimate that the base data sample contains#66334 DY
quirements listed in Table Il are used as the starting samplevents.

1. Triggers
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2. tt Background tively. We assign an uncertainty of 15% to these values,
which reflects the variation of the misidentification probabili-
ties as a function oE$, any difference between the CC and
EC, as well as certain jet trigger turn-on effects. The number
of misidentified multijet events in the base data sample is
Estimated to be 24:83.6 events.

Thett — dileptons MC sample is produced usirggeRr-
wiIG [41] for m=170 GeVt?. The events are representative
of all ee ew and uu final states, including those from
decay. The sample of 101 339 events corresponds to an int
grated luminosity of about 270 3. The DO measurement
[31] of thett production cross section has an uncertainty of
35%. This, when combined with the 15% uncertainty in the
jet energy scale, leads to an overall uncertainty of 38% in the The total background estimate for the base data sample is

predicted number oft events. The base data sample is esti-92.8+13.8 events, in agreement with the 101 events ob-
mated to contain 1:80.7 tt events. served in the data.

5. Total background

3. Photon background D. Electron identification efficiencies

Direct photon production is the main source of real pho-
tﬁns (o.t')sf.e rvled as. I.EM Obje%ts .W'thOUt asllsocgged tlz}auks the initial data sample after all requirements except those on
theee|] final state; its contribution is small and Is taken Into 1o giglectron mass and for electron identification. This is

account when the multijet background is estimated. Otheg gnient to estimate the identification efficiencies for CC-
sources of photons, such ¥éy+2j production, are negli- CC. CC-EC. and EC-EC electron combinations.

gible for high£; photons. We plot the dielectron mass spectrum without any elec-
tron identification requirements beyond EM object recon-
struction and subtract the multijet and DY backgrounds using
The multijet background is estimated using data collectedhe standard “side-band” technique. We then apply the elec-
with a trigger that required three jets witB,>10 GeV at tron identification requirements, again subtracting the back-
level 2. This trigger was prescaled and had an integratedrounds using the same side-band technique. The ratio of the
luminosity of 0.936 pb'. Two sets of events are selected background-subtracted number Hfbosons with the identi-
from this trigger. Events in the j3sample are required to fication requirements to that without the identification re-
have at least two jets witkE}>15 GeV and at least one quirements gives the efficiency per event. The efficiency is
additional jet with EL>20 GeV. Events in the prEM  (74+3)%, (66+4)%, and (6&9)% for CC-CC, CC-EC,

sample have an EM object witifV>20 GeV rather thana 2and EC-EC electron combinations, respectively.
third jet. To calculate the average efficiency for leptoquark events,

we find the relative fractions of the CC-CC, CC-EC, and
C-EC topologies. These are the same, within the errors, for
eptoquark masses of 180, 200, and 220 @éVand equal

(83£2)%, (16-1)%, and (1.%0.2)% for CC-CC, CC-

jets with E->E, in the 3j sample. TheE, threshold is var- EC, EC-EC qomb!natlc_)ns, re_specu_vely. _These fractions and
the electron identification efficiencies give an overall elec-

ied from 20 to 50 GeV, and the probabilities are stable for . e - o
cut value above 25 GeV, i.e., above the jet trigger turn-orﬁr;%nss'gsrgg;\fvae“eonn 122'2ﬁgcg28feg§/4) % for leptoquark

The probabilities for a jet to be misidentified as an electron
with a track and without a track are measured to be

There are approximately 3@3boson events remaining in

4. Multijet background

The probabilities for a jet to be misidentified as either an
electron or trackless electron are determined by comparin
the number of candidates witB$>E, that pass standard
quality cuts in the 2+EM sample and the total number of

E. Event selection optimization

_ 4
firack= (3.50=0.35 X 10" %, 1. Random grid search

fropac= (1.2550.13 X 1073, Extensive testing of combinations of the variables de-
scribed in Sec. IV A shows that the use of a single variable,
and, within the uncertainties, are independent ofEheand the scalar sum of the transverse energies of all the objects in
pseudorapidity of the electron. These values are crosghe eventSy, is the most powerful. Figure 2 shows tBe
checked using the ratio ofj3-EM and 4 events. This distribution for the base data sample, the predicted back-
method of determining the misidentification probability au-ground, and a sample of 200 Ge¥/leptoquark MC events.
tomatically accounts for the direct photon background that iAll of the leptoquark MC samples and the Df, and 2
a part of the general “multijet” background. +EM background samples are used in the random grid
We then apply these misidentification probabilities to thesearch. The leptoquark events are used to set the trial thresh-
weighted number of fevents in the 8 sample. The weight old values for the different parameters. The number of pre-
assigned to each event is the number of jet permutations thdicted background events is determined using the three back-
can be used to misidentify a pair of EM objects. The back-ground samples. Shown in Fig. 3 is the predicted number of
grounds in the two samples, two electrons or an electron ansignal events versus the expected number of background
a trackless electron, are estimated by multiplying theevents for three differelRGSEARCHTtrials, where the samples
weighted number of events By, O 2f yacdf no racke T€SPEC-  have been normalized to an integrated luminosity of 123
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> -o- Data 2
L 49 L — Background a 10°p
9 -+ LQMC s
T = 10 f p
a | A = [ 1
5 ! s 2 1 .
> -4 m,
I . . , , L 10 H M. 4
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Sp(GeV) Dy
FIG. 2. Sy distributions for backgroundsolid line histogran FIG. 4. Comparison oDy distributions for the predicted back-
data(solid circles, andMq =200 GeVt® MC events(open tri-  ground (solid line histogramy 200 GeVE2 leptoquark events
angles for the eejj analysis. (dashed line histogramand the datghatched histograjm

pb~1, and the detection efficiencies, as well as the kinemati¢ion other than a simple linear sum is the optimal way to
acceptance for thekGSEARCH thresholds, have been in- combine the two variables. The simplest way to compute this
cluded. In these trials, the thresholds of the two electrons function is with a two-dimensional neural network. For this
and the two jets are fixed to those in the base data sampl@pproach, we use a neural network with two input nodes
The thresholds varied are those f8f alone, for3%(200)  (corresponding to the variabldd; and HY), three hidden
alone, and for these two variables together. When combinediodes, and one output node. The network is trained using the
S; and the mass-difference variable yield a higher signaP00 GeVt? leptoquark MC sample as sign@lith a desired
efficiency for very low values of expected backgroutess — network outputDyy=1) and the observed admixture of DY,
than 0.3 evenjs but the result is comparable to the useSpf  tt, and multijet events as backgrourfaith desired Dyy
alone when the expected background is approximately 0.4-0). Figure 4 shows the distribution @, for the back-
events. For the same expected background, using just thground, the 200 Ge\¢f leptoquark MC events, and the data.
mass-difference variable leads to a 10% reduction in the preFhe discrimination between signal and background is good.
dicted number of signal events compared to that using just Each value ofDyy defines a contour of constant probabil-
Sr. RequiringS;>350 GeV leads to approximately 0.4 ex- ity between signal and background in the$(,H)) plane.
pected background eversee Sec. IV B The highest value The expected distributions iv=(H$,H)) space for a 200
of Sy seen in the data is 312 GeV, therefore, no events passeV/c? leptoquark signal, the background, and the data are
this requirement. shown in Fig. 5. The contours correspondingQy=0.5,
0.8, and 0.95 are also shown.

Selecting events withDy>0.95 yields approximately

The analysis based on the random grid search uses tfk4 background events. The highest valuegf, in the data
linear sumS;=H$+HX. However, it is possible that a func-

2. Neural network analysis

400
sl el %
2 S 200
5 A
S
o
s 0
B H}, (GeV)
2
E 2p
= ¢
Z
O 1 1 L 1
0 0.1 0.2 0.3 0.4 0.5
Number of Background Events
FIG. 3. Predicted number dfl, o =200 GeVt? events vs the Hi (GeV)
predicted number of background events for thRESEARCH runs. .
The upper dotted line shows the variation wgh. The lower dot- FIG. 5. H§ vs HI; for (a) the predicted backgroundb) 200

ted line shows the variation with6M/M)(200). The structure GeV/c? leptoquark events, ar(@) the base data sample. The curved
(gaps arises from an increase in acceptance for DY events. Thdines correspond t®y =0.5, 0.8, and 0.9%rom left to right. The
more dispersed set of dots shows the result when ISgtland  area of a displayed square is proportional to the number of events in
(8M/M)(200) are varied. The density of the points is irrelevant. that bin, with the total number of events normalized to 123%pb
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FIG. 6. TheH! distribution for Z+2j data(solid circles and | nfggﬂ g,"g
MC (open trianglekin the Z-boson mass region. For high-mass DY a4k o‘§§:§: ;f»%
events,S;~350 GeV corresponds td;~100 GeV. @»@,&?E%
is 0.92 and no events survive the selection. The efficiency for ,%ﬁ#(@&\%&;&é -
identifying 200 GeVé? leptoquark events using the neural 0 »%&ﬁ“a\\n s S
network analysis is nearly identical to the efficiency found 0 20 40 60 80 100 120 140 160 180 200

using theS; analysis. Since the two methods give essentially HJ (GeV)
equivalent results for the final experimental limits, we use

described in Sec. V E. the DY and multijet backgrounds.

by minimizing ay? to find the best fit solution. Thg? takes
F. Checks into account the object resolutioiisee Sec. Il as well as
N the kinematic constraints. Three constraints are used in the
1. S; distribution " L . .
fit: momentum conservation in the and y directions for
The modeling of theSy distribution for high-mass DY electrons, jets and unclustered energy, and the equivalence in
events is checked by studyirdf and H) separately, using the mass of the two leptoquarks.
data and MC events in th&boson mass region. The average In each event there are two ways to associate the electrons
value ofH§ for high-mass DY eventg&vhich provide most of and two leading jetse;jq, €,j, and eyj,, €,j4). Fits for
the DY backgrounglis approximately 250 GeV, correspond- both configurations are performed and the configuration with
ing to anHjT of approximately 100 GeV fos;=350 GeV. the lowesty? is retained. The mass distribution for the back-
The distribution ofH! for high-mass DY events is expected ground is found using the MC samples for DY arncevents;
to be similar to that foZ + 2] events. Figure 6 shows tit¢}, ~ the multijet sample is not large enough to parametrize a
distribution for Z+2j MC and data. In the region corre- smooth line shape, so a jet is used to simulate an electron in

i . j the fit.
ipfgg InGge\tf)),tthheesggcrléfgefrc])trishggor(?a[s)issa[;\r(eeeéeer:f E(gtweeg Figure 8 showsS; as a function of the fitted mass for the
the Z+2j MC events and the data at higher valuesSgf ackground, the 200 Get/} Ieptoqu_ark MC sample, and the
stems from the LO calculations used in the simulation anddata’ before th&>350 Gev requirement, The background
does not affect the results of this analysis. is centered at lovéy and low fitted mass and does not re-

In addition, we fit theHjT distribution of the data to a sum semble the leptoquark signal. The data most closely resemble

B — the expected background. Figure 9 displays the one-
of the DY and multijet backgroundshe expectedt back-  gimensjonal distributions in fitted mass for the three samples

ground is smaller than the uncertainties in the fit and is Nepefore theS; cut and with a reduce8;>250 GeV require-

glected. Figure 7 shows thei} distribution for the data and ment, The data and the predicted background are in good
the result of the fit for the two backgrounds. The fit yields 3greement.

77.5+15.9 DY events and 24:613.9 misidentified multijet
events, for a total of 10221 events, in agreement with the 3. Varying the S threshold
101 events in the base data sample and with the direct deter-

mination of the two dominant background contributions. Table Ill shows a comparison between the predicted num-

ber of events from each of the three background sources, the

total background, and the number of events observed in the

data as a function o8; threshold. The agreement between
To improve resolution, rather than simply calculating thethe predicted background and the data is excellent.

invariant masses of the electron-jet pairs, we use a kinematic

2. Mass fitting

fitter to reconstruct the mass of two identical particles that G. Signal studies
decay to electroitjet. The DOfitting packagekFIT is based 15 _ -
on the bubble-chamber fitting prograsouaw [42]. - Systematic uncertainties

The fitter balances the two electrons and the two leading The systematic uncertainties in the signal acceptance are
jets against any extra jets and unclustered energy in the eveabtained by comparing the results for scalar leptoquark
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e ® ... TABLE lll. Comparison of the number of events expected from
600 - - 600 |- e the background with the number observed forélegj analysis as a
o | .. o Trrtuie function of the threshold o&; .
° Lo S_cut| © LooLlliitil s cut
R ST S A0 % S; threshold
thOO B "EE: aiit ”&‘200 AT (GeV) DY Multjet ¢ Total background Data
opD0O0OB =« « .« .
;o= - 0 66.8 243 179 928138 101
00 ~""100 200 300 00 "100 200 300 100 610 232 179 859127 85
M, (GeV/c?) M, (GeV/c?) 125 45.0 16.9 1.75 63:79.36 63
fit Fit
[© 150 28.8 10.2 1.65 40:65.96 39
600 r 175 16.0 5.67 1.44 2343.32 20
< b 200 9.12 3.16 1.15 1341.93 15
8 400 Sy cut 225 4.88 1.73 0.84 7.451.06 9
= i e, 250 2.64 0.99 0.59 4.220.59 8
Y L L 275 1.35 060 0.39 2.340.32 5
LEEES . . 300 075 035 0.25 1.350.19 3
N S 325 031 023 016  0.790.09 0
0 100 200 300 350 018 016 0.1 0.440.06 0
M, (GeV/c?) 375 012 011 007  0.360.04 0
400 0.07 0.08 0.04 0.200.03 0

FIG. 8. S; vs the fitted mass fd) background(b) 200 GeVt?2
leptoquarks, andc) the base data sample. The area of a displayed
square is proportional to the number of events in the bin.

H. Results from the eejj channel for scalar leptoquarks

samples generated usingaJET and PYTHIA with different Based on our observation of no events after requiag
structure functions and renormalization scales. The uncer=3%0 GeV, we set a 95% C.L. upper limit on the lepto-
tainty from the jet energy scale is determined by varying théluark pair-production cross section using a Bayesian ap-
calorimeter response to jets by one standard deviation. ThReach[43] with a flat prior distribution for the signal cross
systematic error in the signal varies from 17% to 13% forSection. Limits for different leptoquark masses are summa-

leptoquark masses between 120 and 250 G&\Whe sys- rlzedt|? Tabllf V._ﬁ]stlhndmated befor:re], toNEoomp?rel Otl.” ex?i:"
tematic uncertainties are summarized in Table IV. mental results wi eory, we use ne calculation ot the

production cross sectidr22]. This cross section is tabulated
_ N for a wide range of leptoquark masses and has the value of
2. Signal efficiency 0.184°3338 pb for a 200-GeW? leptoquark. The theoretical

The signal-detection efficiencies are determined using/ncertainty corresponds to the variation of the renormaliza-
simulated scalar leptoquark events that pass the selection réon scaleu used in the calculation fromM g to M q. To
quirements and are shown in Table V. The uncertainties iget & limit on the leptoquark mass, we compare the theoret-
the efficiencies include uncertainties in trigger and particldcal cross section for.=2M L9 with our experimental limit,
identification, the jet energy scale, effects of gluon radiatiorresulting inM o>225 GeVL* for a scalar leptoquark with
and parton fragmentation in the modeling, and finite Monte8=1 and M o>176 GeVt? for a scalar leptoquark with
Carlo statistics. The overall efficiency ranges from 1% toB=3. Figure 10 shows the experimental limit as a function
38.5% for leptoquark masses between 80 and 250 €eV/ of scalar leptoquark mass along with the predicted cross sec-

tions for 3=1 andB=3. The Collider Detector at Fermilab

o 30 ‘T . 4 ? TABLE IV. Systematic uncertainties in the signal for thejj
2 2 analysis.
2 25 > 3
O O .
g 200 S Source Uncertainty%o)
Z 15H 72
§ 10 § Particle identification 5
A m 1 Smearing in the detector 3
o o Jet energy scale 11-M( o= 120-250 GeW?)
0 100 200 300 Gluon radiation 7
M, (GeV/c?) M, (GeV/c?) PDF andQ? scale 7
Monte Carlo statistics 2

FIG. 9. Distributions of the fitted mass for events in the baseLuminosity
data sampldsolid circles, expected backgroungolid line histo-

gram), and 200 GeW? leptoquarkghatched histograjwith (8 no  Total 17-13 M o= 120-250 GeW?)
cut onS; and(b) a reduced threshold &;>250 GeV.

5
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TABLE V. Efficiency, background, 95% C.L. upper limit on the 45
leptoquark pair production cross sectian;(;;), and the NLO cross
section @y o) With u=2M ¢ [22] for B=1 as a function of lep- 40 +
toquark mass for theejj channel. g as b + + + +
Mass Efficiency Background  oyimit ONLO g 30 L
(GeVic?) (%) (Events (pb) (pb) J;’ %
Gy
80 1.0:0.2 0.44+0.06 2.9 36.0 LE »
100 3.4£0.6 0.44+0.06 0.80 10.7 -g 20 F
120 8.8t14 0.44+0.06 0.30 3.81 %
140 14.4-21  0.44-0.06  0.18 1.54 A I5¢ $ ,
160 20.9-3.0  0.44:0.06  0.13 0.68 g w-¢ R ﬁﬁﬁg&;ﬁg&Q
180 27.6-3.8 0.44+0.06 0.094 0.32 (2 v Min Cross Section LQ
200 33.2:4.0 0.44+0.06 0.076 0.16 5F
220 36.1-4.4 0.44+0.06 0.070 0.080 . . . . . . .
225 37.7-45  044-0.06 0067  0.068 0700 150 200 250 300 350 400 450
250 38.5:4.7 0.44+0.06 0.066 0.030 M, (GeV/cD)

FIG. 11. The efficiency for identifying vector leptoquarks for
the three couplings in theejj channel. The differences between
the efficiencies are small relative to the uncertainties.

(CDF) Collaboration has set a lower limit dfl  ,>213
GeV/c? [17] for B=1. When our result is combined with the
CDF limit, a Tevatron mass limit oM o>242 GeVt? is

obtained forB=1 [44].
h certainties, as shown in Fig. 11. To reduce the statistical un-

certainty from the MC, we use the average identification ef-
ficiency of the three sets of MC events to set a single

Vector leptoquark events were generated for leptoquarixperimental limit on the cross section. This limit is then
masses from 100 to 425 Ged/using a version OPYTHIA  compared with the appropriate prediction for each coupling.
[45] modified to include vector leptoquarks with various  The cross sections for vector leptoquark production have
couplings. The distributions of the kinematic variables forpeen calculated only to LO for three gluon couplifgs].
scalar and vector leptoquarks are sufficiently similar that thecor the scalar leptoquark case, cross sections calculated at
same event selection can be used for both analyses. NLO with u=2M, ¢ are approximately equal to those cal-

The |dent|f|c§1t|on eff|c'|enC|es for.vect_or Iep_toquarks. for culated at LO witthszQ. We therefore compare our
the three couplings considered are identical within their un¢oss section limit with LO calculations of vector leptoquark
cross sections for this choice @ scale.

Figure 12a) shows the experimental limits along with the
three theoretical vector leptoquark cross sections foethg
channel forB=1. Here, the experimental result yields a

I. Vector leptoquarks

0.4 _
F — NLO Theory

A 95% CL Cross Section Limit

:é. . lower limit of M| 5>340 GeVt? for the vector leptoquarks
o ’ assuming Yang-Mills couplingyl| o>290 GeVt? for mini-
‘ | mal vector coupling, ant¥, 5>245 GeVLt? for the coupling

g corresponding to the minimum cross section. Similarly, for
102 B=3 [Fig. 12b)], our result provides a lower limit of 300
Iy GeV/c? for Yang-Mills coupling, 250 Ge\W? for minimal

\g/‘ vector coupling, and 210 Ged for the coupling corre-
X ol sponding to the minimum cross section.

3 0.

VI. evjj CHANNEL

L — For 0<B<1, leptoquark pairs can decay ¢@jj as well

Y60 170 180 190 200 210 220 230 240 250 as toeejj. Theevjj channel therefore allows us to extend

M, (GeV/cZ) the leptoquark mass limit to higher masses fer@<1. Our
optimization techniques for this analysis are similar to those

FIG. 10. Upper limit on the leptoquark pair-production cross We used for theeejj channel.
section(triangles from theeejj channel. The NLO calculations of ~ As in theeejj channel, we use the same data sample for
Ref. [22] for =1 (upper baniiand 8= 3 (lower band are also  both the scalar and vector-leptoquark analyses. However, be-
shown. The central lines correspondie= M o, and the lower and ~ cause the scalar-leptoquark analysis depends on a mass-
upper edges of the bands correspond @e=2M o and u based variable, and the vector leptoquark analysis is sensitive
=3Mq, respectively. to higher masses than the scalar leptoquark analysis, the final
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FIG. 12. The 95% C.L. upper limits on the vector leptoquark
pair production cross section from tleejj channel and the LO
predictions for Yang-Mills(YM), minimal vector(MV), and mini-
mum cross sectiofMCS) couplings as a function of leptoquark
mass for(a) B=1 and(b) B=3.

event selection is slightly different. The scalar leptoquark
analysis is described first, followed by the vector leptoquark

analysis.

A. Data
1. Triggers

PHYSICAL REVIEW B4 092004
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FIG. 13. Effect of the requirement of acolinearityli on (a) a
180-GeVt? MC leptoquark signal antb) the multijet background.

In (b), the dots show the distribution before imposition of ¥1§”
requirement; the open squares show the distribution after applying
the M$” requirement. The acolinearity requirement is indicated by
the solid lines.

The data sample for this analysis corresponds to an intqor this analysis is relatively high, we use a “minimal” Main
grated |Um|n03|ty of 1156 pb . Using events collected ng veto to increase the efﬁcien@ee Sec. VI D}Z

with the triggers shown in Table VI, the initial data sample
contains 95 383 events.

2. Event selection for the base data sample

We require one electron with a matching track with
>30 GeV, Er>20 GeV, and at least two jets witk}
>20 GeV. Electrons withE$>20 GeV close to a jet
(AR<0.6) are “subtracted” from the jet in order not to
double count the energy in the event. Sincethethreshold

To suppress the background from top-quark pair produc-
tion, we apply a muon veto by requiring events to contain no
well-reconstructed muons witht>4 GeV/c [26]. To re-
duce the multijet background whdf; <120 GeV, we re-
quire the E; vector to be isolated ing from any jets
(A¢(j,E)>0.25). The effect of this requirement on a 180
GeV/lc? leptoquark MC sample and on the multijet back-
ground is shown in Fig. 13.

After the above cuts, 1094 events remain in the data
sample, primarily fromW+ 2] production. To remove these

TABLE VI. The level 2 triggers used in thevjj analysis. The transverse energy of an EM cluster is
denoted byEE™. The number of events is that in the initial data set.

Run Trigger requirements Integrated luminosity Number of events
Run 1A EEM>20 Gev 11.2 pb't 9862
Run 1B EEM>20 GeV, isolated 929 pb? 77912
E;>15 GeV
Run 1C EEM>20 GeV, isolated 0.8 pb? 369
E;>15 GeV
Run 1C EEM>17 Gev, isolated 10.5 pb ! 7240

Ell12>10 GeV,Er>14 GeV
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events, we requirt1$”>110 GeVt?, reducing our base data ~ We next examine all three-jet combinations for each
sample to 14 events. event. We treat each jet as an electron in turn and require
each permutation to pass our electron and jet kinematic and
fiducial requirements. Since the misidentification rate already
accounts for the probability for a jet to be misidentified as an
We use theisAJET event generator followed by the full electron, we do not apply the electron identification criteria
detector simulation vi@EANT to model the leptoquark sig- here. The multijet background is then defined by the product
nal. Two thousand to five thousand events were generated &f the number of combinations that pass all criteria, the misi-
steps of 20 Ge\t? for M, between 80 and 220 Gedd.  dentification probability, and a factor that scales the multijet
We also use ®&YTHIA MC sample at 200 Ge¢f for study-  sample luminosity to the luminosity of the data. There are

B. MC signal samples

ing MC systematics and for cross checks. 75+ 15 events expected in the sample of 1094 events before
the M§” cut and 4.30.9 multijet events after thevi$”
C. Background samples >110 GeVt? requirement. The uncertainty in the back-

ground accounts for the statistics of the multijet sample and
for a 20% systematic error reflecting the variation of the

final state isW+ 2] production. The other significant back- . | e - . s
ds are frontt production and multiet events in which misidentification probability withE; and pseudorapidity, as
grounds are front production a Uty well as jet trigger turn-on effects and the uncertainty in the

ajetis m|5|dent|f|eq as an .electron and the energy is mlsécaling factor.
measured, thereby introducing falie .

As implied above, the dominant background to thgj

_ 3. W+2j background
1. tt background

_ _ o For the W+ 2] background, we use a sample of events
Thett MC event sample contains all leptonic final statesgenerated withvecsos[46] followed by ISAJET underlying-

for m=170 GeVt?. It was generated usingeRwIG fol-  event modeling and:EANT detector simulation. This initial
lowed by GEANT detector simulation. The sample corre- sample contains 227 726 events and corresponds to an inte-
sponds to an integrated luminosity of about 32 %b grated luminosity of approximately 0.8 tb.

Since top-quark events frequently contain muons from For calculating the background, the number of MC
W—puv and b-quark decays, the_muon-veto requirementy2j events withM$’<110 GeVt? is normalized to the
provides an effective way to remove events. To determine spserved number of events after subtracting the estintated
the background due to top quark events, we apply all of the\nq multijet backgrounds. A scaling factor of 0:22.01
basic cuts except the muon and minimal Main Ring vetoes t%ives good agreement between the Monte Carlo and the data
the MC sample. _ . _ and is consistent with the value of 0.20 expected from cross

Because the reconstruction efficiency for muons in MCggaction and efficiency calculations.
events is higher than that for real muoEANT overesti- To check the normalization, we repeat the comparison be-

mates the rejection factor against muons. The corre¢hien  yeen the estimated background and the data for two addi-
tween 50% and 90%4o the efficiency depends on the run tional thresholds on theE;: E;>25 GeV and E;

number(due to chamber aging and repagnd the pseudo-  ~ 35 Gev. The agreement is again very good, showing that
rapidity of the muon. After applying this factor and the effi- he fractional backgrounds are well-understdtte multijet
ciencies described below, we estimate that the data sample Béckground varies by a factor of 6, from 115 to 20 events,
1094 eventgbefore imposing thé17" cut) contains 124 tt  petween the two thresholddhe number ofV+ 2] events in
events. After requiingM$’>110 GeVt?, 2.0=0.7 tt  the base data sample is estimated to be £1.B events.
events are expected to remain in the base data sample of 14

events. 4. Total background

Figures 14a) and 14b) show theM$” and S} distribu-
tions for the data sample and the background before the cut

The multijet background is estimated using the dataon M$”. It is clear that we model the transverse mass distri-
samples and the misidentification probability of (3.50bution quite well up to 110 Ge¥f. The S} distribution is
+0.35)x 10 described in Sec. V C 4. We select eventsalso well-described by the MC except for the small system-
from the multijet data sample that have at least three jets anglic offset of the prediction relative to the data. The total
E+>30 GeV. To minimize luminosity dependence and thebackground estimate after basic requirements is #2.8
misidentification of primary interaction vertices, we use onlyevents, in agreement with the 14 events observed in the data.
those events that have a single interaction vertex within the
fiducial region of the detectolZ,tx|<50 cm). To account D. Efficiencies
for multiple interactions and multiple vertices, we apply a
correction factor. The correction factor is determined by
measuring the fraction of single-interaction events in Zhe Since events in the base data sample are required to have
+2j data sample as a function of luminosity, and thenhigh electronE; and &+, the trigger requirements listed in
weighting this fraction with a luminosity profile of the mul- Table VI are very efficient. The EM part of the trigger has an
tijet data stream. The correction factor is 2.2.2. efficiency of (99.5-0.5)%.

2. Multijet background

1. Trigger efficiency
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FIG. 14. Comparison of the) M2” and (b) S distributions for FIG. 15. Distributions of §M/M)(180) vs S}” for the three

theevjj data(points with error barsand the predicted background individual backgrounds{a) W+ 2] events,(b) multijet events, and

(solid histogram before imposing thé§” requirement. (c) tt events. The curves show neural net contourszigg (180)
=0.75, 0.85, and 0.95.
2. Efficiency of the minimal main ring veto

As discussed in Sec. Il, additional Main RiflIR) trig-  toquark events in thevjj channel is (6% 4)% in the CC
ger requirements can be applied offline to events collectednd (54t 4)% in the EC. Since (981)% of the electrons in
using triggers with liberal MR requirements. For thejj theevrjj final state are in the CC, the total electron identifi-
analysis, we apply a “minimal” MR veto to remove events cation efficiency, including tracking and quality require-
that occurred during proton injection and when the protonments, is (66:3)%.
bunch passed through the detector, while keeping events col-
lected during the calorimeter recovery period. The efficiency
of this veto is estimated using+ 2j data collected using E. Event selection optimization
triggers with looser MR requirements than in the triggers
used in theevjj analysis. First, the MR requirements for the
evjj triggers are applied to the+ 2j data. The efficiency of We use a random grid search based on Ithg,=180
the minimal MR veto is then calculated by comparing theGeVic> MC sample to select the optimal variables and
number of events in th&-boson mass peak before and afterthresholds for theevjj channel. Many different variables
the additional minimal MR veto requirements are applied.and combinations of variablesee Sec. IV A were tested
The efficiency of this veto is (941)% (i.e. 6% of the good for their efficiency in retaining the signal and rejecting the
events are removed along with a much larger percentage ®ackground. The inputs to thRGSEARCH program are the
background evenis If the “calorimeter recovery” events \ic signal samples and the/+2j, tt, and multijet back-
were also removed, the efficiency would be reduced to aboWround samples described in Sec. VI C. The combinations of

90%. variables that have the most discriminating power are then
used in the neural network analysis. The most powerful vari-
o _ _ _ ables for separating leptoquark signals from the background
The efficiency of the muon veto is estimated using agre S1? and BMIM)(M o) (see Sec. IV A
sample ofZ(—ee€)+2j events. Except for the additional
electron, these events have a topology similar to that of lep-
toquark events in thevjj channel and should have a similar
random muon track rate. The calculation is done using the We use a neural network with two input nodeerre-
number of events in th&-boson mass peak before and aftersponding to the variableS;” and (SM/M)(M )], five hid-
application of the muon veto. Background under Zigoson ~ den nodes, and one output node. A separate network is
is subtracted using the standard side-band technique. THeained for each MC signal samplwith a desired network
muon-veto efficiency is (9%1)%. output Dyy(Mg)=1) and the expected admixture &V
+2j, tt, and multijet background eventéwvith desired
Dyn(Mg) =0). The expected rejection can be seen in Figs.
Using the efficiencies described in Sec. V D for thvejj 15 and 16. Figure 15 shows the two-dimensional distribu-
channel, the overall electron identification efficiency for lep-tions of (6M/M)(180) versusS%2 for the three individual

1. Random grid search

3. Muon-veto efficiency

2. Neural network analysis

4. Electron identification efficiencies
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. 0 o
1.0_ " Backgronnd @) 1.0_ 10xSignal () ) T;ABLE V”i( Eﬂlc(;engy, backgroundZ 95% (é.L. upper limit on
osk = 178events sk 27.1 events the leptoquark production cross section, an NLO cross section
l . -l multiplied by the branching fraction withw=2M 4 [22] for 8

2 06 =% as a function of leptoquark mass for teejj channel.

%|E 0'4__ Mass Efficiency  Background ojimii  28(1—B8)ono
02f (Gevkc?) (%) (Events  (pb) (pb)

0.0- 80 0.32£0.08 0.60:-0.27 10.9 18.0
100 1.15-0.21 0.66:0.27 2.6 5.34

1.0 120 2.45-0.33 0.60:0.27 1.0 1.90
0sh 14 events . 140 6.65:0.96 0.54:0.25  0.43 0.77
L g 3 160 10.9£1.2 0.6x0.27 0.24 0.34

S o6 *° . S 180 14712 0.29-0.25 0.18 0.16

Lodl - ° 52 200  19.4r1.7 043027 0.14 0.08

|2 04+ ee >

o i o 5 H . 220 21.5-1.7 0.41-0.27 0.12 0.04
02F 8
000 =200 200 600 800 %0 02 04 06 08 10 leaves no events in the data sample, but the signal efficiency

S22 (GeV) Dy« (180) is approximately 10% lower fol, o= 180 GeVt?.
FIG. 16. Distributions of §M/M)(180) vsSt for (a) the total F Check

background,(b) ten times the expected signal from 180 Ge&A//

leptoquarks, andc) the data.(d) The neural network discriminant As a check of our understanding of the background, Fig.
for the signal(hatched histograim the backgroundopen histo- 17 shows the distribution dDy,(180) for the data and for
gram), and the datgpoints with error bars The curves show neural the predicted background before thi” cut. The agreement
net contours fofDyy =0.95, 0.85, and 0.75. is acceptable.

backgrounds. Figures (@&-16(c) show the same two-
dimensional distributions for the total background, simulated
leptoquark events witM, =180 GeVt?, and the data. The 1. Systematic uncertainties

contours corresponding to constant values Tn(180) The systematic uncertainty in the signal efficiency varies

:O._75, 0.85, and 0.95 demonstra_te the level of separatiof,m 259 to 8% forM Lo between 80 and 220 Ged The
achieved between the expected signal and the backgroungy,,rces and sizes of the systematic uncertainties are given in
The d|str|but|on_ Of'_DNN_(180) for the data is compared _Wlth Table VIII. The uncertainties due to the jet energy scale and
the predicted distributions for background and signal in Figjnitia| and final state radiation are significantly lower than in

16(d). The data can be described by background alone. Thg, eejj analysis due to the use & rather than the all-

highest value oDy (180) observed in the base data Sample]ets-basecBT as a discriminator.

G. Signal studies

is 0.79.

Usi_ng the strategy described in Sec. IV B, we optimize 2. Signal efficiency
the signal for a fixed background of approximately 0.4 ] ] o ]
events. In the low-mass rang(o=<120 GeVE?), where The signal detection efficiencies are calculated using

leptoquark production rates are high, requirin@%z simulated leptoquark events that pass the selection require-

>400 GeV is sufficient and leads to a background of 0.6dne_n_t5; they are shown in Ta_ble_ V”'. The_ errors in the si_gnal
+0.27 events, consistent with the desired background Ieveﬁff'c'enCIeS include uncertainties in trigger and particle-
For M o>120 GeVt?, we use neural networks since they
provide higher efficiency than aB* cut alone. For 180
GeV/c? leptoquarks, approximately 0.4 background events
are expected foPyy(180)>0.85. We choose thPyy(M o) § 10°
threshold to be a multiple of 0.05 rather than a value that <
yields exactly 0.4 background evenf3;,(180)>0.85 cor- =
responds to a background of 029.25 events. No events in ;%
the base data sample satisfy this criterion. Naturally, for lep-
toquark masses other than 180 Ged//the requirement on F . . . L .

103

S

10

T

Dyn(M ) is different. The expected background varies be- 00 01 02 03 04 05 06 07 08 09 10
tween 0.29 and 0.61 events and is listed in Table VII. No D,,(180)

events from the base data sample pass any of these NN

Dyn(M ) thresholds. FIG. 17. Comparison of th®y, (180) distribution for theevjj

Rectangular cuts OS-|l-Z> 350 GeV and §M/M)(180)  data(points with error basand the predicted backgrour{dolid
<0.25 yield a total background of 0.4 events. This alsohistogram before the cut oM$".
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TABLE VIII. Systematic uncertainties in the signal for teej]
analysis. 30 L
Source of systematics Uncertain®p) g )5 + +
Particle identification 5 g % +
Smearing in the detector 3 L.-;_’. 20k +
Jet energy scale 10— o=80-220 GeWt?) = * *
Gluon radiation 4 g #
PDF andQ? scale 5 § 15t ;
Monte Carlo statistics 25-3M o= 80-220 GeWe?) g
Luminosity 5 = 10 +
g % m Yang-Mills Vector LQ
Total 25-8 M o=80-220 GeW?) 2 ; 4 Minimal Vector LQ
" . ’ v Min Cross Section LQ
¥ ' 1 1 1 1 1 1
identification efficiencies, the jet energy scale, effects of 000 150 200 250 300 350 400 450
gluon radiation and parton fragmentation in the signal mod- M, (GeV/cd)

eling, and finite MC statistics.
FIG. 19. The detection efficiency for vector leptoquarks in the

evjj channel.
H. Results from the ewjj channel for scalar leptoquarks
We obtain a 95% C.L. upper limit on the scalar leptoquark |. Vector leptoquarks
pair-production cross section f@=3 as a function of lep-  As in the case of theeejj channel, vector leptoquark

toquark mass. The results, based on a Bayesian anpd#is  events were generated fot o, between 100 and 425 GeV/
are shown in Table VII. The statistical and systematic uncerg2 using a version oPYTHIA modified to include vector lep-
tainties in the efficiency, the integrated luminosity, and theioquarks with different couplings. The distributions of the
background estimation are inCluded in the ||m|t CaICUIation,kinematiC Variab'es for Sca|ar and vector |ept0quarks are
all with Gaussian priors. The 95% C.L. upper limits on thegjmjlar, and consequently, the same event selection is used
cross section for scalar leptoquark pair production in the&gr poth analyses foM o <220 GeVE2.
evjj channel, corrected for the branching fraction/f , Neural networks for theevjj channel were trained on
for various leptoquark masses are plotted in Fig. 18 along.gjar leptoquark MC samples up 1, o =220 GeVE2
with the NLO calculation$22]. The intersection of our limit  sjnce vector leptoquark production cross sections are higher
with the lower edge of the theory banfdenormalization  than scalar leptoquark cross sections, higher masses are of
scaleu=2M ) is at 0.38 pb, leading to a 95% C.L. lower more interest. For vector leptoquarks with o >220 GeV/
limit on the leptoquark mass of 175 Ge/ c?, we requireSi*>>400 GeV. This variable is one of the
inputs to the neural network and provides good signal iden-

e evij channel only tificatio'n efficiency gr_1d a backg'rqund_ of 060.27 events.
+  All three channels Again, the |dent|f|cat|or_1 eff|C|enC|es_ fpr vector Iepto_-
Z= NLO Theory (1997) quarks for the t_hre_e couplings agree within their uncertain-
ties, as shown in Fig. 19. Therefore, to reduce the statistical
uncertainty in our analysis, we use the average identification
efficiency of the three sets of MC events to set a single
experimental limit on the cross section. As before, this limit
is compared with the appropriate theoretical cross section for
each coupling.

Figure 20 shows the experimental limits along with the
three theoretical LO vector leptoquark cross sect|@3 for
the evjj channel forg=3 and Q?=M¢, . For Yang-Mills
coupling, the experimental lower limit on the vector lepto-
quark mass is 315 GeW4, for B=3. For minimal vector
coupling, the mass limit is 260 GeM for B=3. For the
coupling corresponding to the minimum cross section, the

—_
<
T

o(p - LQLQ) (pb)

—_
<,
i
vy

[ 1 1 1 1 1 1
8 100 120 140 160 180 200 220

2 2
M, (GeV/c™) lower limit is 215 GeV¢? for B=3.
FIG. 18. The 95% C.L. upper limits on the cross sections for VII. vwjj CHANNEL
scalar leptoquark pair production from teejj channel, and for all
three channels combined, f@= 3, compared to the NLO predic- To analyze theyvjj channel, we make use of our pub-
tion, as a function of leptoquark mass. lished search47] for the supersymmetric partner of the top
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T TABLE IX. Efficiency, background, 95% C.L. upper limit on

\ a1
AN B_Z the leptoquark pair production cross section, and the NLO cross
1% Y --- YMLO Theory 4 section withu=2M ¢ [22] for =0 as a function of leptoquark
f./_. \ \\ ~~~~~~~ MV LO Theory ] mass for thevvjj channel.
‘@ N e MCS LO Theory 1
=100 E NN a 00‘9-5' . Mass Efficiency Background ot ONLO
S’ N evl) ] (GeVicd) (%) (events (pb) (pb)
.,L N 0.096
=R 50 0.446' 39  3.49+1.17 328 406
9 60 1.11%-0.16 3.49-1.17 77.0 162
a 80 2.15°333 3.49+1.17 37.7 36.0
=2k 100 3.90:0.30 3.4%1.17 21.0 10.7
5y 120 46253 3.49+1.17 17.6 3.81
| 140 6.07-0.34 3.4%1.17 13.2 1.54
200 6.36' 05 3.49+1.17 12.6 0.16

M, (GeV/c?)

FIG. 20. The 95% C.L. upper limits on the cross sections for
vector leptoquark pair production from tleejj channel for3= %
and the LO predictions for the three couplings, as a function o
leptoquark mass.

limits of M| o > 206, 154, and 144 Gew? for Yang-Mills,
fminimal vector, and minimum cross section couplings, re-
spectively, for8=0.

L . VIIl. GAP IN THE LIMIT FOR SCALAR LEPTOQUARKS
quark using just the 1992—-1993 data sample. In that analysis, Q

we searched for the pair production of top squarks that decay In our analysis of theejjandevjj channels, we use MC

exclusively via ac quark and the lightest neutraling, ~ Samples of leptoquarks witiM, =80 GeVk?, but our

_—>c;( 9, resulting in a final state witl; and two acolinear gr;a:l/;/gs II:SroongtltT:ezeeSj jfo;AZ?;gguizzs ;’;’('élhuén;isoei ;?g{ 200
jets. : : :

Approximately 75% of the data was collected using a mg_gioo_lgoiseaevfo.x?—n:‘gtg?ai% IQQQ?;&:“ ; ;?%’I‘l”e;foirn
ger whose primary requirement wis>35 GeV at level 2; our Ii.mit pp y ' 9 gap
the balance had & threshold of 40 GeV. To ensure an S . .
unambiguoudt measurement, events were required to hav%a-rO fill this gap, we examine further the 14 events in the

only one primary vertex, educing the sample to single nter 2% L% SARRE T TRV U0 T2 B O
actions with an integrated luminosity equivalent to approxi-~ _. sump 0 o ptoq
mately 7.4 pbZ. pair production, the 95% C.L. upper limit on the cross sec-

Euents were requred 1 a0 G, tojetswin 1% pled by e branting Facton and efcency e
E+>30 GeV, and no isolated electrons or muons vith <2 Pb. P 9

H _ 2
>10 GeV. In addition, the two leading jets were required tolzc(:)lugdse fg'rol\;sg B fgsgleeo\; L\Q LQI'; ?)(t))t;;ir?\{tﬁe 2;?(:&?5 '?or
be acolinearn90°<A ¢(j;,j,)<165°, and theE was re- LQ ' - .
quired not to be aligned with either the leading ja0° Mo =75 GeVt“, we scale the efficiency found for higher

<A¢(j,,E7)<125°) or the third or fourth leading jets Mg -
[10°<A¢(ja4,ET)]. Three events survived the selection
criteria, consistent with the estimated background of 3.5 IX. COMBINED RESULTS

+1.2 event;, pr_|mar|Iy fronwW/Z+ jets pr_oduct|on. Combining[43] the limits from theeejj, evjj, andvjj

The efficiencies of the event selection for scalar 1epto-channels, we obtain 95% C.L. upper limits on the leptoquark
quarks withM o from 50 to 200 GeW*” are calculated  pairproduction cross section as a function of leptoquark
using signal MC events generated with 18RJET generator 1,55 angs. The cross-section limits fg8= 1 are shown in
and processed through tlsEANT-based detector simulation. Fig. 18 for scalar leptoquarks and in Fig. 21 for vector lep-

The systematic errors in the signal acceptance are calculated . . 1
as in Ref[47]. The efficiencies, background, and cross Sec?oquarks. Table X lists the mass limits 18=1, 3, and 0 for

rilr(‘)nri]t |||\f)|1£’><'91;69 zleo\\;vgzell? tll-zbéeSOI/z( .C-.rl?.lioglilg?ls yields the TABLE X. Limits on the masses of first-generation leptoquarks.
The identification efficiency for vector leptoquaitener-

ated usingPYTHIA) and scalar leptoquark events willh

=200 GeVt? are identical, within errors. Based on this

Scalar Minimum cross section Minimal vector Yang-Mills
B (GeVic?) (GeVic?) (GeVic?) (GeVic?)

comparison, and similar comparisons in thejj and evjj 1 225 246 292 345
channels, we use the experimental limit for scalar lepto< 204 233 282 337
quarks for vector leptoquarks in the’jj channel. Compari- ¢ 79 144 159 206

son with the theoretical cross sections leads to 95% C.L
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FIG. 21. The 95% C.L. upper limits on cross sections for vector
leptoquark pair production from all three channels combined for £ 23 The 95% C.L. lower limit, as a function @ on the
B=73, and the LO predictions, as a function of leptoquark mass. mass of first-generation vector leptoguarks with Yang-Mills cou-

plings from the individuakejj, evjj, andvvjj channels and for
the combined analysis.

the types of leptoquarks studied. The lower limits on the
mass of scalar leptoquarks as a functiongoffor all three
channels combined, as well as for the individual channelsmass of 225 Ge\¢? for =1, 204 GeVe? for =1, and 79
are shown in Fig. 22. Figure 23 shows the exclusion contourgev/c? for 5=0. We have also set mass limits for vector
from the individual channels and the combined result foreptoquarks for different couplings and have presented exclu-
vector leptoquarks with Yang-Mills coupling. Figure 24 gjon contours org and Myo. At the 95% C.L., our results
shows the overall exclusion contours for the three vectopyciude an interpretation of the HERA hig)? excess as
couplings. s-channel scalar leptoquark production fdi o <200 GeV/
c? and>0.4. These results can be also used to set limits on
the pair production of any heavy scalar particle that decays
. _into a lepton and a quark as expected in a variety of models

We have presented 95% C.L. upper limits on the pairyng (g restrict any new leptoquark models containing addi-
production of leptoquarks that decay to thejj, evjj, and  gna fermions[48].
vvjj final states. For scalar leptoquarks, the limits on the

X. CONCLUSIONS

cross section provide lower limits on the scalar leptoquark 1 : : : i . .
: :
1 — — — 09 F . ' 3
0.9 08 F : : ! ]
0.8 ; 07 F ' § S$’ H E 3
;8 'y
0.7t 06 F "E g ’Ig) 3
! g o
0.6 | @ 05F i E g 3
@ 0.5 ' '
: 04 F ; 3 ; ,.' 1
0.4 | 03 b : :_-' 'I 3
0.3 P g
02} . . ]
0.2 ol P
0‘1 3 o ) ""“..‘..”— " -
o b . . 050 100 150 200 250 300 350 400
0 50 100 150 200 250 M, (GeV/ich)
M, (GeV/c?)
FIG. 24. The 95% C.L. lower limits oM o as a function of8

FIG. 22. The 95% C.L. lower limit on the mass of first- for first-generation vector leptoquarks with Yang-Mills, minimal
generation scalar leptoquarks as a functiorgdbr the individual ~ vector, and minimum cross section couplings from df&gj, evjj,
eejj, evjj, andvrjj channels, and for the combined analysis.  andvvjj channels combined.
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