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Abstract

The dynamics of charge carriers in semiconductors are of fundamental importance

for semiconductor applications. This includes studies of energy relaxation, carrier

recombination, and carrier transport (both diffusive and ballistic). Due to their lim-

ited temporal resolution, electron measurement techniques cannot be used to study

these processes on time scales in which the carrier-latticesystem is not in equilib-

rium. However, in contemporary semiconductor devices withnanometer dimensions,

this is the regime that is of interest. In this dissertation,ultrafast optical experimen-

tal techniques and results from various semiconductors arepresented, which provide

information about nonequilibrium electronic dynamics. First, a time resolved pump-

probe technique is discussed, which can be used to measure carrier energy relaxation

and carrier lifetime, and results are presented on reduced graphene oxide, Si/SiGe

quantum wells, and single walled carbon nanotubes. Then, a spatially and temporally

resolved pump-probe technique is discussed, which can be used to study carrier diffu-

sion, and results are presented on GaAs, graphene, Si/SiGe quantum wells and single

walled carbon nanotubes. Next, a quantum interference and control technique and a

differential pump-probe technique that can be used to inject and detect ballistic cur-

rents are discussed along with results for the efficiency of such an injection technique

and a demonstration of an AC spin polarized charge current inGaAs that was injected

and detected using these techniques. Finally, a current induced second harmonic gen-

eration technique that can be used to directly study currents is discussed, with results

presented on both steady state and transient currents in GaAs.
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Chapter 1

Introduction

1.1 Motivation for ultrafast optical studies of carrier dyn amics

In a semiconductor, electrons in the conduction band and holes in the valence band are called

charge carriers, since they are mobile and are responsible for charge transport. Carriers can be

generated by different mechanisms. For example in doped semiconductors, carriers are provided

by the dopant atoms. Intrinsic, or pure, semiconductors at anonzero temperature have carriers

due to thermal excitation. In both intrinsic and doped semiconductors, light absorption can excite

carriers, which are known as photocarriers, since an electron in the valence band can absorb a

photon with enough energy and reach the conduction band.

The dynamics of these carriers is important for many applications. In this context, the phrase

“carrier dynamics” is generally applied to processes that involve motion in real space, some ex-

change of energy, or the disappearance of the carriers altogether. Since charge carriers are typically

used in applications to carry information or energy, these processes directly determine the perfor-

mance. For example, in a solar cell, how far the carriers can move before losing their energy or

disappearing determines how much of the solar energy can be converted into electrical energy.

Therefore, the dynamics of charge carriers in semiconductors are of fundamental importance and

such studies serve as the foundation of the modern semiconductor industry. Given this fundamental
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importance, each of these processes have been extensively investigated for several decades.

Most of these previous studies have been performed on carrier systems that are in thermal equi-

librium with the lattice. For example, the motion in real space (i.e. carrier transport) has in the

past generally always been studied on carrier systems in thermal equilibrium with the lattice. In

this regime, the transport is described by the macroscopic quantities of mobility and diffusion co-

efficient, which are straightforwardly related to microscopic quantities of mean free path and mean

free time. However, in a practical device carriers are usually injected with a nonthermal distribu-

tion. It takes multiple carrier-carrier scattering eventsfor the carriers to exchange energy in order

to establish a thermal distribution, and multiple carrier-phonon scattering events for the carrier sys-

tem to reach a thermal equilibrium with the lattice. Under typical conditions, the mean free length

of carriers is on the order of 10 to 100 nm.9 Therefore, equilibrium carrier transport can only be

established on larger length scales. Since feature sizes ofelectronic devices in integrated circuits

have already been reduced to 60 nm and will approach 20 nm soon,10 which are comparable to

or even smaller than the mean free path, carriers can move through the device with few or even

no collisions. This means that there is no room for the carriers to reach thermal equilibrium with

the lattice and the nonthermal, nonequilibrium carrier transport plays a dominant role in nanoscale

devices.

Studies of nonequilibrium carrier nanoscale transport require experimental techniques with a

high temporal resolution since the transport occurs on ultrafast time scales of at most a few pi-

coseconds. Electrical detection techniques (i.e. measurements involving electrodes and I-V char-

acteristics) that are generally used in transport studies have limited temporal resolution. Optical

techniques that involve ultrafast lasers on the other hand,are standard tools that can be used to

study nonequilibrium carrier dynamics in semiconductors,due to their relatively high temporal

resolution.11 Several optical techniques to study carrier transport havebeen developed, including

transient grating12–17and spatially resolved photoluminescence.18–23However, in contrast to these

techniques, ultrafast pump-probe techniques (those discussed in this dissertation) possess several

qualities that make them ideal for studies of carrier dynamics.
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In order to realize these, the most basic type of ultrafast optical technique must first be de-

scribed: time resolved pump-probe. Time resolved pump-probe techniques involve two short (on

the order of 100 fs pulse duration) laser pulses of the same ordifferent wavelength. One laser pulse

is sent to the sample and is used to “pump” it, i.e. excite carriers by the absorption of photons. After

the carriers are excited, they will lose their energy and most likely undergo some transport process

– either diffusive or ballistic, i.e. involving or not involving collisions. If the second laser pulse

is sent to the sample and the pump has already excited carriers, the absorption of this laser pulse

can be different since the pump-excited carriers can modifythe optical properties of the sample.

By comparing the transmission or reflection of this laser pulse with the transmission or reflection

of this laser pulse without the pump pulse present, this laser essentially serves as a “probe” of the

density of carriers at the probing energy. This laser pulse can probe the carriers at different ener-

gies by changing the probe wavelength, at different times byhaving the probe arrive at the sample

at a different time, and at different positions by sending the probe to different spots on the sample.

By changing these three parameters together in different combinations, the temporal behavior of

the carriers in energy and real space can be directly monitored.

With this simple description it is easy to immediately see several good qualities of such an

experiment and advantages over electrical measurements ofsimilar quantities. First, the temporal

resolution is determined by the duration of the laser pulses. For typical pulsed lasers that are

readily commercially available today, this can be smaller than 100 fs. Therefore, processes that

occur on very short time scales can be observed using ultrafast laser techniques and the transient

behavior can be observed in addition to the steady state behavior. Electrical techniques on the other

hand do not have access to the transient behavior of the carriers – electrical measurements involve

measuring the steady-state quantities of resistivity or conductivity.

Second, the spatial resolution is generally determined by the size of the laser spot, which can be

as small as 1µm if the beam is focused with a microscope objective lens. Furthermore, in studies

of ballistic transport, the Gaussian shape of the laser spotallows for the use of a special technique

to measure the carrier transport distance, with a spatial resolution as small as a few nanometers.
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Therefore, very small transport distances can be observed.Apart from the spatial resolution, this

demonstrates another good quality of pump-probe experiments: The measurements are local and

occur only over the area of interest. In electrical measurements, however, the behavior is that of

the entire material in contact with the electrodes.

Finally, since the laser pulses do not modify the material properties themselves in any way apart

from the generation of carriers, the pump-probe experimentis nondestructive and noninvasive.

Therefore, it can be used to study the true intrinsic properties of materials. Electrical techniques

on the other hand, require the fabrication of electrodes forcurrent measurement and therefore may

lead to an alteration of the intrinsic properties of the material.

In summary, for many applications it is not sufficient to use electrical techniques to study the

necessary carrier dynamics. For example, electrical techniques only have access to equilibrium

carrier transport, while transport in real devices that arebeing developed today is nonequilibrium.

Ultrafast optical techniques on the other hand, offer access to the nonequilibrium regime of carrier

dynamics and therefore are essential tools for such studies. Ultrafast pump probe techniques in

particular have several qualities that make them ideal for these types of studies.

1.2 Introduction to materials studied

These ultrafast optical techniques for the study of carrierdynamics have the additional advantage

that they can be applied to a vast range of materials. Throughout this dissertation, the results

of measurements of various aspects the dynamics of carriersin some different materials will be

presented. This includes a study of carrier energy relaxation in graphene, single walled carbon

nanotubes, and Si/SiGe quantum wells; a study of diffusive transport in graphene, bulk GaAs,

single walled carbon nanotubes, and Si/SiGe quantum wells;a study of ballistic spin polarized

charge currents in bulk GaAs; and a study of an optical effectof charge currents in bulk GaAs.

Therefore, a brief introduction to some basic properties, applications, and general motivation for

studying each material will be presented here, with more detailed information presented before
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each experiment and even more in the appropriate appendix.

The first material for which results will be discussed in detail is graphene. Graphene consists

of a two dimensional honeycomb lattice of carbon atoms. Since it was demonstrated in 2004 to

have a very high carrier mobility of about 10,000 cm2/Vs,24 experimental investigations into the

properties of graphene quickly escalated. Since then, evenhigher carrier mobilities have been

reported, with values reaching over 200,000 cm2/Vs.25 The high carrier mobility has made it a

material of great interest for use in high speed transistors, but it also gained popularity due to its

large breaking strength26 and excellent thermal conductivity.27 There are several different types of

graphene based on the method of production. The first that wasmade popular is known as intrinsic

graphene and is produced by the mechanical exfoliation of bulk graphite by the “scotch tape”

method.24 Another type is known as epitaxial graphene, and is producedby thermal desorption

of silicon in a SiC crystal.28 Graphene can also be produced by chemical vapor deposition onto

nickel or copper substrates.29 Finally, graphene can be produced by the reduction of graphite oxide,

producing a type of graphene known as reduced graphene oxide, which despite the oxide in its

name is actually graphene.30

Graphene is a material in which ultrafast optical studies can be very useful. The initial ultra-

fast pump-probe studies on graphene demonstrated that the carrier dynamics are very short-lived,

lasting for only a few hundred femtoseconds.31 Additionally, due to the unique band structure

of graphene, electrons move through it very fast, at 1/300th of the speed of light.32 The unique

ability of ultrafast laser techniques to measure the ultrafast intrinsic properties of materials in a

non-contact, noninvasive way makes these techniques idealtools for the study of carrier dynamics

in graphene. For a more detailed review of graphene, see Appendix B.

Strained Si/Si1−xGex structures have attracted attention for several years due to their potential

use in electronic and photonic applications. By controlling the relative concentrations, i.e.x, the

strain can be actively controlled, which changes the band gap and therefore the optical properties.33

Also, due to the presence of the Si, devices made with this material can be easily integrated.

Therefore, this material has the potential to be used as an electro-optic modulator, or receiver for
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optical communications. Hence studies of carrier lifetimeand carrier transport in this material,

which can be readily obtained by ultrafast optical techniques, can be very important. In order to

develop applications around this material, it is essentialthat these properties be studied, since they

can determine the speed and efficiency of such a device.

Single walled carbon nanotubes are essentially a rolled up form of graphene. The electrons are

then essentially confined to move in one dimension. The result of this is a set of discrete transition

energy levels.34 Due to the structure and reasonably high carrier mobility incarbon nanotubes,

they have been cited for potential use in many possible applications such as solar cells,35 superca-

pacitors, and composite materials.36 Therefore, in order to develop such applications, which rely

again on the carrier lifetime and carrier transport properties, these must be studied, and an excellent

way to do this is with ultrafast laser techniques. See Appendix C for more information on single

walled carbon nanotubes.

The final material that will be mentioned is gallium arsenide. Gallium arsenide is a direct band

gap semiconductor with band gap energy around 1.42 eV. Gallium arsenide is studied for many

different reasons. In terms of applications, it is often used in high speed optoelectronic devices.

However, it is studied here mainly because it serves as an ideal platform for the study of several

different fundamental physical effects and demonstrationof measurement techniques. As will be

discussed in the following chapters, gallium arsenide has an ideal band gap for access by typical

ultrafast laser configurations. This means it is easy to measure behavior on the band edge, which

makes the measurements much more convenient. This in combination with its relatively large

absorption coefficient and the ability to produce high quality and purity samples makes it an ideal

material for these investigations.

1.3 Organization of the dissertation

All of the ultrafast optical techniques that will be discussed in this dissertation of course involve the

interaction of light with semiconductors. Therefore, in Chapter 2 this interaction will be described
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in detail. This includes the definition of some basic quantities that are discussed frequently in the

experiments and a discussion of the physical model that is used to describe the interaction of light

with semiconductors.

In Chapter 3, ultrafast optical studies of energy relaxation and carrier lifetime will be discussed.

These experiments demonstrate the simplest implementation and use of ultrafast pump-probe ex-

periments. This chapter first includes a discussion of what physically happens to the carriers in the

semiconductor after excitation. Then, some fundamental experimental techniques and concepts

concerning time resolved pump-probe measurements will be introduced. This will then be fol-

lowed by experimental results for this type of measurement,with results from reduced graphene

oxide being discussed in detail followed by a shorter discussion of results from Si/SiGe quantum

wells and single walled carbon nanotubes.

Chapter 4 builds further upon the content presented in Chapter 3, with a discussion of ultra-

fast optical studies of carrier diffusion in semiconductors. This chapter begins with a theoretical

discussion of diffusive transport and is similarly followed by a presentation of the experimental

techniques used to measure the carrier diffusion coefficient and some experimental results. Re-

sults from measurements of the diffusion of carriers in bulkGaAs will be presented in detail, and

the results of similar measurements that were performed on epitaxial graphene on SiC, reduced

graphene oxide, graphene produced by chemical vapor deposition, Si/SiGe quantum wells, and

single walled carbon nanotubes will be summarized.

After the discussion of ultrafast optical studies of diffusive transport in semiconductors, Chap-

ter 5 will contain a discussion about ultrafast optical studies of ballistic transport. This chapter

will include a theoretical discussion of the quantum interference and control technique that is used

to inject ballistic currents, as well as a discussion of the differential pump-probe experimental

technique that is used to indirectly detect the ballistic currents. Results on subpicosecond AC

spin-polarized charge currents will be presented, as well as measurements that demonstrate the

efficiency of a current injected by this quantum interference method.

Chapter 6 will be focused on an optical effect of charge currents, which can be used to directly
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detect a charge current. This again includes a theoretical discussion of the effect as well as the

experimental techniques that are required to observe it. Experimental results from an n-doped

bulk GaAs electrode device will be presented to demonstratethis effect and then this effect will be

used to directly study a ballistic charge current produced by the quantum interference and control

technique.

Finally, Chapter 7 will contain a summary of the dissertation as well as information about

the types of experiments that can be performed in the future using the techniques discussed in the

dissertation. Also, so as to not interrupt the flow of the dissertation, additional and more detailed in-

formation about some topics is presented in various appendices. Appendix A describes the lock-in

detection technique, Appendix B presents a review of the properties and previous ultrafast studies

of graphene, Appendix C presents a review the properties andprevious ultrafast studies of single

walled carbon nanotubes, and Appendix D describes the calculations used in the determination of

the laser fluence and carrier density as excited by the ultrafast laser pulses.
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Chapter 2

Interaction of light with semiconductors

2.1 Introduction

Many properties of semiconductors are determined by transient electronic dynamics that occur on

very short time scales. Ultrafast lasers have widely been used as a tool for accessing this informa-

tion, which plays an important role in high-speed and nanoscale electronic devices. Throughout

this dissertation, ultrafast laser techniques and the significance of the properties of carrier dynam-

ics that they can be used to study will be discussed in detail.However, all ultrafast optical studies

of carrier dynamics in semiconductors share the characteristic that they involve the interaction of

the semiconductor with light. Therefore a general description of this interaction is required. This

chapter will begin by defining some basic quantities that areused throughout the dissertation, and

then go on to discuss the physical model used to describe the interaction of light with materials.

From this, the interaction of light with semiconductors will be reviewed, specifically some of the

different absorption processes that can occur.

2.2 Optical coefficients

Before discussing the theoretical aspects of the interactions of light with semiconductors, it is best

to start with a few intuitive definitions. Consider an electric field with angular frequencyω in the
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optical range, wave vectork and phaseφ :

E = E0ei(k·r−ωt+φ) (2.1)

The optical intensity,Ii, of this field will be

Ii = (cε0/2)E2
0, (2.2)

which has units of W/m2. Here,c is the speed of light andε0 is the permittivity of free space. If

such a beam is incident on a material, there are three possible things that can happen: the beam can

be reflected, transmitted, or absorbed. If the reflected intensity isIr and the transmitted intensity is

It , then the reflectance and transmittance are defined as

R =
Ir

Ii
(2.3)

and

T =
It
Ii
, (2.4)

respectively. By conservation of energy, if there is no absorption or scattering, thenR+T = 1.

The absorption of light by a material is described by the absorption coefficient,α. If R = 0,

then by Beer’s law the intensity of light at a depthz into the material will be

I(z) = I0e−αz. (2.5)

Therefore, for a material with zero reflectivity, absorption coefficientα, and thicknessL, the trans-

mittance will be
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T =
I(L)
I0

= e−αL. (2.6)

Equation (2.6) demonstrates that there is a direct relationship between the transmittance and the

absorption coefficient of a material, which is also true for the reflectance.

2.3 Physical model

As discussed in the previous section, the transmittance andreflectance can both be expressed in

terms of the absorption coefficient,α. By energy conservation, essentially what is not absorbed

by the material is re-emitted, resulting in a transmitted orreflected beam of the same wavelength.

Therefore, it is necessary only to discuss the physical model behind the absorption of light, since

this is the most fundamental mechanism involved in ultrafast optical studies of carrier dynamics.

This section will describe one-photon absorption processes, which make up the majority of the

ultrafast pump-probe experiment absorption processes, aswell as two-photon absorption, which

is essential for the quantum interference and control experiments that are discussed in Chapter

5. All of these processes will be discussed in terms of directsemiconductors, since most of the

experiments discussed in this dissertation were performedon direct semiconductors.

2.3.1 Interband absorption

2.3.1.1 One-photon absorption

If a photon of angular frequencyω is absorbed by a semiconductor, and the energy of the photon

is larger than the band gap energy (h̄ω > Eg) , an electron will be excited from the valence band to

the conduction band, leading to the formation of an electron-hole pair, as illustrated in Fig. 2.1(a).

Since the photon has zero momentum, the electron and hole will have opposite momenta.

In order to determine the probability that a photon is absorbed by the semiconductor, and

therefore the absorption coefficient, we must know the quantum mechanical transition rate,Wi→ f ,
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Figure 2.1: Interband one-photon absorption (a) and two-photon absorption (b) in a semiconductor.

which is defined as the rate at which an electron is excited from the initial stateφi to the final state

φ f . Using time-dependent perturbation theory, it is easy to show that this transition rate is given

by Fermi’s golden rule:

Wi→ f =
2π
h̄
|M|2g(h̄ω), (2.7)

whereM is the matrix element for the transition between states andg(h̄ω) is the joint density of

states.37 The matrix element is

M = 〈φ f |H ′|φi〉, (2.8)

whereH ′ is the perturbation Hamiltonian. In the semi-classical approach, which is commonly used

for such calculations, this perturbation is the electric-dipole interaction between the light and the

electron:

H ′ =−pe ·E, (2.9)

wherepe = −er is the electron dipole moment andE is the electric field. The resulting dipole

matrix element,Pk′, depends on the semiconductor (i.e. the crystal structure and thus the band

structure or electron effective mass) and the electron wavevector,k′. The joint density of states
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also depends on the material, and is simply the density of states,g(E), evaluated at the photon

energy. The transition rate for interband absorption is symmetric with respect tok′, i.e. it is

symmetric along any particular direction, but not necessarily symmetric with respect tok′. This

means that the light will excite carriers equally with velocities along opposite directions, but not

necessarily the same in all directions.

2.3.1.2 Two-photon absorption

As illustrated in Fig. 2.1(b), if a photon of frequencyω is incident on a semiconductor with band

gap energyEg, andω < Eg < 2ω, the single photon will not have enough energy to excite an

electron from the valence band to the conduction band. If a second photon of frequencyω arrives

simultaneously, however, the two photons together will have enough energy to excite an electron.

The result is then the same as an electron being excited by a photon of frequency 2ω. This process

is known as two-photon absorption. This can be described in asimilar way to to one-photon direct

interband absorption. In this case however, an intermediate transition state,φ j, and the transition

matrix element is calculated by summing the transition matrix element for transitions from initial

to intermediate to final state over all possible intermediate states:

M = ∑
j
〈φ f |H ′|φ j〉〈φ j|H ′|φi〉. (2.10)

Transitions of this type will be discussed in more detail in Chapter 5.

2.3.2 Free carrier absorption

Also of importance to ultrafast laser studies are absorption mechanisms involving free carriers. In

this case, the energy of the photon is such thath̄ω < Eg, so interband absorption cannot occur.

Instead, if there are free carriers present, the photon may be absorbed, being excited up to a higher

energy level. This process can be modeled classically, withthe Drude-Lorentz model. In this

model, the interaction is treated by considering the oscillations of a free electron driven by the
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electric field. The polarization induced by the oscillatingelectron leads to a relative permittivity

of:

εr(ω) = n2

(

1−
ω2

p

(ω2+ iγω)

)

, (2.11)

wheren is the index of refraction of the semiconductor andγ is a coefficient that determines the

damping of the electron oscillation (related to the carriermomentum scattering time). The value

ωp is the plasma frequency, which is related to the carrier density, N, and electron effective mass,

m∗
e, through:

ωp =

(

Ne2

εom∗
e

)1/2

. (2.12)

Since the relative permittivity and absorption coefficientare related by considering the attenuation

of a wave in a medium, we find that

αfree carrier=
Ne2γ

m∗
eε0nc

1
ω2 , (2.13)

i.e., the absorption coefficient is proportional to the freecarrier density.37

2.4 Summary

In summary, the interaction of light with semiconductors can be described macroscopically by the

quantities of reflectance, transmittance, and absorption coefficient. Reflectance and transmittance

are directly related to the absorption coefficient, which isthe most fundamental quantity of interest

in ultrafast experiments. There are two main types of absorption mechanisms that will be used in

this dissertation: interband absorption and free carrier absorption. Interband absorption involves

the absorption of one photon or two photons in order to excitean electron from the valence band

to the conduction band, whereas free carrier absorption involves the excitation of a free carrier

already in the conduction or a carrier in the valence band to ahigher energy still in the same band.
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Chapter 3

Energy relaxation and carrier lifetime

3.1 Introduction

The energy relaxation and recombination of carriers that takes place after excitation is of great

interest for a wide variety of applications and reasons. Forexample, it is necessary to know how

long carriers will stay around so they can be used to carry information or deliver energy in a de-

vice. On the other hand, carrier lifetime limits the operation speed of optoelectronic devices since

carriers involved in one operation need to disappear beforethe next opertation. Therefore, studies

of carrier lifetime are essential to the development of new,more efficient devices. This chapter

will begin with a discussion of what happens to carriers after excitation with specific emphasis

on what happens after excitation by an ultrafast laser pulse. Then, the processes involved in the

energy relaxation and recombination of carriers will be discussed. This will then be followed by

a description of the ultrafast optical techniques that are used to observe such processes. Finally,

there will be a discussion of results from a wide variety of materials, including Si/SiGe quantum

wells, graphene, and carbon nanotubes.
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3.2 Energy distributions of electrons excited by laser pulses

3.2.1 Energy distribution after excitation

Since ultrafast laser pulses will always have a finite energyspectrum, the resulting photoexcited

electrons will have a similarly shaped energy distribution. In most cases, the spectrum of the

ultrafast laser pulse is Gaussian:

I(λ ) = I0e−4ln(2)
(λ−λ0)

2

b2 , (3.1)

whereb is the bandwidth (full width at half maximum),λ0 is the center wavelength, andI0 is the

peak intensity. Therefore, as shown in Fig. 3.1(a), after excitation by such a laser pulse the energy

distribution of the carriers can be approximately described by:

f (E) =
N
b

√

4ln(2)
π

e−4ln(2)
(λ−λ0)

2

b2 , (3.2)

whereN is the total density of carriers excited (determined by the absorption coefficient, etc.)

and f (E) is the density of carriers per unit energy. Thisf (E) should not to be confused with the

distribution function,f0(E). In generalf (E) is defined here asf (E)≡ f0(E)g(E), but in this case,

where the carriers have not yet formed a Fermi-Dirac distribution, we know thatf (E) is given by

Eq. (3.2). Strictly speaking, this initial distribution will also depend upon the density of states,

which is different for each semiconductor. However, in all cases, including in the experiments

discussed here,N is chosen so that the density of carriers at each energy is much less than the

number of available states and therefore this energy distribution is accurate.

3.2.2 Thermalization

The initial energy distribution of the photoexcited carriers is considered to be nonthermal, since it

cannot be described using a single temperature. However, asshown in Fig. 3.1(b), after some time,

due to carrier-carrier scattering the carriers’ energy will be redistributed, leading to the formation
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Figure 3.1: Schematic of the carrier energy distribution atvarious times after excitation. (a) Initial
carrier energy distribution after excitation. (b) The carrier distribution function after thermalization
(Fermi-Dirac with high temperature and Fermi level) (c) Thecarrier distribution function after
energy relaxation (Fermi-Dirac with lower temperature andFermi level). Panels (b) and (c) are
greatly exagerated for clarity.

of a Fermi-Dirac distribution:

f0(E) =
1

1+ e(E−E f )/kBT
, (3.3)

wherekB is Boltzmann’s constant,T is the carrier temperature, andE f is the Fermi energy. The

initial carrier temperature for this distribution,T0, can be deduced by noting that the thermalization

will not cause the total energy of the system of carriers to decrease. Therefore, the average energy

of this distribution will be equal to the energy imparted by the laser pulse. If a laser pulse of

angular frequencyω is incident on a semiconductor with a parabolic band structure, then the

average energy of the electrons will be

E0 =
(h̄ω −Eg)m∗

h

m∗
e +m∗

h
, (3.4)

wherem∗
h is the hole effective mass.37 Since the average energy of a distribution of particles is

given by:
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〈E〉=
´ ∞
−∞ E f0(E)g(E)dE
´ ∞
−∞ f0(E)g(E)dE

, (3.5)

it is straightforward to calculate the initial carrier temperature if the density of states is known.

3.2.3 Energy relaxation and carrier recombination

After carriers are excited, besides thermalization there are many other processes that will occur.

The two of interest for a wide variety of experiments are carrier energy relaxation and recombi-

nation. Due to the relatively high excess energies, i.e. thekinetic energy of the electrons in the

conduction band, the primary method for energy relaxation is the emission of optical phonons.

There are two main results to this. First, the temperature ofthe carrier distribution will decrease,

as energy is removed from the system and given to the lattice,as shown in Fig. 3.1(c). The second

result of this can be the formation of a local hot spot in the sample, where the lattice temperature is

elevated. This may then affect the energy relaxation further, if the carriers gain some energy back

from the optical phonon population. While optical phonon emission is a critical part of the energy

relaxation of photoexcited carriers, the optical phonon energy cannot be derived in general, since

it depends on the material being studied. The other process,carrier recombination, occurs when

an electron in the conduction band drops back down to the valence band as it recombines with a

hole. Both processes are typically modeled as causing an exponential decay in the carrier density

at a specific energy. Therefore, the inverse of time constants from the exponential fits, i.e. 1/τe

and 1/τr are essentially the energy relaxation and carrier recombination rates, respectively.

3.3 Experimental techniques: Time-resolved pump-probe

3.3.1 Introduction

Time resolved pump-probe techniques are some of the most fundamental techniques used in ultra-

fast optical studies and as a result, all others discussed inthis dissertation will expand upon these
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basic principles. As the name suggests, pump-probe techniques involve at least two laser pulses:

one that serves as a pump, exciting carriers in the material,and a second that serves as a probe,

probing the excited carriers. By changing the relative times at which the pump and probe arrive at

the sample, we can observe the density of carriers at the probing energy that were excited by the

pump as a function of time. This is achieved by changing the travel distance of either the pump

or probe using a mechanical stage, referred to as the delay stage, since it changes the time delay

between the two pulses. Before going into the experimental details, a detailed discussion of the

probing mechanisms are necessary.

After the carriers are excited by the pump pulse, they will form some energy distribution. As

discussed in Sec. 3.2, this is initially a nonthermal distribution, but after some time it will become

thermalized. In either case, the probing of carriers involves essentially the same processes as the

pumping of carriers, but to measure the density of carriers at the probing energy, the absorption of

the probe is constantly monitored, by measuring either its reflectance or transmittance (or both).

Depending on the energy of the probe and the energy of the carriers being probed, in the simplest

cases the absorption can either increase or decrease, and this change in absorption,∆α will provide

information about the density of carriers at the probing energies.

3.3.2 Optical probing of carriers

3.3.2.1 Photobleaching

In this simplified, yet very common case, the absorption of the material depends only on the density

of carriers present. At each energy there are only a limited number of available states for carriers

to occupy. Once these states are significantly filled, absorption at this energy is reduced, and the

semiconductor is considered to be “saturated” at this energy. Therefore, if we callNsat the carrier

density that causes the absorption coefficient to drop to 50%, then the the absorption coefficient

can be modeled as
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α(n) =
α0

1+ N
Nsat

, (3.6)

whereα0 is the absorption coefficient of the material when no carriers are present. So, the change

in absorption caused by a nonzero carrier density will be equal to

∆α = α0[(1+N/Nsat)
−1−1]. (3.7)

If N � Nsat , as is intentionally the case in pump-probe experiments, this can be approximated as

∆α ≈− α0

Nsat
N. (3.8)

So, by measuring the change in absorption of the probe that iscaused by the pump, we are essen-

tially measuring the density of carriers excited by the pump.38

3.3.2.2 Photoinduced absorption

It is also possible, however, that the carriers excited by the pump will provide additional excitation

pathways to the probe. This may be caused by several different mechanisms, but the term describ-

ing any increase in absorption caused by photoexcited carriers will be referred to as photoinduced

absorption here. The most common mechanism is free carrier absorption, which was discussed

previously, in Chapter 2. From that discussion, it is clear that

αfree carrier∝ N. (3.9)

Therefore, assuming there are no free carriers present before the pump has caused excitation, for

free carrier absorption

∆α = αfree carrer∝ N. (3.10)
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3.3.3 Differential transmission and differential reflection

3.3.3.1 Differential transmission

In practice it is not possible to directly measure change in absorption of the probe that is caused

by the pump. Therefore, either the change in transmission orthe change in reflection of the probe

is measured. As discussed in Chapter 2, the transmittance through a sample of thicknessL with

absorption coefficientα is T = e−αL. (This is assuming no reflection loss, which is irrelevant

for this discussion.) So, the change in transmission causedby the pump-excited carriers, i.e. the

difference between transmission with and without carriers, is

∆T (N) = T (N)−T0 = e−α(N)L − e−α0L. (3.11)

In the case that∆αL � 1, again as is usually true experimentally, we then have

∆T (N)

T0
≈−∆αL (3.12)

Therefore, by measuring the change in transmission of the probe caused by the pump, and nor-

malizing this by the transmission of the probe with no pump present, we are essentially measuring

the change in absorption of the probe caused by the pump. Thisnormalized change in transmission

of the probe caused by the pump is known as differential transmission. In experiment, the linear

relationship between the differential transmission and the carrier density is always confirmed by

measuring the differential transmission as a function of pump power, which is certainly propor-

tional to the carrier density.

3.3.3.2 Differential reflection

Using a reflection to deduce the change in absorption on the other hand, can be much more com-

plicated, depending on the substrate used, since multiple reflections should be taken into account.

While this may make it difficult to determine the relationship between the sign of the change in

reflection and change in absorption, since it may change depending on the layout of the sample,
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its magnitude is still very useful. As mentioned for the differential transmission measurements,

whenever using differential reflection, we verify that the magnitude of the differential reflection

is indeed proportional to the density of carriers excited bythe pump. Therefore, while it is some-

times difficult to determine the mechanism of absorption from the sign of the differential reflection,

differential reflection still conveys the information of greatest interest in most experiments – the

density of carriers at the probing energy.

3.3.4 Experimental configurations: Time-resolved pump-probe

A typical experimental setup for a pump-probe measurement is shown in Fig. 3.2. The relative

distance that the probe and pump pulses travel is modified using the delay stage with a retrore-

flecting mirror attached. This allows the time delay to be changed over a long range (as long as

1 ns, the maximum range of the stage) while still maintainingthe same beam path. This stage,

which is computer controlled, has a minimum step size of 300 nm, which corresponds to a delay

time step size of 2 fs. Both the pump and the probe laser pulsesare sent to the sample and fo-

cused tightly (typically around 2 to 5µm) using a microscope objective lens. The pump and probe

can be incident on the sample from either the same side (co-propagating, shown in the figure)

or from opposite sides (counter-propagating, not shown in the figure), depending on the experi-

mental concerns. Then, either the transmitted or reflected probe beam is collected by a detector

for differential transmission or differential reflection measurements, respectively. Also, in some

measurements both are detected simultaneously.

The laser system is summarized in Fig. 3.3. The Millenia Pro,a diode-pump continuous wave

(cw) laser produces output with wavelength 532 nm. This thenpumps the Tsunami, a Ti:Sapphire

laser. For the experiments discussed here, the Tsunami is tuned in the range of 775 to 810 nm.

With an 8.5 W Millenia Pro output, the typical output power ofthe Tsunami is about 2.3 W. The

Tsunami produces 100 fs laser pulses with a repetition rate of 80 MHz via regenerative mode

locking. The bandwidth is tunable and is typically maintained around 10.5 nm. The Tsunami then

pumps OPAL, an optical parametric oscillator (OPO). The OPAL consists of a signal and an idler
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Figure 3.2: Experimental setup for differential reflectionand differential transmission measure-
ments with reference. This is the co-propagating configuration.

output, and with these two in combination with the tuning capabilities of the Tsunami, is capable

of producing 130 fs pulses with wavelength tunable between 1.1 and 2.6µ m and typical output

power around 200 mW. Other wavelengths can also be obtained by second harmonic generation or

sum frequency generation from various combinations of the outputs of the Tsunami and the OPAL.

In order to measure the differential signals, it is necessary to achieve a large signal to noise

ratio, since the change in transmission or reflection can be smaller than 10−5 (0.001%) of the

initial transmission or reflection. Fluctuations of the probe laser intensity however, can be as large

as 0.1%. Therefore, since it is impossible to distinguishT (N) from T0 (i.e. to measure∆T by

measuring each individually) in a reasonable amount of time, lock-in detection techniques must be

used. In order to measure∆T or ∆R, we modulate the intensity of the pump beam with an optical

chopper and send the transmitted or reflected probe beam to a photodiode, respectively. The output

of the photodiode is sent to a lock-in amplifier that is referenced to the modulation frequency. The

resulting output of the lock-in amplifier is a voltage that isproportional to the differential signal.

To measureT0 andR0, we simply chop the probe and block the pump, and the resulting output of

the lock-in amplifier is a voltage that is proportional toT0. Finally, we divide these two voltages to

obtain the differential signal (∆T/T0 or ∆R/R0). (See Appendix A for a more detailed description

of the lock-in detection techniques.)
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Millenia Pro Tsunami OPAL

• 532 nm • 775 to 810 nm • 1.1 to 2.6 µm

Signal

Idler

• 532 nm

• 8.5 W cw output

• 775 to 810 nm

• 2.3 W output

• 100 fs pulse duration

• 10.5 nm bandwidth

• 80 MHz rep rate

• 1.1 to 2.6 µm

• 200 mW output

• 130 fs pulse duration

Figure 3.3: Summary of laser system and typical operating parameters for experiments in the
dissertation.

In most measurements discussed in this dissertation, the modulation frequency is close to 2.1

kHz, and the lock-in time constant is between 300 ms and 1 s, depending on the signal level, with

a filter slope of 12 dB/octave. With these conditions the laser noise can be decreased significantly.

However, although the photodiode has adjustable gain, it isnot possible to simply turn up the gain

to increase the signal to noise ratio further – if the noise ispredominantly from laser intensity

fluctuations, it will also increase. On the other hand, if thenoise is predominantly electronic, we

will quickly reach a limit to our signal to noise ratio. Sincethe lock-in has a full scale sensitivity of

1 Volt, we cannot increaseT0 or R0 by a very large amount in order to increase the signal to noise

ratio before reaching saturation of the lock-in (electronic noise does not increase significantly with

increasing gain for these photodiodes). If it is necessary to increase the signal to noise ratio further,

we can use balanced photoreceivers – these output a voltage that is proportional to the difference in

the optical powers to each photodiode. In this case, as shownin Fig. 3.2, we send part of the probe

beam that does not make contact with the sample to the other arm of the photoreceiver, which we

call the reference arm. We then chop the probe before the beams are split and send equal amounts

of light to each arm of the photoreceiver using a polarizer, by making the voltage reported by the

lock-in amplifier equal to zero. When chopping the pump, the lock-in will still report a voltage

that is proportional to∆T or ∆R, but now we are able to increase the gain of the photoreceiverto

increase the differential signals and in turn increase the signal to noise ratio. With this technique,

a noise level of 10−7 or less is achieved.
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3.3.5 Summary

Time resolved pump-probe techniques allow carrier dynamics to be studied with a temporal res-

olution as small as 100 fs, which is limited only by the laser pulse durations. This is achieved

by using two time-delayed short laser pulses: one to excite or pump carriers, and one to probe

them. By measuring the differential transmission or differential reflection of the probe pulse, and

verifying that it is proportional to the pump fluence, we are able to directly measure the density

of the carriers at the probing energy as a function of time. This gives access to energy relaxation

and carrier recombination processes that occur on ultrashort time scales. Using balanced detection

techniques with a lock-in amplifier, we are able to measure differential transmission or reflection

signals as small as 10−7.

3.4 Results and discussion: Energy relaxation of carriers

3.4.1 Introduction

Time resolved ultrafast pump probe techniques are very common for studying the energy relax-

ation or recombination of carriers in semiconductors. As such, a wide variety of materials have

been studied extensively such as bulk GaAs,39–41 GaAs/AlGaAs quantum wells,42 and epitaxial

graphene,43–45 just to name a few. Therefore, in this section I will mainly discuss results for a

material that has been studied relatively less: reduced graphene oxide. These results are not only

interesting for the sake of promoting this method of production of graphene as producing a material

that retains the properties of intrinsic graphene, but alsobecause they demonstrate the type of infor-

mation that can be obtained from time resolved pump-probe measurements. After the discussion

of the reduced graphene oxide results, similar results in Si/SiGe quantum wells and single-walled

carbon nanotubes will be briefly discussed.
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3.4.2 Reduced graphene oxide

3.4.2.1 Introduction

Graphene consists of a two-dimensional honeycomb lattice of carbon atoms. Heavily promoted

for use in a wide variety of applications, including high speed transistors,46 ultracapacitors,47 and

solar cells,48 graphene has been studied extensively within the past five years since it was initially

popularized by Nobel winners Andre Geim and Konstantin Novoselov.24 For an in-depth review of

the properties and previous ultrafast studies of graphene,see Appendix B. One important challenge

in the progress of graphene lies in finding an efficient methodof production that produces a material

that keeps the properties of ideal graphene. Therefore, several different methods of production of

graphene have been developed as discussed in Appendix B, andit is necessary that each type of

graphene be characterized.

Ultrafast studies of graphene can be invaluable due to the relatively short carrier lifetime. One

such type of graphene is graphene produced by the chemical reduction of graphene oxide, or

reduced graphene oxide. This method can produce large quantities of graphene efficiently by spin-

coating or solution printing techniques, but generally shows a lower mobility than what is present

in pure graphene. Nevertheless, ultrafast studies of this type of graphene can be useful for possible

future applications and studies. Here, two different typesof experiments will be presented: one

using the standard two-color pump probe configuration, and the second using a single color pump

and two probes of different colors. The first essentially serves as a method for identifying that

this type of graphene shows “graphene-like” properties. The second can be used to deduce import

quantities, such as the optical phonon emission time and energy relaxation rate.

3.4.2.2 Ultrafast time-resolved pump-probe studies of reduced graphene oxide

In both experiments, graphene oxide flakes, synthesized using a modified Hummers’ method,49

were spin coated on a quartz substrate to form a film, which wasthen transformed to a multi-

layer graphene film by thermal reduction at 1000 °C.30 In order to obtain a thick sample, a high
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Figure 3.4: (a) Normalized∆T/T0 for pump fluences of 22 (squares), 44 (circles), 92 (up-triangles),
and 118µJ/cm2 (down-triangles) for a fixed sample temperature of 293 K. Theinset shows the
peak∆T/T0 for various pump fluences. (b) Pump-probe scheme. Data from Ruzickaet al.1

concentration solution 4 mg/ml was used and the spin-coating was repeated four times. Since the

thickness was controllable in this experiment, the differential transmission configuration was used

– the thicker sample will lead to a larger signal for differential transmission, and the sign of the

signal is more easily related to the sign of the absorption change. The number of graphene layers

is determined to be about 50 by using an atomic force microscope. Additionally, the absorbance

of the sample at 750 nm, is measured to be about 50%.

Carriers are excited with a pump pulse with a central wavelength of 750 nm, a pulse width

of 0.1 ps, and a spot size of approximately 2.3 µm full width at half maximum (FWHM). The

probe pulse for this experiment has a central wavelength of 810 nm, a pulse width of 0.19 ps, and

was focused to a spot size of 1.2 µm FWHM. For this experiment, the probe is obtained from the

output of the Tsunami and the pump from second harmonic generation of the signal output of the

OPO, which is tuned to 1500 nm. The pumping and probing schemeis shown in Fig. 3.4(b). Since

graphene has no band gap, excitation by either laser pulse gives carriers energȳhω/2. Hence,

when carriers occupy the probing energy states, which are centered at 0.765 eV, half of the probe

photon energy, the transmission of the probe through the sample will increase due to state filling

effects. This is determined based on the wavelengths of the pump and probe, the band structure of

graphene, and the positive sign of the differential transmission signal.
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Figure 3.5: (a)∆T/T0 measured for sample temperatures of 9 (squares), 115 (circles), and 240 K
(up-triangles). The inset shows the decay time of the differential transmission signal for various
lattice temperatures with an average (solid red line). (b) Carrier temperature (left axis) and average
carrier energy (right axis) deduced from the∆T/T0 curve at 9 K. Data from Ruzickaet al.1

First, in order to verify that∆T/T0 ∝ N, the peak∆T/T0 was measured for various pump

fluences, as shown in the inset of Fig. 3.4(a). (Data from Ruzickaet al.1) We observe that the peak

∆T/T0 is proportional to the pump fluence via a fit with the solid red line. This confirms that the

change in absorption of the probe is due to state filling effects and that the differential transmission

is in fact proportional to the carrier density. We then studythe carrier dynamics for various pump

fluences, and hence various carrier densities. Figure 3.4(a) shows the normalized∆T/T0 for pump

fluences of 22 (squares), 44 (circles), 92 (up-triangles), and 118µJ/cm2 (down-triangles) at room

temperature. From these measurements it appears that the energy relaxation is not affected by the

carrier density.

This result is in opposition to existence of a “phonon bottleneck” effect, which has been ob-

served in epitaxial graphene on SiC.50,51Essentially, as the carriers relax via the emission of opti-

cal phonons, these phonons can feed energy back into the carrier population, leading to a slowing

down of the energy relaxation. This may be hard to observe in these measurements however, since

a wide range of carrier densities is not available, and the change in decay time due to this effect

may be smaller than the uncertainty in such a measurement.

In order to investigate any possible effects of the lattice temperature on the carrier relaxation,

it is varied from 9 to 300 K. The time dependent differential transmission is measured over this
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lattice temperature range with a few examples shown as the symbols in Fig. 3.5(a). In these

measurements, the peak energy fluence of the pump pulse is 118µJ/cm2. Using the absorption

of 50%, the excited areal carrier densities in the first and the last graphene layers are estimated to

be about 8.0×1012 cm−2 and 3.3×1012 cm−2, respectively. (See Appendix D for information on

how the carrier density is defined for graphene.) It is important to note that although the density in

the front layer is about 20% of the density of states in graphene within the pump bandwidth (0.02

eV),52 no significant absorption saturation is expected due to ultrafast thermalization of carriers:

the carriers excited by the earlier part of the pump pulse arerapidly scattering to other energy

states, making room for the excitation of carriers by the latter part of the pulse.

The temporal dynamics of the measurements in Fig. 3.4 and Fig. 3.5 are consistent with the

following picture that has been established in previous studies of graphene, which was discussed

in detail in Appendix B: After the carriers are excited with the pump pulse, they quickly reach a

hot distribution via carrier-carrier scattering within a time scale on the order of 0.1 ps. Then, the

carriers cool through carrier-phonon scattering (mainly optical phonon emission) on a slower time

scale on the order of 1 ps. This energy relaxation causes the decrease in the carrier density in the

probe states, and therefore the decrease in∆T/T0. Carrier recombination occurs on a much longer

time scale. Therefore, since the probe energy is rather high, it is not seen in this experiment. The

effects of the lattice temperature on the relaxation of the carriers is quantified by fitting a portion

of the differential transmission curve from 0.2 to 0.6 ps with a single exponential decay function.

The solid line in Fig. 3.5(a) shows an example. The obtained decay time constants are plotted in

the inset of Fig. 3.5(a). No systematic variation is observed, and an average value of 0.14 ps is

obtained.

The fact that there is no dependence of the carrier energy relaxation on the lattice temperature

is, however, not surprising. As stated previously, immediately after excitation, the carriers form a

hot (i.e. thermalized) distribution. The energy relaxation that follows is then dominated by optical

phonon emission. Due to the high excitation excess energy (0.83 eV), a large number of optical

phonons is emitted, which causes a significant deviation of the phonon distribution in the excitation
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spot away from the equilibrium distribution dictated by thesample temperature. Therefore, since

the carriers experience a much higher lattice temperature than the temperature of other parts of the

sample, the overall sample temperature has no influence on the carrier dynamics.

Assuming a Fermi–Dirac distribution is rapidly established right after the excitation, i.e. the

carrier-carrier scattering time is much less than the optical phonon emission time, we can estimate

the initial temperature of the distribution as discussed inSec. 3.2.2. Using Eq. 3.5, and since the

density of states of graphene is proportional toE (see Appendix B), the initial carrier temperature

is approximately 4300 K. Since∆T/T0 is proportional to the density of carriers at the probing

energy, we can calculate how the temperature and the averageenergy of the carriers change over

time using the measured∆T/T0, and assuming the peak value of∆T/T0 corresponds to a carrier

temperature of 4300 K. These calculations are shown in Fig. 3.5(b) using data from the 9 K

measurement—the calculations for measurements taken withdifferent lattice temperatures give

roughly the same values and show the same behavior. The temperature of the carriers decreases to

approximately 1500 K within 1.5 ps, and then decreases much more slowly after this.

In summary, the ultrafast carrier dynamics in reduced graphene oxide are similar to those in

other types of graphene samples indicating that graphene produced by this method is similar to

intrinsic graphene. This is demonstrated by the fact that the carriers rapidly lose their energy and

leave the probing window within 2 ps. Also, no dependence of the decay on carrier density was

observed, which is in opposition to a phonon bottleneck effect. Additionally, no temperature de-

pendence on this relaxation is observed, most likely due to the high local temperature experienced

by the carriers. Finally, based on these measurements, it appears that the average energy of the

carriers decreases by about 0.5 eV in 1.5 ps.

3.4.2.3 Two-probe study of hot carriers in reduced grapheneoxide

In this experiment, hot carriers were studied in the same reduced graphene oxide thin films, but

two probes of different colors were used instead of just a single one. By precisely overlapping the

two probes in time, and measuring the time between which the differential transmission signals
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peak with each probe, we are able to monitor the density of carriers at two different energies for

various times after excitation. From this, it is then possible to find the exact time it takes for carriers

to relax from the first probe energy to the second. This has several advantages over the previous

technique. First, the optical phonon population should notbe as high at the early time delays, so

any effects of those on the energy relaxation will not be observed. Second, for this same reason we

are able use the time difference to more accurately determine an energy relaxation rate, assuming

the carrier distribution is immediately thermalized.

Figure 3.6 summarizes the experimental setup and pump/probe scheme. Carriers are excited

with an 800-nm, 100-fs pump pulse, which is focused to a size of approximately 2.3 µm FWHM.

This is obtained from residue Ti:Sapphire laser, which passes through the idler output of the OPO.

To detect the carriers, we use one of the two different probe pulses of central wavelengths 1714

and 857 nm, respectively. The 1714-nm probe is produced fromthe idler output of the OPO,

and the 857-nm probe is obtained from second-harmonic generation of the 1714-nm probe using

a beta barium borate (BBO) crystal. The pulse width of each is80 and 150 fs, respectively, and

both are focused to a spot size of approximately 1.5 µm (FWHM). The two probe pulses are pre-

cisely overlapped using sum-frequency generation in a GaAssample grown along the [110] direc-

tion that is mounted directly next to the graphene sample. Byrepeatedly obtaining the maximum

sum-frequency generation (and therefore best temporal overlap), we find that we can consistently

overlap the two probe pulses in time with an error smaller than 5 fs.

The differential transmission of each probe is measured with time, while pumping an average

areal carrier density of 2.3×1013 cm−2, as shown in Fig. 3.7(a). (Data from Ruzickaet al.2) The

0-ps probe delay is defined arbitrarily here, since only the difference in time between the peaks

of the two curves is relevant. However, the 0-ps probe delay is expected to be very close to the

peak of the 857-nm probe since the photon energies of the 800-nm pump and the 857-nm probe

are close. The inset of Fig. 3.7(a) shows another scan that was taken closer to the peaks. The peak

of the differential transmission with the 1714-nm probe occurs approximately 47 fs after the peak

of the 857-nm probe.
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Figure 3.6: (a) Experimental setup for two-color probe experiment. (b) The excitation and probing
scheme.

In order to investigate the dependence of the relative peak times on the carrier density, this

measurement is repeated with various carrier densities by changing the pump fluence. The results

are summarized in Fig. 3.7(b). The peak time of the 1714-nm probe changes systematically with

the carrier density, while the peak time of the 857-nm probe remains unchanged. At a density of

1.5×1012 /cm2, the 1714-nm probe peak occurs about 92 fs later than the 857-nm probe peak.

When the density is increased to 3×1013 /cm2, the 1714-nm peak shifts earlier, occurring about

37 fs after the 857-nm peak. As discussed in Appendix B, it is reasonable to assume that the ther-

malization occurs rapidly and therefore when the differential transmission of either probe reaches

a peak, the distribution can already be described using Fermi-Dirac statistics. Hence, the data can

be interpreted as follows: When the differential transmission (and therefore the density of carriers

seen by the probe) peaks for the 857-nm (1714-nm) probe, the average energy of the carriers is

approximately equal to the central probing energy of 0.72 eV(0.36 eV), half of the probe photon

energy. The difference in the peak times gives the time it takes for the average carrier energy to

decrease by 0.36 eV (from 0.72 to 0.36 eV). For example, in Fig. 3.7(a) the energy relaxation of

0.36 eV takes 47 fs. This corresponds to an energy relaxationrate of about 8 meV/fs. We can

extend this analysis even further, since it is known that thedominant energy relaxation channel is

the emission of G-mode optical phonons with an energy 0.195 eV.53 Therefore, under the previous

assumptions, at this carrier density, the optical phonon emission time is 47×(0.195/0.36)= 25 fs.
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Figure 3.7: Differential transmission in reduced grapheneoxide for the 857-nm (triangles) and
1714-nm (circles) probes with an average areal carrier density of 2.3×1013 /cm2. The inset shows
another scan performed closer to the peak. (b) Normalized differential transmission in reduced
graphene oxide with the 857-nm (triangles) and 1714-nm (circles) probes with average areal carrier
densities of 1.5, 2.9, 11.7, 17.6, and 30×1012 /cm2 from top to bottom. (c) Energy relaxation rate
and optical phonon emission time deduced from these measurements. Data from Ruzickaet al.2

Using the same analysis for different pump powers leads to the results in Fig. 3.7(c). At a

density of 1.5×1012 cm−2, the optical phonon emission time is about 50 fs, corresponding to an

energy relaxation rate of about 4 meV/fs. When the density isincreased to 3×1013 cm−2, the op-

tical phonon emission time decreases to about 20 fs, corresponding to an energy relaxation rate of

about 10 meV/fs. The values of the optical phonon emission time as well as the density dependence

determined in this way are reasonably consistent with recently theoretical calculations.54,55

3.4.2.4 Summary

Clearly, these results show a difference in the energy relaxation rate. For a carrier density on the

order of 1012 per layer, in the first experiment, it appears that the average energy of the carriers

decreased by about 0.5 eV in 1.5 ps, while the second experiment shows that the average carrier

energy decreased by about 0.36 eV in 47 fs. The reason for the discrepancy most likely lies in the

difference in measurement method. Wang et al. found that, bymodeling differential transmission

measurements in epitaxial graphene with coupled electron and optical phonon rate equations, after

the first 200 to 300 fs, the optical phonon population reachesa maximum, which presents a bot-
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tleneck to subsequent cooling.51 Since, as demonstrated in the first experiment, reduced graphene

oxide appears to behave the same as epitaxial graphene, it ismost likely the case that the same

is occurring here. Therefore, the slower decrease in average carrier energy observed in the first

experiment is most likely caused by this same bottleneck effect: Since the two-probe study re-

lies on determining the position of the peaks of the differential transmission curves, which occur

within 50 fs or so of carrier excitation, it has the advantageof not being influenced by a large

optical phonon population. Hence, the second method measures relaxation of carriers from optical

phonon emission alone, while the first method is actually measuring the relaxation of carriers from

optical phonon emission as well as energy gained back from the optical phonons.

In summary, reduced graphene oxide was studied using ultrafast pump-probe techniques. First,

a single probe was used to measure the differential transmission decay time as a function of carrier

density and lattice temperature. The relaxation of the carriers from the probing energy was found

to be independent of both. Also, the decay time was found to besimilar to that observed in other

types of graphene, and therefore this type of graphene is expected to have similar properties to

those of pure graphene and may be useful due to its favorable production process. Additionally,

reduced graphene oxide was studied using a two-color probe scheme, which allowed us to deduce

the optical phonon emission time. The optical phonon emission time was found to decrease with

increasing carrier density, which is consistent with recent theoretical calculations.

3.4.3 Other semiconductors

These techniques can be applied to a wide variety of semiconductors, provided the band gaps are

reachable by the laser system. Two such examples are Si/SiGequantum wells and single walled

carbon nanotubes. Strained Si/Si1−xGex structures have attracted attention for several years due

to their possible electronic and photonic applications. Specifically, they can be ideal for use in

integrated optoelectronic devices: the Si is present for easy integration, and by controlling the

relative concentrations, i.e.x, the strain can be actively controlled, which changes the band gap

and therefore the optical properties.33 Carbon nanotubes have many possible applications as well
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such as solar cells,35 supercapacitors, and composite materials.36 Therefore, it is important for

both materials to obtain information about the carrier lifetime and/or energy relaxation rate, which

can be inferred from time resolved pump-probe experiments.

The Si/SiGe quantum well sample is grown by solid source molecular beam epitaxy on Si (001)

wafers, as discussed by Wang et. al.56 It consists of a thin layer of Si grown at low temperature

(650 ◦C) on a thick buffer layer of Si1−xGex (4000 Å) as a virtual substrate, and ten periods of

Si/Si1−xGex quantum wells. Hence, the sample is on a thick wafer and is therefore not transparent.

To study the carrier dynamics we use a 170 fs, 737 nm pump pulseand a 170 fs, 810 nm probe

pulse, both focused to a spot size of about 3µm FWHM. The 737 nm pump pulse is obtained

from second-harmonic generation using a BBO crystal of the signal output of the OPO, which is

tuned to 1474 nm. The carbon nanotube sample is over 90% semiconducting and has a diameter

distribution as described by Ren et al.35 In order to study the carrier dynamics of this sample, we

use the same 810 nm probe pulse and a 750 nm pump pulse, obtained as previously discussed.

Both are focused to the sample to a spot size of approximately2 µm full width at half maximum

(FWHM).

Results of the basic time resolved pump-probe measurementsfor both materials are shown in

Fig. 3.8. Figure 3.8(a) shows the differential reflection for the Si/SiGe quantum well sample as

a function of probe delay for a peak pump fluence of 110µJ/cm2 and the inset shows the peak

differential reflection as a function of pump fluence. The decay of the differential reflection is best

fit as a bi-exponential (red line), which results in a fast decay time of 13 ± 2 ps and a much slower

decay time of 495 ± 3 ps. The first decay time is most likely caused by the energy relaxation

of carriers and the second is caused by carrier recombination and therefore reflects the carrier

recombination rate. Additionally, the rising time is approximately 1 ps – i.e. it is longer than the

pulse width of 170 fs. Therefore, this time indicates the time it takes for the carrier distribution to

reach a peak in density at 1.53 eV, after starting out with average energy 1.68 eV.

Figure 3.8(b) shows the results for the single walled carbonnanotubes. The inset shows the

peak differential reflection measured as a function of peak incident pump fluence. The main part

35



(a) (b)

0.5

1.0

100 200

2

4

6

 

 (
N
o
rm

al
iz
ed

)

 

 

P
ea
k
 ∆
R
/R

0
 (
1
0
-3
)

Pump fluence (µJ/cm
2
)

8

∆
R
/R

0
 (
1
0
-5
)

 (
1
0
-5
)

50 100

3

6

9

110 µJ/cm
2

  

 

Pump fluence (µJ/cm
2
)

0 4 8 12 16

0.0

0.5  

∆
R
/R

0
 (
N
o
rm

Probe Delay (ps)

Pump fluence (µJ/cm
2
)

0 50 100 150

0

∆
R
/R

0
 (
1

Probe Delay (ps)

Pump fluence (µJ/cm
2
)

Figure 3.8: (a) Time resolved differential reflection measurement of Si/SiGe quantum wells with a
110 µJ/cm2 peak pump fluence (737 nm pump and 810 nm probe). (b) Differential reflection for
single walled carbon nanotubes as a function of probe delay normalized for various pump fluences.
Both insets show the peak differential reflection as a function of pump fluence with a linear fit.

shows the normalized differential reflection for fluences of25, 68, 125, 155 and 188µJ/cm2,

which we investigate to see if there is any dependence of the relaxation on carrier density (i.e.

any strong hot phonon effects). It appears that the signal decays as a bi-exponential with time

constants of 0.66±0.02 ps and 2.8±0.2 ps, which are independent of pump fluence. Since both

decay times are relatively short, the first may be caused by thermalization and the second by carrier

relaxation. These two measurements demonstrate how simpleit is to use time resolved pump-probe

measurements on a wide variety of semiconductors to extractinformation about the carrier lifetime

and carrier energy relaxation.

3.5 Summary

Ultrafast time-resolved pump-probe techniques can be usedto obtain information about the life-

time and energy relaxation rate of carriers in semiconductors. These techniques involve measuring

either the differential reflection or differential transmission of a probe pulse as a function of time

delay between the probe and pump pulses. The differential transmission and differential reflection

is proportional to the density of carriers excited by the pump, which can be easily verified exper-
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imentally. Results were presented on reduced graphene oxide. In these experiments it was found

that the differential transmission displays a behavior that is similar to other types of graphene, and

therefore graphene produced in this way is similar to intrinsic graphene. Also, using a two-color

probing scheme, the optical phonon emission time can be deduced, and for a carrier density of

1.5×1012 cm−2, the optical phonon emission time is about 50 fs. When the density is increased

to 3×1013 cm−2, the optical phonon emission time decreases monotonicallyto about 20 fs. This

decrease is consistent with recent theoretical calculations of the carrier density dependent optical

phonon emission time. Additionally, results on Si/SiGe quantum wells and carbon nanotubes were

presented, in order to show the applicability of these techniques to a wide variety of materials.
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Chapter 4

Diffusive carrier transport

4.1 Introduction

Transport of charge carriers in semiconductors plays an essential role in several electronic ap-

plications. There are two main mechanisms for carrier transport: drift and diffusion. The key

parameters describing the two processes are mobility and diffusion coefficient, respectively, and

the two are related by the Einstein relation. Since the transport described by these two quantities

is determined to a great extent by scattering, both of these are related to the microscopic quanti-

ties of mean-free time and mean-free path. For photoexcitedcarriers, both electrons and holes are

present. Therefore, due to the Coulomb attraction between the two, they move as a pair through the

semiconductor. Hence, the transport of such electron-holepairs is known as ambipolar transport

and the diffusion is known as ambipolar diffusion. Ambipolar diffusion plays a very important role

in a wide variety of optoelectronic devices. For example, ina photovoltaic device, the absorbed

photon energy is transferred by diffusion of the electron-hole pairs before the charge separation.

Ultrafast lasers have the unique ability to measure certainproperties of a material without mak-

ing a physical contact. Of particular interest for a wider variety of semiconductor applications is

the mobility, which essential determines the speed and efficiency of any possible device that may

be created from the material. The mobility is typically measured by the application of electri-
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cal contacts for Hall effect measurements, which directly relates the mobility to the more easily

measurable quantities of resistivity and current. While ultrafast laser techniques cannot directly

measure the mobility of a semiconductor, they do have accessto real-time and real-space carrier

dynamics, which allows for the direct observation of the diffusion of carriers. This in conjunc-

tion with the ability to accurately control the energy and density of carriers excited by laser pulses

makes it possible for ultrafast laser techniques to providea non-contact and noninvasive method to

measure the mobility of carriers in semiconductors.

4.2 Diffusion of carriers in semiconductors: Theoretical dis-

cussion

4.2.1 Diffusive transport and carrier mobility

A current in a semiconductor can be caused by two different mechanisms: drift and diffusion. The

first mechanism, drift, involves the movement of charge due to an electric field. The force on a

particle of chargeq due to electric fieldE will be F = qE. However, since scattering occurs as the

particle will collide with other particles or impurities inthe crystal, the particle cannot accelerate

indefinitely. This results in repeating periods of acceleration followed by a reduction of velocity

as the particle undergoes a collision. The average drift velocity of the particle, i.e. the average

velocity attained between collisions is defined as

vd = µE, (4.1)

whereµ is known as the mobility of the particle. The drift current density will then be

Jd = qnvd = qnµE, (4.2)
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wheren is the density of particles. The particle chargeq can be either−e for electrons ore for

holes, wheree is the magnitude of the electron charge. The total drift current density will be equal

to the sum of the electron and hole drift current densities.

Of particular interest here is the second mechanism, diffusion, since this is directly observable

using temporally and spatially resolved ultrafast pump-probe techniques. The classical definition

of diffusion is “the process whereby particles flow from a region of high concentration toward

a region of low concentration.”9 Therefore, it is straightforward to define the diffusion current

density as being proportional to the gradient of the carrierdensity distribution, i.e.

J f = qD∇n. (4.3)

HereD is the diffusion coefficient (a positive constant with unitscm2/s) andn is the carrier density

as a function of(x,y,z).

Finally, the total current density is equal to the sum of the drift and diffusion current densities:

Jtot = qnµE +qD∇n. (4.4)

Interestingly, although the processes seem quite different, the mobility and diffusion coefficient

are related through the Einstein relation:

D
µ

=
kBT

e
. (4.5)

This relation arises through the fact that even if the total current density is zero in a semiconductor,

a nonzero spatial carrier density distribution with a nonzero gradient may still exist. Then, by Eq.

(4.4), the two components must be balanced. This is achievedby an electric field caused by the

nonuniformity of the spatial distribution of carriers: Theelectric field will beE = −∇φ whereφ

is the electric potential, and at each positionφ depends on the energy of the carriers, which itself

has an energy distribution (Fermi-Dirac or Boltzmann), hence the proportionality tokBT .
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Therefore, by measuring the diffusion coefficient and with knowledge of the carrier tempera-

ture, we are able to deduce the carrier mobility. As discussed in Chapter 3, the temperature can

be calculated as from the pump wavelength as long as the band structure and density of states are

known. Additionally, the diffusion coefficient can be directly measured using spatially and tempo-

rally resolved ultrafast pump-probe techniques, which will be discussed in the following sections.

4.2.2 Diffusion of a Gaussian spatial distribution of photoexcited carriers

In the experiments discussed here, the spatial distribution of carriers is always Gaussian in shape,

since that is the shape of the laser spot used for excitation.Therefore, it is important to discuss

the particular case of the diffusion of a Gaussian spatial distribution of carriers. For simplicity, we

define the carrier density spatial profile in spherical coordinates at timet asN(r, t). If at timet = 0

this is Gaussian, then the profile will have the form

N(r,0) = N0e−4ln(2)r2/w2
0, (4.6)

wherew0 is the FWHM at timet = 0.

Since the photoexcitation will lead to the generation of free electrons and holes, which are

oppositely electrically charged, the two will attract eachother and move as a pair. Therefore, the

observation of any transport ofN will not be unipolar, i.e. the transport of either electronsor holes,

but will instead be ambipolar. This means that the diffusioncoefficient or mobility that is observed

will be the effective value of the electron-hole pair. For this reason, it is important to add the

subscripta, to denote that the transport processes are ambipolar and not unipolar.

In order to see how the spatial carrier density distributionwill change during the transport

process we use the charge continuity equation, which gives the relationship between the change in

time of the distribution of carriers and the change in space:

∂N
∂ t

=
1
q

∇ · J f a = Da∇2N. (4.7)
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This assumes that the total density of carriers is constant,i.e. no carrier recombination or genera-

tion is occurring. It is easy to check that a solution to this equation is another Gaussian, but with a

linearly increasingw2(t):57

N(r, t) = N0

(

w2
0

w2(t)

)

e−4ln(2)r2/w2(t), (4.8)

where

w2(t) = w2
0+16ln(2)Dat. (4.9)

In the experiment, it is possible and likely that carrier recombination is occurring during the

diffusion process. However, the only effect that this will have onN(r, t) is to decrease its height

over time. This amounts to adding a factor of−t/τ in the exponential, where 1/τ is the carrier

relaxation rate. The overall result, however is still the same: by measuring the width of the Gaus-

sian profile over time, and fitting this squared with time, we can deduce the ambipolar diffusion

coefficient,Da, from the slope.

Finally, using the ambipolar transport equations derived by Neamen, we can relate the ambipo-

lar diffusion coefficient to the unipolar diffusion coefficients.9 Since we inject an equal density of

electrons and holes, the ambipolar diffusion coefficient will be

Da =
DeDh

De +Dh
, (4.10)

whereDe andDh are the diffusion coefficients for electrons and holes, respectively.

4.2.3 Summary

Carrier transport is caused by two main mechanisms: drift and diffusion of charge carriers. The

key parameters for the two are the mobility and the diffusioncoefficient, respectively. Although

they are different processes, the two are in general relatedvia Einstein’s relation, which states

that the diffusion coefficient to mobility ratio is equal tokBT/e. Diffusion of a Gaussian spatial

42



distribution of carriers will cause the distribution to remain Gaussian, but have a decreased height

and a linearly increasing squared FWHM with time. Therefore, by measuring the FWHM of the

spatial profile as a function of time, we are able to deduce thediffusion coefficient. Additionally, if

the pumping energy and band structure are known, we can use the diffusion coefficient to deduce

the mobility.

4.3 Experimental techniques: Spatially and temporally resolved

pump-probe

4.3.1 Introduction

Previously, ambipolar diffusion has been studied by several optical techniques including transient

grating and photoluminescence. In transient-grating experiments, a periodic spatial distribution

of carriers is generated by the interference of two laser pulses, which are incident on the sample

from different angles. The decay of this periodic distribution is then detected by the diffraction

of a third pulse, and the diffusion coefficient can be deducedfrom this decay.12–17 Photolumi-

nescence spectroscopies, both in the time-of-flight configuration22,23 and the spatially resolved

geometry,18–21,57–60have also been applied to study ambipolar diffusion. The useof spatially

and temporally resolved pump-probe techniques to measure ambipolar diffusion, however, is very

rare. Yet, this technique has several advantages over the others. First, relatively small diffusion

coefficients can be measured by focusing the laser spots tightly and observing the diffusion over a

relatively long probe delay (about 1 ns maximum for the configuration used in these experiments).

Second, these techniques allow the direct observation of the expansion of the carrier density pro-

file, and therefore provide information about any changes inthe diffusion coefficient that may be

caused by carrier or lattice temperature.

The rarity of such spatially and temporally resolved pump-probe techniques is due in part to the

difficulty of achieving a high spatial resolution. However,this is achievable by tightly focusing the
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laser spots down to roughly 2µm with objective lenses with a high numerical aperture (NA∼ 0.4).

In most pump-probe experiments common lenses are usually used, which typically results in laser

spots on the order of 100µm. This ability to focus the beam to a small spot size in addition to the

ability to temporally and spatially control the overlap of the pulses allows the direct observation of

carrier diffusion and in most cases, the deduction of mobility from this.

4.3.2 Experimental configurations: Spatially and temporally resolved pump-

probe

These experiments are nearly exactly the same as the time-resolved pump-probe experiments dis-

cussed in Chapter 3. The only difference is that now we include the ability to control the spatial

overlap of the pulses in addition to the temporal overlap. This allows us to go to a certain time

delay and measure the differential reflection or differential transmission as a function of the posi-

tion of the probe spot relative to the pump spot, which essentially amounts to measuring the spatial

distribution of the carrier density as a function of time.

The control of the spatial overlap of the pump and probe pulses can be achieved in two different

ways, depending on if the co- or counter-propagation configuration is used. In the co-propagating

configuration, as shown in Fig. 3.2, the overlap is controlled by slightly changing the angle of the

beam splitter that sends the probe or pump to the objective lens. This small change in angle will

lead to a shift in the relative position of either beam on the sample. The change is later calibrated

to a real distance change on the sample. In the counter-propagating configuration, either one of

the pump or probe objective lens is mounted on a linear computer-controlled stage. By moving

the stage a certain distance, the relative positions of the probe and pump are changed by that same

distance.
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4.3.3 Deduction of carrier diffusion coefficient and mobility from ultrafast

pump-probe measurements

Finally, in order to deduce a diffusion coefficient, this spatial scan procedure is repeated at various

time delays. Since the pump laser spot has a Gaussian shape, the spatial profile at each time delay

will also be Gaussian. It is in fact a convolution of the Gaussian probe spot and the Gaussian carrier

density profile. The spatial profiles are all fit to a Gaussian curve using the Levenberg-Marquardt

algorithm through Origin software. From this we obtain the FWHM as a function of probe delay.

The slope of a linear fit of the FWHM squared with probe delay divided by 16ln(2) ≈ 11 then

gives the diffusion coefficient, which is typically reported in units of cm2/s.

Three important things to note are as follows: First, the decrease in height of the spatial profiles

over time that is caused by the energy relaxation or carrier recombination does not affect the result.

This affects the height,N0, of the Gaussian curve and not its width. Second, the fact that this is a

convolution of the carrier density profile with the probe laser spot also does not affect the result:

The width of the spatial profile will bew=
√

w2
N +w2

p, wherewN is the width of the carrier density

distribution andwp is the width of the probe spot. Therefore, sincew2
p is present on both sides of

Eq. (4.9), it will cancel. Third, while Eqs. (4.8) and (4.9) describe a three dimensional diffusion

process, in the experiments presented here, the carriers essentially only diffuse in two dimensions.

This is because the samples are relatively thin compared to the Raleigh range of the pump and

probe beams, i.e. the distance over which the beams focus is larger than how far the carriers can

diffuse into the sample along the beam propagation direction.

In order to determine the mobility from the diffusion coefficient for such measurements, it is

necessary to know the carrier temperature,T . While this can change quickly while the carriers

cool as they collide with the lattice and emit optical phonons, we are always able to at least obtain

reasonable estimates based on the minimum and maximum temperatures that are possible. The

maximum temperature possible is that caused by the initial excess energy given to the carriers

after excitation. This can be calculated as described in Chapter 3, Sec. 3.2.2. The minimum

temperature possible is that of the lattice, which will be the case once the carriers reach thermal
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equilibrium with it.

4.3.4 Summary

Spatially and temporally resolved pump-probe techniques are essentially the same as time resolved

techniques except for the added ability to measure the differential reflection and differential trans-

mission as a function space in addition to time. A high spatial resolution is achieved by using a

microscope objective lens to focus the laser spots. Then, the differential transmission or reflection

can be measured as a function of time and space by going to a particular time delay and scanning

either pump or probe with a mirror or lens. From Gaussian fits of the width of the profiles as a

function of time, we are then able to deduce the diffusion coefficient and subsequently the mobility.

4.4 Results and discussion: Diffusion of carriers in bulk GaAs

4.4.1 Introduction

Similar to the techniques discussed in Chapter 3, spatiallyand temporally resolved pump-probe

techniques can be applied to a wide variety of semiconductors to measure the carrier diffusion

coefficient. In this section, results on bulk GaAs will be presented in detail, since it is easy to

compare the measured diffusion coefficient with mobilitiesthat have been measured by others, as

this material has already been studied extensively, but there have been very few previous mea-

surements of the diffusion coefficient in the bulk. After this, results for other materials including

reduced graphene oxide, epitaxial graphene, CVD graphene,single walled carbon nanotubes and

Si/SiGe quantum wells, will be presented, but with a more brief description, since each experiment

follows the same procedure and involves the same measurements.
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4.4.2 Bulk GaAs

While GaAs is most well known for being an ideal platform for the study of spintronics,61 it is

also an ideal material for the demonstration of a wide variety of ultrafast measurement techniques

such as optical injection and detection of charge currents,62 and detection of spin currents by

second harmonic generation.63 Therefore, it is a good material to begin with to demonstratethe

measurement of ambipolar diffusion using the techniques discussed in this chapter. So far, most

experimental studies of ambipolar diffusion in GaAs have been performed on GaAs quantum-

well samples.22,23,57,64–71However, since the scattering rates of carriers in quantum-well samples

are different from bulk crystals due to the change in the density of states caused by the quantum

confinement, the diffusion coefficients in quantum-well samples are different from those in bulk

samples. Furthermore, in quantum-well samples, the interface between the quantum well and the

barrier causes additional scattering mechanisms. While quantum-well samples have been studied

extensively,22,23,57,64–71studies on bulk GaAs are rare.17

The sample studied for this experiment is a 400 nm GaAs layer on a glass substrate. Carriers are

injected with a 750 nm, 100 fs pump pulse focused to a spot sizeof 1.6 µm, which is obtained from

second harmonic generation of the signal output of the OPO. The carriers are probed with a 100 fs

probe pulse with a central wavelength of 800 nm, which is obtained from the Ti:sapphire laser and

focused to a spot size of 1.2 µm. For this experiment, we use the counter-propagating pump-probe

configuration and measure the differential transmission, which we confirm is proportional to the

carrier density.

In order to verify that the carrier density profile is symmetric, we first acquire the differential

transmission at different probe delays by scanning the probe spot in the x-y plane. Figure 4.1

shows the measured∆T/T0 as a function ofx andy for probe delays of 0, 10, 20, and 30 ps. (Data

from Ruzickaet al.3) Here, and in general,x = y = 0 is defined as the position where the centers

of the pump and the probe spots overlap, and the probe delayt = 0 is still defined as the time when

the peaks of the pump and the probe pulses overlap. In this measurement, the pump pulse injects

an average carrier density of about 1017 cm−3, and the sample is cooled to 10 K. Att = 0, the
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Figure 4.1: Differential transmission for the bulk GaAs sample as a function of position in the
x-y plane for probe delays of 0, 10, 20, and 30 ps, with a sample temperature of 10 K. Data from
Ruzickaet al.3

Gaussian shape of the∆T/T0 profile is consistent with the pump and probe laser spots, since the

size is the same as a convolution of the pump and probe spots. At later times, the profile remains

Gaussian, as expected from the diffusion model described inSec. 4.2.2, and becomes lower and

wider due to the ambipolar diffusion.

Since no anisotropic diffusion is observed according to Fig. 4.1, to quantitatively study the

diffusion process and deduce the ambipolar diffusion coefficient, it is sufficient and more efficient

to measure the cross sections of the profile on the x-axis for alarge number of probe delays. Figure

4.2(a) shows∆T/T0 as a function ofx andt with a y = 0, i.e. the probe spot is scanned along the

x-direction. A few examples of the profiles at probe delays of-10, 10, 20, 30, 40, and 100 ps,

along with the Gaussian fits, are plotted in Fig. 4.2(b). By fitting the profiles at these time delays

and several in between, we deduce the squared width as a function of the probe delay, as shown as

the symbols in Fig. 4.2(c). A linear expansion of the squaredwidth, as expected from the diffusion

model, is clearly observed over the whole time range measured. From a linear fit, we deduce an

ambipolar diffusion coefficient of about 170±10 cm2/s.

In order to study the diffusion coefficient as a function of sample temperature, we use the same

procedure and vary the sample temperature in the range 10 to 300 K. The results are summarized by

the solid squares in Fig. 4.3. Due to the nonuniformity of thesample, the diffusion coefficient can

be different at different sample positions. Therefore, at each temperature, multiple measurements

at different sample locations were taken. The plot shows theaverage value and the error bar is
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Figure 4.2: (a) Differential transmission for the bulk GaAssample as a function of probex position
and probe delay. (b) Differential transmission as a function of probe x position for various time
delays. (c) Plot of width (FWHM) squared as a function of probe delay with a linear fit. Data from
Ruzickaet al.3

from the variance of the measurements. Clearly, the ambipolar diffusion coefficient decreases

monotonically with temperature over the range studied, from about 170 cm2/s at 10 K to about

20 cm2/s at room temperature.

These results are reasonably consistent with a previous measurement for a temperature of 60 K

(120 cm2/s).17 Also, it is interesting to compare these results with previously measured mobilities.

The mobilities of electrons and holes in GaAs have been measured by many groups, and the results

from high-purity samples are reasonably consistent. Hole mobilities (µh) that were measured in

high-purity p-type GaAs at sample temperatures of 50, 100, 150, 200, 250, and 300 K are 15, 4.5, 3,

1.5, 0.8, and 0.36×103 cm2/Vs.72,73Electron mobilities (µe) have also been determined by using

high-purity n-type samples, and the reported values are 32,13, 3, 1.8, 1, and 0.75×104 cm2/Vs

for these same temperatures.73,74 Since the diffusion coefficients are measured by measuring the

change in width over 100 ps, for all of these measurements, the carriers are in thermal equilibrium

with the lattice. Hence, from these values, it is straightforward to deduce the diffusion coefficients

of electrons and holesDn andDh for these temperatures by using the Einstein relation, Eq. (4.5).

While these values are all Hall mobilities, here they are treated as drift mobilities for simplicity.

From the diffusion coefficients of electrons and holes, the ambipolar diffusion coefficients can then

be deduced using Eq. (4.10). The results are plotted as the open circles in Fig. 4.3. Clearly, these

results agree very well with these transport measurements.

In summary, the ambipolar diffusion of photoexcited carriers in a bulk GaAs sample was stud-
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Figure 4.3: Ambipolar diffusion coefficient for bulk GaAs measured as a function of sample (blue
squares) with values calculated from measured electron andhole mobilities (red circles). Data
from Ruzickaet al.3

ied by using the temporally and spatially resolved pump-probe technique. The ambipolar diffusion

coefficient was observed to decrease from about 170 cm2/s at 10 K to about 20 cm2/s at room

temperature, which is reasonably consistent with values deduced from the previously measured

mobilities by using the Einstein relation. This experimentdemonstrates the accuracy of such a

technique for measuring the diffusion coefficient.

4.4.3 Other semiconductors

The temporally and spatially resolved pump-probe technique for measuring the diffusion coeffi-

cient can be readily extended to a wide variety of semiconductors, as long as pump-probe measure-

ments are possible (i.e. the band gap energy is obtainable) and it can be verified that the differential

transmission or differential reflection is proportional tothe carrier density. In this section, results

on three different semiconductors will be briefly presented: graphene (epitaxial on SiC, reduced

graphene oxide and graphene produced by CVD), Si/SiGe quantum wells, and carbon nanotubes.

For each material, a study of the diffusive transport of photoexcited carriers is useful, since this

provides an intrinsic measurement of the diffusion coefficient, which does not rely on any electri-

cal contacts, which may drastically effect the results. First, a brief description of the sample and
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the experimental conditions for each will be presented, followed by a summary of the results for

all of the samples.

For graphene, samples produced by three different methods were studied, which are all of

great technological relevance: epitaxial graphene, reduced graphene oxide and CVD graphene.

The first has great potential to be used in semiconductor industry since it can be produced on

large scales with a high degree of repeatability on an insulating substrate,28 while the second two

can be produced with low cost and involve techniques that arealready well developed.75,76 The

epitaxial graphene samples are prepared on a Si-terminated6H-SiC (0001) crystalline wafer sur-

face by solid-state graphitization.77,78 The reduced graphene oxide samples are the same samples

discussed in Sec. 3.4.2. Finally, the CVD graphene samples were grown on copper foils using

chemical vapor deposition by methane and subsequently transferred to glass substrates.

The carriers were excited in the reduced graphene oxide and the epitaxial graphene using 750

nm, 100 fs pump pulses, focused to a spot size of 1.6 µm FWHM. The carriers were probed by

measuring the differential transmission of an 810 nm, 190 fsprobe pulse that was focused to a

spot size of 1.2 µm FWHM. Also, for these two samples, the peak fluence of the pump pulse was

about 170µJ/cm2. For the CVD graphene sample, in order to avoid a secondary component of the

signal of unknown origin (possibly due to residue from the fabrication process), the idler of the

OPO (1761 nm) is used as a probe instead of the 810 nm Ti:Sa output. The peak pump fluence for

this measurement is also around 200µJ/cm2. While the probe is different for the CVD graphene

measurement, this is not expected to have any effect on the result, since graphene has no band gap.

The Si/SiGe quantum well samples are the same as those discussed in Sec. 3.4.3. Also, the

same experimental conditions are used: an 810 nm probe pulseand a 750 nm pump pulse are

focused to the sample to a spot size of approximately 2µm FWHM. The peak pump fluence for

this measurement is 110µJ/cm2. Finally, the same pump and probe conditions are true for the

CNT samples, but a peak pump fluence of 190µJ/cm2 is used.

In each case, the same measurements were taken as for the bulkGaAs experiment, which

includes data as in Fig. 4.1 and Fig. 4.2. The diffusion coefficients of all of the samples that
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Figure 4.4: Summary of all diffusion coefficients measured at various temperatures. Data from
Ruzickaet al.3,4

were discussed are shown in Fig. 4.4 as a function of lattice temperature (where relevant). We

see that, as expected, the graphene samples have the highestdiffusion coefficients overall. The

epitaxial graphene sample shows slightly higher diffusioncoefficient than the CVD graphene and

the reduced graphene oxide samples. This is most likely due to larger grain size in the epitaxial

sample compared to the other two. Most likely graphene produced by mechanical exfoliation of

bulk graphite would exhibit an even higher diffusion coefficient. However, we are not able to obtain

a uniform sample that is large enough to study diffusion in with the roughly 2µm laser spot sizes.

One important point to make as well, is that the CVD graphene samples were very nonuniform, and

only in a very small area was it possible to obtain a diffusioncoefficient measurement. Therefore,

since during low temperature measurements it is impossibleto visit all sample positions due to

restrictions caused by the presence of the cryostat, the CVDgraphene diffusion was only studied

at room temperature.

The CNT diffusion coefficient then follows the graphene diffusion coefficients and is roughly

a factor of ten smaller. The GaAs bulk then shows the next largest diffusion coefficient, and at low

temperature its value is comparable to that of the carbon nanotubes. The larger effective mass in

the GaAs compared to the graphene and CNTs is the cause of thisresult. At lower temperatures,
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a larger diffusion coefficient in GaAs is due to the fact that the carriers are in thermal equilibrium

with the lattice, and so also have a low temperature, in contrast with graphene, where the carriers

remain at an elevated temperature, as discussed in Sec. 3.4.2.2. This results in reduced scattering,

which leads to a larger diffusion coefficient (and mobility). Finally, the diffusion coefficient for

the Si/SiGe quantum well sample is the lowest, which may be due to large scattering between the

well and barrier layers.

4.5 Summary

Two quantities that are of great interest for describing transport in semiconductors, diffusion coeffi-

cient and mobility, can be studied using spatially and temporally resolved pump-probe techniques.

By measuring the differential transmission as a function ofboth time and space, and observing

how the carrier density profile expands over time, the ambipolar diffusion coefficient can be di-

rectly measured. If the carrier temperature is known, this can then be directly related to the more

frequently discussed quantity, mobility, by the Einstein relation. Results on temperature dependent

measurements of the diffusion coefficient in bulk GaAs were presented. The excellent agreement

of these with previously measured Hall mobilities demonstrate the accuracy of the pump-probe

method for measuring the carrier diffusion coefficient. This experiment has also been extended to

other semiconductors such as epitaxial graphene on SiC, reduced graphene oxide, CVD graphene,

Si/SiGe quantum wells, and single walled carbon nanotubes.Results on all of these materials were

summarized and reasonable diffusion coefficients were obtained.
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Chapter 5

Ballistic carrier transport

5.1 Introduction

In the previous chapter, diffusive transport was discussedin detail. However, as device sizes are

approaching 20 nm,10 they will soon be comparable to or even smaller than the mean free path.

This means that carriers can move through the device with fewor even on collisions. Therefore,

this ballistic transport, i.e. transport that does not involve collisions, is also of great interest for

electronic applications and in some cases is and will be the only transport of interest.

One goal when developing a method to study any material is to find a technique that is nonin-

vasive and nondestructive. It was predicted many years ago that the interference between one- and

two-photon transitions that connect the same initial and final states can lead to the injection of a

variety of current types depending on the polarizations of the two. This includes a ballistic pure

charge current from parallel linear polarizations,79 a ballistic pure spin current from perpendicular

linear polarizations,80 and a spin-polarized charge current from same circular polarizations.80 This

quantum interference and control (QUIC) technique for the injection of currents has been well de-

veloped, first resulting in the demonstration of optical injection and electrical detection of charge

currents in bulk GaAs.81 This was then followed by several studies where an optical technique in-

volving differential transmission/reflection, which willbe discussed in more detail in the following
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sections, was used to detect the currents as well. These include all-optical injection and detection

of ballistic charge currents in bulk GaAs,62 GaAs quantum wells,62 and germanium;82 pure spin

currents in GaAs quantum wells83,84and germanium;85 and spin polarized charge currents in bulk

GaAs.85

Since no physical electrical contacts are required for the injection of current using this tech-

nique, it is a clear noninvasive option for studying currents in semiconductors. This, in combination

with the variation on the pump-probe technique that is sensitive to currents, which is referred to as

“differential pump probe,” allows currents in semiconductors to be studied all-optically, with both

optical injection and optical detection. These techniquesgive access to studies of ballistic currents

in semiconductors with very high spatial and temporal resolution.

5.2 Quantum interference and control: Theoretical discussion

As mentioned in the previous section, QUIC techniques can beused to inject a pure charge current,

pure spin current, and spin polarized charge current, depending on the relative polarizations of the

two pump beams. However, of particular interest here is the discussion of the charge current

injection. Therefore only charge current injection will bediscussed in detail – the results for

spin injection rely on the same interference principle, butthe different polarizations of the two

pump beams lead to different amounts of spin injection. Also, for simplicity, we consider only the

electrons in this discussion.

A charge current is defined as a net flow of electrons. The classic mathematical definition of a

charge current that is due to electrons moving with velocityv is thus

J =−eNv, (5.1)

wheree is the electron charge andN is the density of electrons. This is a more fundamental form of

the drift current density [Eq. (4.2)], where no collisions are in the picture. As discussed previously,

in a semiconductor there is not one velocity, but a distribution of velocities – more specifically a
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Figure 5.1: QUIC excitation scheme. Two pump pulses are incident on the semiconductor, one
of angular frequencyω and the other of angular frequency 2ω. (a) Linear polarizations along the
same direction ( ˆx here, for example) lead to the injection of a pure charge current. (b) Perpen-
dicular linear polarizations lead to the injection of a purespin current along the direction of theω
polarization. (c) Same circular polarizations lead to the injection of a spin polarized charge current.
Schematic from Ruzicka and Zhao.5

distribution of carriers with different crystal momenta,h̄k. If the distribution function in terms ofk

is f (k) (i.e. the number of electrons with wave vectork per unit volume), then the current density

in the semiconductor will be

J =−∑
k

ev(k) f (k) =− eh̄
m∗

e
∑
k

k f (k), (5.2)

wherem∗
e is the electron effective mass.86 Therefore, in order for there to be a net current along

any particular direction, the distribution function cannot be symmetric with respect tok.

As illustrated in Fig. 5.1(a), this type of distribution canbe achieved by using two frequency

related laser pulses since their transitions will interfere, leading to a non-symmetric distribution of

electrons ink-space. Recall from Chapter 2, that the transition rate for direct interband absorption

is proportional to the square of the matrix element connecting the final and initial states of the

transition, as given by Fermi’s golden rule:

Ri→ f ∝ |M|2. (5.3)

The interaction of the semiconductor with light, which causes the transition, can be described using
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the following perturbation Hamiltonian under the electricdipole approximation:

H1 ' e
2m∗

e
A ·Pe−iωt , (5.4)

whereP is the momentum operator andA is the field amplitude.87 For a photon of frequency 2ω,

with energyh̄2ω > Eg, the transition amplitude will then be

〈 f | e
2m∗

e
A2ω ·P|i〉= e

2m∗
e
A2ω ·Pk, (5.5)

where f andi represent the final and initial states, respectively, andPk is the momentum matrix

element, which depends onk. If a photon of frequencyω, with energyh̄ω < Eg < 2h̄ω, two

intermediate transitions will occur leading to the excitation of an electron to the same energy state

as the 2ω transition. The first transition to the intermediate state will have amplitude

〈int| e
2m∗

e
Aω ·P 1

h̄ω
|i〉, (5.6)

whereint represents the intermediate state. Notice also that this amplitude is decreased inversely

proportional to the amount of energy it is short of for reaching the conduction band. The transition

from the intermediate state to the final state is similar to the interband transition, but instead of the

momentum operator, the crystal momentum operator must be used:37

〈 f | e
2m∗

e
Aω · h̄k|int〉. (5.7)

Then, the transition amplitude for the two photon process is

e2h̄
4m∗2

e
(Aω ·Pk)(Aω ·k) 1

h̄ω
. (5.8)

Therefore, when the one- and two-photon transitions occur simultaneously, the transition rate will
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be proportional to

|A2ω ·Pk +(Aω ·Pk)(Aω ·k)|2. (5.9)

The interference term of the transition rate is the only one of interest, since this contains an oddk

term. Also, recall that we are discussing charge current injection so the polarizations are along the

same direction, say ˆx, so transition rate is finally proportional to

|Pk,x|2kx. (5.10)

Using Eq. (5.2), the current injection rate along the x-direction will be

dJx

dt
=− eh̄

m∗
e
∑
k

kx
Ri→ f (kx)

V
∝ ∑

k
|Pk,x|2k2

x . (5.11)

Clearly this is is nonzero, since it is an even function ofkx, and therefore a nonzero current density

will be injected.

With a more detailed calculation, which has been performed by Bhat and Sipe in general79 and

for GaAs,88 we can additionally see how the current injection rate relates to the magnitude and

phase between the two fields:62

dJx

dt
∝ 2|Eω |2E2ω sin(∆φ). (5.12)

Here,Eω andE2ω are the amplitudes of the electric fields and∆φ = 2φω − φ2ω , whereφω and

φ2ω are the phases of the electric fields. In summary, the magnitude of the charge current can

be controlled by the relative phase of the two pump fields and the direction of the current can be

controlled by the direction of the polarizations of the fields.

Similarly, Bhat and Sipe have performed calculations to show that crossed linear polarizations

will inject a pure spin current along the direction of theω field with a magnitude proportional to

cos(∆φ) [Fig. 5.1(b)], and also that same circularly polarized fields will inject a spin polarized

charge current with a directionm ≡ x̂sin(∆φ)± ŷcos(∆φ) [Fig. 5.1(c)]. The injection of spin can
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be intuitively understood in terms of spin selection rules,which will not be discussed in detail here.

Essentially either left (σ+) or right (σ−) circular polarization will inject more electrons with one

type of spin compared to the other, hence the spin polarized charge current injected from same

circular polarizations. The spin polarization of such a population of carriers is defined as

N↑−N↓

N↑+N↓ = S/N, (5.13)

whereN↑ is the density of spin-up electrons,N↓ is the density of spin-down electrons, andS =

N↑−N↓ is defined as the spin density.

The injection of a pure spin current from perpendicular linear polarizations is less intuitive, but

relies on the fact that crossed linear polarizations are made up of a combination of left and right

circular polarizations:89

H = 1
2(σ

−+σ+)

V = i
2(σ

−−σ+).
(5.14)

A pure spin current is defined as

K =
h̄
2

N↑v↑− h̄
2

N↓v↓, (5.15)

wherev↑(↓) is the average velocity of the spin-up (-down) electrons. Therefore, in order to have a

pure spin current, there must be equal densities of spin up electrons moving at the same velocity,

but in the opposite direction as spin down electrons. Since vertically and horizontally polarized

light contain different linear combinations of left and right circular components [Eq. (5.14)], spin

dependent calculations that are similar to those in Sec. 5.2show that this leads to the discriminatory

injection of one spin system at one k-state and another at theopposite k-state.80 In other words, this

causes the injection of equal densities of spin-up and spin-down electrons with opposite velocities

(v↑ =−v↓ andN↑ = N↓), so a pure spin current is injected.
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5.2.1 Summary

Two frequency related laser pulses can inject currents by the interference between one- and two-

photon transitions. The quantum interference of the two transitions causes an imbalance in the

distribution of charge or spin in k-space, which leads to a charge current, spin current, or spin

polarized charge current. With parallel linear polarizations, a charge current will be injected

along the polarization direction, with the injection rate proportional to sin(∆φ), where∆φ is

determined by the phase difference between the two fields. When the polarizations are perpen-

dicular, a pure spin current will be injected along the direction of the ω polarization, with the

injection rate proportional to cos(∆φ). Finally, when the same circular polarizations are used, a

spin polarized charge current will be injected, with the direction determined by the relative phase

asm ≡ x̂sin(∆φ)± ŷcos(∆φ).

5.3 Experimental techniques: Differential pump-probe

5.3.1 Introduction

In order to detect charge and spin currents we again use differential transmission or reflection

measurements. However, as discussed in previous chapters,differential transmission and differ-

ential reflection give information about the carrier density – they fundamentally cannot directly

measure a current density. Therefore, we instead measure the spin or charge accumulation that is

caused by the net flow of charge or spin. Experimentally, thisessentially amounts to measuring the

differential transmission or differential reflection at different positions along the current flow and

modulating thecurrent density instead of the pump power or carrier density, as we did in the pre-

vious two experiments, hence the name differential pump-probe. Finally, by analyzing the density

of carriers that have accumulated at various positions, we are able to infer the average distance that

charge or spin has traveled, otherwise known as the charge orspin transport length.
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5.3.2 Derivative detection scheme

First, we consider a charge current injected using the QUIC technique. A Gaussian spatial profile

of carriers will be generated, with an average velocity along a specific direction. For this example

we will assume the current is moving along the ˆx direction. Since the carriers are all moving along

the same direction, after a short time the carrier density profile will have shifted, as shown in Fig.

5.2(a). Since this shift is extremely small (on the order of tens of nanometers), it is not directly

observable using the techniques discussed in Chapter 4, since the laser spots are 2µm FWHM –

much larger than the transport length. However, this problem can by solved by instead measuring

the difference between the moved and unmoved profiles, whichis relatively large even for small

movements due to the Gaussian shape of the profile and is directly related to the shift in length.

Assuming the current is instantaneously injected at timet =0, since the transport length,d, is much

smaller than the width of the profile,w, the difference between the profiles before [N(t = 0))] and

after [N(t > 0)] movement is

∆N = N(t > 0)−N(t = 0)∼= d
∂N
∂x

. (5.16)

Sinced is so small,∆N will be derivative-like, i.e. it will approximately equal to the derivative

of the Gaussian, as shown in Fig. 5.2(b). Then, using Eq. (5.16), for a Gaussian profile it can be

shown that all of the measurable quantities are related to the transport length through

d = 0.707
h
H

w, (5.17)

whereh is the height of∆N andH is the height ofN(t = 0).62 Similarly, for spin transport the two

spin profiles will separate by a small distance as shown in Fig. 5.2(c). By measuring the height of

the derivative-like profile caused by the spin separation asshown in Fig. 5.2(d), it is also possible

to deduce the spin separation distance using Eq. (5.17).

In Eq. (5.17), we see that in order to measure the transport length, we must measure the
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Figure 5.2: Derivative detection scheme to spatially resolve ballistic charge [(a),(b)] and spin
[(c),(d)] currents. Panels (a) and (c) show the effects of charge and spin currents on the carrier
density and spin density profiles, respectively (the magnitude ofd is greatly exaggerated for clar-
ity). Panels (b) and (d) show the resulting charge and spin accumulation, respectively.

height of the spatial profile,H, the width of the spatial profile,w, and the height of the derivative,

h. The first two are measured as discussed in Chapter 4, by scanning the probe spot across the

pump spot and measuring the differential transmission or reflection at a time close to zero delay,

when the signal has reached a peak. The heightH is proportional to∆T/T0 or ∆R/R0 andw is

obtained by fitting the spatial profile with a Gaussian function. The last quantity,h, is measured

using the differential pump-probe scheme: Whereas to measureH we modulate the carrier density

by modulating the intensity of the pumps with an optical chopper, to measureh we modulate

the current density by modulating the relative phase of theω and 2ω fields with an electro-optic

phase modulator. As discussed in Sec. 5.2, the current density varies sinusoidally with the relative

phase between the two fields (sine for charge current and cosine for spin current). Therefore, by

modulating the phase of one field between 0 andπ/2 and keeping the phase of the other stable at a

fixed value, we can modulate the current density between zeroand its maximum value. In the case

of charge current, with zero current density the profile is inthe same position as it is at timet = 0,

i.e. carriers are excited but do not move. With maximum current density, at timet > 0, the profile
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will have moved to a position that depends on the average velocity of the carriers. Therefore, in the

same way as∆T/T0 ∝ N and∆R/R0 ∝ N when modulating the intensity of the pump,∆T/T0 ∝ ∆N

and∆R/R0 ∝ ∆N when modulating the current density by modulating the phase. The situation is

also the same for spin current density.

In summary, using the relation in Eq. (5.17), the problem of spatial resolution is essentially

transformed into a problem of signal to noise ratio, which isa problem that can be solved using

balanced lock-in detection, as discussed in Chapter 3. For example, this has been demonstrated in

the detection of charge currents injected in bulk germaniumusing QUIC via the direct interband

transition. Although the charge current is expected to be observed as being relatively weak due to

the short carrier lifetime as carriers scatter to the lower energy valleys, values ofH of 10−2 and

values ofh of 10−5 were observed.82 Recall thatH is essentially the peak differential transmission

or reflection signal as measured by modulating the pump intensities andh is the peak differential

pump-probe signal measured by modulating the current density. Since differential transmission or

reflection signals as small as 10−7 can be detected using balanced lock-in detection, such a signal

can easily be measured.

5.3.3 Experimental configuration: Differential pump-probe

The experimental setup for the QUIC current injection and derivative detection schemes is shown

in Fig. 5.3. As in the spatially and temporally resolved pump-probe experiments, the probe delay

is controlled by a mechanical stage with a retro-reflecting mirror and the probe position can be

controlled by scanning the probe focusing lens. In this case, however, there is the addition of a

second pump beam, which is spatially and temporally overlapped with the first on the sample.

Since the two frequencies must be related by a factor of two for the quantum interference, this is

usually achieved by using a BBO crystal, which allows for thegeneration of a second harmonic

(2ω) of the fundamental pulse (ω).

As discussed in the previous section, in order to measure thespin or charge accumulation,h,

the current density must be modulated by modulating the relative phase of theω and 2ω fields.
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Figure 5.3: (a) Experimental setup for current injection byquantum interference and control. (b)
Configuration for derivative detection of charge currents.(c) Configuration for derivative detection
of spin currents.

In practice it is not possible to keep the phase of one of the fields constant due to laser drift or

small movements in the optics caused by thermal expansion orair. Therefore, in the experiment,

the phase of the 2ω beam is modulated with a depth of approximatelyπ/2 using an electro-optic

phase modulator and the phase of theω beam is scanned by moving a retro-reflecting mirror with

a computer-controlled piezoelectric transducer. By referencing the lock-in amplifier to the phase

modulation frequency (which is around 2 kHz for these experiments), the output will be propor-

tional to the change in transmission or reflection caused by the phase difference,∆φ . The result of

such a measurement should be sinusoidal for all three different types of currents, since the current

density amplitudes are sinusoids of the phase difference. For example, for pure charge current the

current density is proportional to sin(∆φ) = sin(2φω − φ2ω ). If φω is modulated with amplitude

Φω and frequencyΩ asφω = Φω sin(Ωt), then the output of the lock-in will be proportional to

J(Φω)cos(φ2ω), whereJ(Φω) is the first order Bessel function of the first kind of the modulation

amplitude. (See appendix A for further information.)

In order to implement the derivative detection scheme for charge currents [Fig. 5.3 (a) and

(b)], we use the detection setup as shown in Fig. 3.2, but withthe counter-propagating differential

transmission configuration. This is necessary in order to have the ability to scan the probe with

respect to the pumps and keep the pumps overlapped with each other in both time and space. In
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order to increase the signal to noise ratio, the transmittedprobe is sent to one arm of the balanced

photoreceiver and a reference is sent to the other.

The implementation for spin currents [Fig. 5.3 (a) and (c)],however, involves a slightly dif-

ferent configuration since we need the ability to detect the spatial profile of each spin system

separately. First, the linearly polarized probe pulse is sent through the sample. Since linearly po-

larized light is composed of equal amounts of left and right circularly polarized light, each circular

component of the light essential performs a differential transmission measurement on one partic-

ular spin system. Therefore, if the two circular componentsare separated, each component will

contain information about one spin system. This separationis achieved by sending the transmitted

probe to a quarter wave plate followed by a Wollaston prism. The quarter wave plate converts each

circular component to linear (one becomes vertical and the other becomes horizontal, depending

on the orientation of the wave plate with respect to the polarization) and the Wollaston prism sep-

arates the vertical and horizontal components and sends them in different directions. By balancing

the two arms when a pure linear polarization is incident on the quarter wave plate, the output of

the balanced photoreceiver will be proportional to the difference in transmission of the two circu-

lar components, and the lock-in voltage will be proportional to the so-called “circular dichroism”

(∆T+−∆T−). This balance also serves the dual purpose of increasing the signal to noise ratio, as

in the case of charge detection.

5.3.4 Summary

Although charge and spin currents injected using QUIC only lead to charge transport lengths or

spin separations on the order of tens of nanometers, this canbe detected using a differential pump-

probe scheme. The change in the carrier or spin density profiles can be directly measured using

pump-probe techniques by modulating the current density, similar to how carrier or spin density

profiles can be measured by modulating the carrier density. This is achieved by modulating the

relative phase betweenω and 2ω using an electro-optic phase modulator. Since the charge orspin

transport distance is so small, the heights and widths of theinitial and difference profiles can be
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used to deduce the transport distance.

5.4 Results and discussion: Differential pump-probe studyof

currents injected by QUIC

5.4.1 Subpicosecond AC spin-polarized charge currents

Up to this point only dynamics relating to charge have been discussed, with little mention of spin.

However, the control of the spin degree of freedom as well as charge for information transfer (a

field known as spintronics), can potentially lead to many applications in industry. As such, the gen-

eration, manipulation, and detection of spin currents in semiconductors are the fundamental aims

of spintronics.61,90Although it is possible to generate pure spin currents that are not accompanied

by any charge currents through a spin Hall effect91–93or by the optical techniques discussed in the

previous section,83,94spin currents are carried by charge currents in most cases via spin polarized

charge currents.

In the past, spin polarized charge currents have been generated by dragging optically excited

spin polarized carriers by an electric field95,96 or through contact with magnetic materials.97–99

However, since these currents are DC and, in most cases, steady state, they are of less interest for

applications where AC spin currents may be desirable. Optical injection of spin-polarized charge

currents has been demonstrated through quantum interference in bulk GaAs85 and by the spin pho-

togalvanic effect in several structures including GaAs quantum wells QWs,100–102InAs QWs,103

Si/Ge QWs,104 and AlGaN/ GaN superlattices.105–108Although these currents were injected op-

tically, with no external electric fields, in each of these studies currents were not detected by

optical techniques, but by measuring the steady-state voltage85,100–108caused only by the charge

component of the currents. Therefore, the spin polarization of such currents was not measured.

Additionally, these steady-state electrical detection techniques were not able to time-resolve the

current dynamics, which is of course essential for demonstration of an AC spin-polarized charge
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current.

In this experiment, we inject currents using the quantum interference between 1500 nm, 100

fs pulses and 750 nm pulses obtained from the OPO output and second harmonic generation of

this output using a BBO crystal, respectively. The 2ω pulse (750 nm) is tightly focused to a

spot size of 1.8 µm FWHM with a peak fluence of 5µJ/cm2, and therefore excites a peak areal

density of 2× 1012/cm2. The optical power and spot size of theω pulse (1500 nm) is set to

produce the same peak carrier density via two-photon absorption. The two pulses are both set to

right-circular polarization with purities better than 97%by using a series of quarter wave plates

and polarizers and are sent through the interferometer as shown in Fig. 5.3 for phase control.

As discussed in Sec. 5.2, we inject the spin polarized chargecurrent along the ˆx direction by

choosing∆φ = π/2. The experiment is performed on the same 400-nm-thick bulkGaAs sample

as the diffusion experiment, at room temperature. Since both heavy-hole and light-hole transitions

are excited in this configuration, the spin polarization of electrons is expected to be about 0.5,

according to the well established spin selection rules.109 However, certain theoretical calculations

have predicted slightly larger spin polarizations of the currents of 0.57 in bulk structures.80

The electron density is measured by focusing a linearly polarized 100 fs probe pulse obtained

from the Ti:sapphire laser on the sample to a spot size of 1.8 µm FWHM. The differential transmis-

sion is measured with a reference to increase the signal to noise ratio. The probe pulse is tuned to

a central wavelength of 820 nm, corresponding to an excess energy of 90 meV. We again measure

∆T/T0 as a function of pump pulse fluence to verify that, for the carrier densities used in this study,

∆T/T0 ∝ N. The spin density is simultaneously measured by sending a portion of the transmitted

probe pulse to a configuration as shown in Fig. 5.3(c). The measured circular dichroism is related

to spin density by using a calibration process based on the well-established fact that interband

transition induced by a circularly polarized pump pulse produces a spin polarizationS/N = 0.5.110

Figure 5.4(a)-(d) summarizes measurements performed witha fixed probe delay of 0.3 ps.

(Data from Ruzickaet al.6) The spatial profiles ofN [(a) squares],∆N [(a) circles],S [(c) squares]

and∆S [(c) circles] are measured by scanning the probe spot along ˆx with ∆φ = π/2. Here,∆S
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Figure 5.4: Profiles of electron density squares in (a), electron accumulation circles in (a), spin
density squares in (c) and spin accumulation circles in (c) measured with a probe delay of 0.3 ps
and∆φ = π/2 at room temperature. Panel (b) [(d)] shows electron spin accumulation measured
at a probe position ofx = +1.0 µm (up triangles),−1.0 µm (down triangles) and zero (squares),
respectively, when∆φ is varied. (e) Temporal evolutions of the transport length (squares) and
current density (circles) at room temperature obtained by repeating the measurements summarized
in (a) and (b) with different probe delays. Data from Ruzickaet al.6

is defined similarly to∆N as ∆S = S(t > 0)− S(t = 0). The Gaussian profiles ofN and S are

consistent with the shape and size of the laser spots. The derivative-like ∆N profile shows that

electrons accumulate and deplete along the ˆx direction indicating that the electron density profile

has moved along+x̂. From these profiles, we deduce a transport length ofd = 3.8 nm by using

Eq. (5.17). Spin transport is also evident from the derivative-like ∆S profile. Therefore, the pho-

togenerated currents are indeed spin polarized, since for apure charge current, the accumulated

electrons should be spin unpolarized and∆S should be zero. The spin polarization of the accumu-

lated electrons due to the current,∆S/∆N ≈ 0.6, which indicates that the spin polarization of the

current is also about 0.6.

Panels (b) and (d) of Fig. 5.4 demonstrate the phase control of the current injection. The up

triangles in (b) show∆N as a function of∆φ measured at a fixed position ofx = +1.7 µm. The

observed sinusoidal variation is consistent with the sinusoidal dependence of the injected average

velocity along the ˆx direction. The sinusoidal dependence is also observed at the other side of the

profile with a fixedx =−1.7 µm (down triangles). The two curves are exactly out of phase byπ .

Furthermore, a measurement performed atx = 0 yields no signal above the noise level (squares).
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All of these are consistent with the derivative-like profileof ∆N shown in panel (a). Similar results

are also obtained for the spin accumulation∆S, as shown in panel (d).

Additionally, these all-optical detection techniques provide a high enough temporal resolution

to time resolve the current dynamics. The procedure summarized in panels (a) and (b) is used to

measure the transport length as a function of probe delay. The results are shown as the squares

in Fig. 5.4(e) and can be explained as follows: By using quantum interference, spin polarized

electrons are injected with an average velocity along+x̂. Therefore, upon injection, the electrons

move with a velocity in the direction of+x̂. The same quantum interference process also injects

holes with opposite momentum, according to crystal momentum conservation. Therefore, the holes

are simultaneously moving along−x̂. Since the holes have a larger effective mass as compared to

the electrons, they move with a smaller average velocity. Once the electrons and holes separate,

a space-charge field develops, i.e. a coulomb force between the negatively charged electrons and

positively charged holes, slowing down and eventually stopping the motions of electrons and holes.

Once the velocity reaches zero and the electrons and holes reach maximum separation, the space-

charge field becomes a driving force to pull the electrons andholes back to a common location.

Since during the whole process, strong phonon and intercarrier scattering exists, this oscillator-like

system is strongly damped. Therefore multiple oscillations are not observed. The dynamics exist

for just over 1 ps. Apparently, although the holes only make weak contributions to the differential

transmission of the probe, they do play important roles in determining the current dynamics.

The squares in Fig. 5.4(e) show the temporal evolution of theaverage position of electrons.

Therefore, a time derivative of this curve gives the temporal evolution of the average velocity and

thus the charge current density, as shown with the circles inFig. 5.4. From this the AC and

subpicosecond nature of the current is obvious, as one wouldinfer from the temporal evolution of

the current density. The current starts with the highest andnegative density due to the instantaneous

optical injection. It decays with time, then changes to positive, and eventually decays to zero within

about 1 ps. Due to the strong damping, the AC current is singlecycle.

Although Fig. 5.4(e) only shows the charge component of the current, the spin component is
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simultaneously monitored in the experiment and a similar temporal behavior is observed. When

taking the ratio, no temporal variation of the∆S/∆N is observed over the 1.2 ps shown. This

is consistent with the long spin-relaxation time of about 100 ps that is measured separately by

monitoring the decay ofS/N on longer time scales. By averaging the data, we obtain the spin

polarization of the accumulated electrons, and thus the spin polarization of the current, to be 0.6±

0.1. This value is reasonably consistent with earlier theoretical prediction of 0.57.80,110

In summary, a spin polarized charge current was injected using QUIC from two same-circularly

polarized pump pulses. The charge and spin transport lengths were deduced optically, using the

differential pump-probe technique. The charge current wasfound to have a spin polarization of

0.6± 0.1. This spin-polarized charge current displayed a stronglydamped oscillatory behavior

caused by the space-charge field between the separated electrons and holes and decayed to zero

within about 1 ps.

5.4.2 Efficiency of current injection by quantum interference

When using QUIC techniques to inject and control currents, it is of great importance to know the

relative optical powers that are necessary in order for the two pump pulses to most efficiently inject

a current. Since the average velocity that is injected as a result of the quantum interference depends

on the relative strength of the two transition pathways driven by the two laser pulses, the overall

power dependence of injected current density can be complicated. As such, theoretical calculations

using different approaches have yielded qualitatively different results.80,110–112However, there has

been no report on an experimental study of this issue.

Such a study cannot be performed on a charge current, since the space-charge field caused by

the electron and hole separation can be complex, as discussed in the previous section. Therefore

the maximum charge transport distance cannot be directly related to theinjected current density.

This leaves the only possibility for this study up to spin current injection, since there is no such

mechanism that will cause the spin current to reverse. Additionally, it has been predicted that

charge current injection has the same power dependence as spin current injection.80,110However,
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although the spin accumulation can be readily related to a spin separation, these quantities are

determined by not only the initial injected current density, but also the relaxation process of the

current. The latter is influenced by carrier-carrier scattering, and therefore depends on the carrier

density and lattice temperature. Hence, the power dependence of spin current injection cannot

be obtained by simply measuring the power dependence of the spin separation – it is required

that the total carrier density (i.e. the sum of the density ofcarriers injected by the two- and one-

photon processes) and the lattice temperature remain constant. Only by doing this can the power

dependence of the injected average velocity can be obtained, which is the goal of this experiment.

Therefore, while we are not able to measure the injected average velocity directly, we can tell when

the injected average velocity is largest, by looking at the spin separation.

This experiment is performed on both bulk and quantum-well GaAs samples, at room tem-

perature and 80 K, respectively. The quantum-well sample iscomposed of ten periods of 14-nm

GaAs layers sandwiched by 14-nm AlGaAs barriers. The same pump pulses are used as in the

previous experiment to inject the current, but in this case the ω pulse is linearly polarized along

the x̂ direction and the 2ω pulse is linearly polarized along the perpendicular ˆy direction. The 2ω

pulse is focused to a spot sizew0 = 1.4 µm FWHM. Theω pulse is focused by the same objective

lens to a nominal spot size of
√

2w0. This is achieved by expanding the beam to
√

2 times bigger

than the 2ω beam, keeping in consideration that the spot size is proportional to the wavelength and

inversely proportional to the beam size. Since the carrier density profile excited by the nonlinear

two-photon absorption is
√

2 times narrower than the laser spot, the carrier profiles excited by the

two pulses thus have the same widthw0. This is necessary since it ensures that the ratio of the

carrier densities excited by each pump (i.e.Nω/N2ω , whereNω andN2ω is the density of carriers

excited by the two- and one-photon transitions, respectively) is uniform across the whole profile.

The carriers are probed with a linearly polarized, 200 fs probe pulse with a central wavelength

of 850 nm that is obtained by second-harmonic generation of the idler output of the OPO. It is

focused to the sample to a spot size of about 1.4 µm. The same differential pump-probe tech-

niques with the circular dichroism measurement, as discussed in the preceding sections, are used
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Figure 5.5: (a) Spatial profiles of the total electron density N =N↑+N↓ (squares, left axis) injected
in the GaAs bulk sample at room temperature and the spin density S = N↑−N↓ (circles, right axis)
resulting from spin transport. (b) Spin separation measured as a function ofNω/N2ω by using the
procedure summarized in (a). The squares, circles, and triangles show data measured from the bulk
sample at room temperature, with a total electron density atthe center of the profile of 1.4, 2.5, and
5.5×1017 /cm3, respectively. The diamonds represent data measured from aquantum-well sample
at 80 K, with a total electron density of 1.0×1017 /cm3. The data sets shown as squares, triangles,
and diamonds are scaled by multiplying factors of 1.30, 1.42, and 0.28, respectively. Data from
Ruzicka and Zhao.7

to measure the spin separation, i.e. the separation of the spin-up and spin-down carrier density

profiles.

In each measurement, the probe delay is fixed so that the probepulse arrives at the sample 3

ps after the pump pulse. This probe delay is chosen for the following reasons: First, this time is

long enough for the spin-up and spin-down systems to reach their maximum separation. Second,

this probe delay time is longer than the spin-relaxation time of holes, which has been reported to

be much shorter than 1 ps in bulk GaAs.113 Therefore, the spin current that is measured is only

that carried by electrons, since the hole spin current will have relaxed. Finally, this delay time

is much shorter than the spin-relaxation time and lifetime of electrons, which are both known to

be longer than 100 ps in GaAs. Therefore, the spin density caused by the current does not decay

significantly.84

Fig. 5.5(a) shows an example of the profiles of electron and spin densities measured by scan-

ning the probe spot along the ˆx direction for the bulk sample at room temperature. (Data from
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from Ruzicka and Zhao.7) In this measurement, the energy fluences of the two pump pulses are

adjusted to produce electron densities ofNω = N2ω = 1.25×1017 /cm3 at the center of the profile.

As in Fig. 5.4(c), the Gaussian profile of the electron density (squares),N, is consistent with the

size and shape of the laser spots. The spin-density profile,S, at the probe delay of 3 ps is shown as

the circles. The solid line is a fit of a Gaussian derivative function. From these profiles, we deduce

that the spin has separated a distance of 44 nm after 3 ps.

This procedure for measuring the spin separation is repeated with various combinations ofNω

andN2ω , by adjusting the energy fluences of the two pump pulses, but keeping the total electron

density constant. This is achieved by keeping the peak of thedifferential transmission profile

(N) the same. The spin separations deduced from these measurements are plotted as a function

Nω/N2ω as the circles in Fig. 5.5(b). The maximum spin separation occurs only whenNω = N2ω .

This set of measurements is then repeated with other different total electron densities of 1.4 and

5.5×1017 /cm3. Similar results are obtained in both sets of measurements,as shown as the squares

and triangles in Fig. 5.5(b), respectively.

In order to gain more confidence that the spin separation we measured is indeed proportional to

the average velocity and is not influenced by the relaxation of the current, the same measurement

is performed on a GaAs quantum well sample cooled to 80 K, since at this temperature the phonon

scattering should be suppressed. The total electron density for this measurement is fixed at 1.0×

1017 /cm3. As shown as the diamonds in Fig. 5.5(b), the results are similar.

Clearly, for all of the measurements, the maximum spin separation occurs when the carrier

densities injected by the two- and one-photon absorption processes are equal. This, as well as

the shape of the data, can be understood intuitively in termsof the interference of two classical

waves. For example, when two optical beams with the same wavelength with intensitiesI1 and

I2 interfere, the efficiency of the interference can be described by the contrast of the resulting

interference pattern,A = (IMAX − IMIN)/(IMAX + IMIN), whereIMAX and IMIN are the maximum

and minimum intensities seen in the interference pattern. It is well known that the most effective
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interference (IMIN = 0) occurs whenI1 = I2, and that114

A =
2
√

I1I2
I1+ I2

. (5.18)

Interestingly, this same form is expected for the velocity of carriers injected by quantum interfer-

ence according to calculations based on Fermi’s golden rule:80,110

v = v0
2
√

NωN2ω
Nω +N2ω

, (5.19)

wherev0 is the maximum average velocity. The solid line in Fig. 5.5(b) is from a fit of the data

with Eq. (5.19), allowing a constant multiplying factor as the only adjustable parameter. As shown

in the figure, this theory agrees reasonably well with the data and the important result that the most

efficient interference occurs when the generated carrier densities are equal is demonstrated.

In summary, the dependence of current injection by quantum interference on the carrier den-

sity injected by the one- and two-photon absorption pathways was studied by measuring the power

dependence of spin separation caused by a pure spin current.The most efficient current injec-

tion, corresponding to the largest injected initial average velocity, occurs when the carrier densi-

ties injected by the two pathways are equal. The dependence of the injection on carrier density

is well described by calculations based on Fermi’s golden rule, which leads to a classical wave

interference-like relationship.

5.5 Summary

Ballistic currents can be injected into semiconductors optically using quantum interference of two

frequency-related laser pulses. By controlling the polarizations and relative phase of the two

pulses, the type and magnitude/direction of the current canbe controlled. Two pulses with the

same linear polarization will inject a pure charge current,two pulses with perpendicular linear po-

larizations will inject a pure spin current, and two pulses with the same circular polarization will
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inject a spin-polarized charge current. These currents canall be detected optically as well, using

differential pump-probe techniques.

Results on AC spin-polarized charge current pulses as well as the efficiency of current injection

by quantum interference and control were presented. First,all-optical generation and detection of

subpicosecond AC spin-current pulses was demonstrated in GaAs bulk at room temperature. The

currents and their spin polarization are detected by spatially and temporally resolving nanoscale

motion of electrons using high-resolution differential pump-probe technique. The spin polarization

of the currents is measured to be 0.6±0.1 with a peak current density on the order of 102 A/m2.

Finally, the efficiency of current injection using quantum interference and control was investigated

using all-optical measurements of pure spin currents. The interference follows a classical interfer-

ence pattern, as the most efficient injection occurs when thecarrier density injected by each pump

laser pulse is equal.
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Chapter 6

Direct optical detection of charge currents

6.1 Introduction

The previous two chapters have focused on carrier transportin semiconductors. The spatially and

temporally resolved pump-probe technique provides a real time method to observe and quantify

diffusive transport of carriers, while the quantum interference and control technique in combi-

nation with differential pump-probe measurements providea way to study ballistic transport of

carriers. While both techniques provide valuable information about their respective transport pro-

cesses, the technique for studying ballistic transport hasa clear disadvantage since it requires an

indirect measurement – the current density is not measured directly,but rather the transport dis-

tance. For studies of diffusion, since it is by definition a process that involves an average motion

of a distribution of carriers, it makes sense to measure the carrier system, observe its properties at

a later time, and deduce a diffusion coefficient. For studiesof ballistic transport on the other hand,

it makes much more sense to have a technique that directly senses the carrier velocity or current

density.

Additionally, as discussed throughout the dissertation, it is useful to have a measurement tech-

nique that is noninvasive and nondestructive. Therefore, an optical technique that can be used to

directly measure ballistic transport would be ideal. It waspredicted previously that both a pure
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spin current115 and a pure charge current86 cause a change in the second order susceptibility [χ(2)]

in semiconductors. The change inχ(2) is directly proportional to the spin or charge current den-

sity. Therefore, if a spin or charge current is present in a semiconductor, a probe laser pulse of

frequencyω that is incident at the same location as the current will leadto the generation of light

with frequency 2ω. The intensity of this second harmonic (SH) light can then berelated to the

current inducedχ(2), thus providing a method for direct detection of ballistic currents. This has

recently been demonstrated for pure spin current,63 and the demonstration for pure charge current

will be discussed here.

6.2 Optical effect of charge currents: Theoretical discussion

6.2.1 Second order susceptibility

Classically, when an electric field is incident on a material, its response is determined mainly by

the polarization,P, which is defined as the net dipole moment per unit volume.116 While for small

electric fields the polarization is proportional to the electric field strength, for large fields and in

general the relationship is nonlinear. Hence for an isotropic material we can write the polarization

as:37

P = ε0χ(1)E + ε0χ(2)E2+ ε0χ(3)E3+ · · ·, (6.1)

whereχ(n) is the nth-order susceptibility andE is the magnitude of the electric field. Of particular

interest for this discussion is the second order term,

P(2) = ε0χ(2)E2, (6.2)

since, as will be discussed in more detail in the following section, theχ(2) is the quantity related

to the current density.

When a laser pulse is incident on a material with a nonzeroχ(2), a polarization will be created

as according to Eq. (6.2). With an electric field of frequencyω given by Eq. (2.1) at a fixed
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position, sayr = 0:

E(t) = E0e−iωt +c.c., (6.3)

this polarization will be117

P(2) = 2ε0χ(2)E0E∗
0 + ε0(χ(2)E2

0e−i2ωt +c.c.). (6.4)

In other words, the electric field produces a time varying polarization at the SH frequency (2ω) of

the electric field, which then emits radiation at this frequency. This process is known as second

harmonic generation (SHG). The amplitude of the SH field and its relation toχ(2) depends on the

material being used and can be derived by solving coupled wave equations. However, since for the

situations discussed here the SH field is much weaker the fundamental, the SH field is proportional

to the square of the fundamental field:117

E2ω ∝ χ(2)E2
ω . (6.5)

6.2.2 Current-induced second order susceptibility

The current induced second order susceptibility is closelyrelated to the quantum interference pro-

cess described in Chapter 5, as illustrated in Fig. 6.1. In this case we consider a semiconductor

with a nonzero current density already present, such that the k-space distribution is not symmetric

along a certain direction, say ˆx, and therefore

Jx =− eh̄
m∗

e
∑
kx

kx f (kx) (6.6)

is not zero. If a photon with frequencyω is incident on the semiconductor and 2h̄ω < Eg, i.e.

twice the photon energy is less than the band gap energy, a two-photon virtual upward transition

can occur, but due to energy conservation, since this is not enough energy to excite an electron

from the valence band to the conduction band, it must be followed by a downward transition
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Figure 6.1: Schematic of current-induced second harmonic generation.

accompanied by the emission of photon of frequency 2ω. The amplitude for the virtual upward

transition is similar to the amplitude for the two-photon transition [Eq. (5.6)], but it is decreased

further by the amount of energy that the overall virtual transition is short of reaching the conduction

band:
e2h̄

4m∗2
e
(Aω ·Pk)(Aω ·k) 1

h̄ω∆E
. (6.7)

Here∆E = Ecv −2h̄ω is this amount of energy that the transition is short from reaching the con-

duction band, and is known as the “average detuning.” The downward 2ω transition on the other

hand, has an amplitude proportional to

e
m∗Pk ·A2ω , (6.8)

since this transition leads back into an actual state in the valence band.

The two transitions cannot exist without each other, so the transition rate is given by the “inter-

ference” term only and is proportional to, considering onlythe x̂ direction,

|Pk,x|2
kx

h̄ω∆E
A2

ωA2ω , (6.9)
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while the total transition rate is found by summing overkx. Clearly, this will sum to zero, since it

is an odd function ofkx. However, this transition rate will be modified by the density of electrons

at each k-state. Iff (kx) is nonzero, then there will beρ(kx)− f (kx) fewer states available per unit

volume, whereρ(kx) is the number of total states available per unit volume with wave vectorkx.

Hence, the transition rate will be decreased by a factor(1− f (kx)/ρ(kx)) and the total transition

rate will then be proportional to

∑
kx

|Pk,x|2
kx

h̄ω∆E
A2

ωA2ω(1−
f (kx)

ρ(kx)
). (6.10)

The term that is odd inkx sums to zero, so the total transition rate will finally be proportional to

∑
kx

|Pk,x|2
ρ(kx)

kx

h̄ω∆E
A2

ωA2ω f (kx). (6.11)

Now, by performing this summation it can be shown that the result is a quantity proportional to the

current density:86

∑
kx

|Pk,x|2
ρ(kx)

kx f (kx) ∝ Jx. (6.12)

This can be understood intuitively in terms of the factors|Pk,x|2/ρ(kx) serving as weights on the

contributions of the current at each k-state (kx f (kx)) to the overall transition rate, which leads to a

transition rate proportional to the total current density.

This leaves the transition rate proportional to

A2
ωA2ω

h̄ω∆E
Jx. (6.13)

Now, clearly this transition physically corresponds to thedevelopment of a second order polariza-

tion in the material,P(2). Therefore, by comparing Eq. (6.13) with Eq. (6.4), the second order

susceptibility induced by this current is

χ(2)
J ∝

Jx

ω2∆E
. (6.14)
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Hence theχ(2)
J is proportional to the current density and inversely proportional to the average

detuning energy of the virtual two-photon transition and the square of the probe photon frequency.

The proportionality constant depends on the matrix elementsPk,x, which must be calculated for the

semiconductors under consideration

6.3 Experimental techniques: Coherent detection of current

induced second harmonic generation

6.3.1 Introduction

In order to study currents by the SHG technique, the currentsmust first be injected, which can be

achieved by a wide variety of methods. To study ballistic currents, the best method is to inject

them optically, using the QUIC technique discussed in Chapter 5. In order to study a steady state

current on the other hand, a semiconductor with a pair of electrodes can be used. In either case, the

signal to noise ratio can be greatly improved by using lock-in detection techniques through current

density modulation. In the case of QUIC currents the currentdensity is modulated by modulating

the phase difference between the two pulses (∆φ ), while in the case of electrically injected currents

the current density is modulated by modulating the applied voltage with a function generator.

However, even with lock-in detection techniques, the SH that is induced by a charge current

may still be too weak to be measured directly. Therefore, thesignal must be amplified further in

order to be measured. In some semiconductors, such as GaAs,63 an intrinsic SH is already present

due to an already nonzeroχ(2). This provides a very convenient method of amplification, since

the intrinsic SH will travel in the same direction as the current generated SH and have close to the

same phase. In other cases, however, no intrinsic SH is present, and so an externally generated SH

must be used.
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Figure 6.2: Experimental setup for homodyne detection of current induced second harmonic gen-
eration using surface second harmonic for amplification. (a) Probe beam configuration. (b) Homo-
dyne detection scheme.

6.3.2 Experimental configuration: Homodyne detection

In order to amplify the weak SH signal induced by the current we use a homodyne detection

scheme by a vectorial addition with a local oscillator.118 Since the experiments discussed here

were performed on GaAs samples, which already have a nonzeroχ(2) present at the surface due to

symmetry breaking,117 the local oscillator is actually the SH generated at the surface of the GaAs

sample. This local oscillator has the same frequency and ideally the same phase, but a much larger

amplitude. Similar results hold for the amplification of thecurrent induced SH by an externally

generated SH field, which will not be discussed here.

The experimental configuration is shown in Fig. 6.2. The current is injected in the sample by

either the QUIC technique or by electrical methods (not shown). The probe beam is sent through

the delay stage for the ability to time resolve current dynamics and is then sent to the sample

as shown in Fig. 6.2(a). Then, the probe beam with electric field EP, polarized along the same

direction as the current is incident on the sample. A field at the SH frequency (ELO) will be

generated at the surface of the sample (in the case of GaAs, for example). If a current is present

along the same direction as the polarization of the probe, anadditional, but very small, SH field

will be generated as well (EJ). Both fields are sent along the same direction to a silicon photodiode.
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The total optical intensity of the SH field will then be

I = (cε0/2)(ELO+EJ)
2. (6.15)

Hence, this total intensity contains two main components:

I = ILO+∆I, (6.16)

where

ILO = (cε0/2)E2
LO (6.17)

is the intensity of of the local oscillator and

∆I = (cε0/2)(2ELOEJ +E2
J ) (6.18)

is the change of the total intensity caused by the current-induced SH field.

In general and for the experiments discussed here,EJ � ELO. Therefore, we arrive at the

simple relation

∆I ≈ cε0ELOEJ. (6.19)

Additionally, the current density is modulated using the methods discussed in Chapter 5 if the

current is injected using QUIC or with a function generator if the current is injected electrically.

Similar to the lock-in techniques discussed in the preceding chapters, if the output of the silicon

photodiode is sent to a lock-in amplifier referenced to this modulation frequency, the voltage dis-

played by the lock-in will be proportional to the change in SHintensity caused by the current,

∆I. Hence, under this modulation and detection scheme, the lock-in voltage is proportional to the

current induced SH field,EJ. Furthermore, sinceEJ ∝ χ(2)
J as discussed in Sec. 6.2.1, this voltage

is proportional toχ(2)
J .

It is also important to note that since the silicon photodiode produces a voltage output that is
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more easily related to the incident optical power,P, the measurements are reported in terms of this

instead of the intensity. Hence instead of∆I, we report∆P, i.e. the change in optical power of the

SH caused by the current. However, for a pulsed laser the two can be easily related as long as the

repetition rate,frep, pulse duration,τpulse, and width of the laser spot ,w, are known, using:

I ≈ P
frep

1
τpulse

1
πw2 . (6.20)

6.4 Results and discussion: Second harmonic generation by

charge currents in GaAs

6.4.1 Electrical injection of a charge current

As stated previously, we can use a current generated in any way to demonstrate this effect. How-

ever, for demonstration purposes, it is best to first inject the currents electrically using a pair of

electrodes as opposed to optically using the QUIC technique. This way it is clear that theχ(2) is

not being caused by the presence of two laser pulses, but is indeed due to the current, which in this

configuration is generated in the simplest possible way. After this, we can use the QUIC technique

to inject and study a ballistic charge current.

For the demonstration with electrical injection of current, we use a metal-semiconductor-metal

device that was fabricated by depositing a pair of Au electrodes on a GaAs wafer of 0.5-mm thick,

as shown schematically in Fig. 6.3(a). The electrodes are separated by a distance of about 14µm

and are approximately 1 by 2 mm in size. The wafer is n-type doped with a concentration of

1018 /cm3 and its room-temperature resistivity is 2.3×10−5 Ω ·m. Therefore, a 5-V voltage across

the electrodes drives a direct current with a density of approximately 106 A/cm2.

In order to observe the SH induced by this current, we use a 0.5-nJ, 170-fs, and 1800-nm probe

pulse obtained from the idler output of the OPO, which is linearly polarized along the direction of

the current flow, i.e. from electrode to electrode. It is focused to a spot size of approximately 4µm
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FWHM at the same side as the electrodes using a microscope objective lens, as in the previous

experiments. This wavelength is chosen so that even the two photon transition should not be

possible, since this transition energy (1.38 eV) should still be below the band gap (1.42 eV119) and

therefore the probe will not excite any background carriers. With no current present, this sample

emits a SH at the surface, with a power of about 100 nW, much larger than the expected power of

the current-induced SH. Hence, this surface SH can be used asthe local oscillator, as discussed in

Sec. 6.3.2.

Finally, the transmitted SH of the probe pulse at 900 nm is collected by another objective lens,

and is detected by a silicon photodiode. A combination of bandpass and color filters is used in front

of the photodiode in order to block the probe and the photoluminescence of the sample. In addition,

the photodiode is not sensitive to the strong probe at 1800 nm. For the lock-in detection, the current

is modulated on and off by modulating the applied voltage with a square wave. Therefore, under

this modulation scheme we are directly measuring∆P, i.e. the change in power of the SH caused

by the current. Also, in order to avoid any attenuation of thecurrent caused by the frequency

response of the device, we use a small modulation frequency of 10 Hz.

We start by changing the applied voltage (and therefore the current density) and measuring∆P

at the center of the gap between the two electrodes. As discussed in Sec. 6.2 and Sec. 6.3.2, if
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this change in SH is current induced,∆P should be proportional toJ. Indeed, Fig. 6.3(b) shows

that this is the case. (Data from Ruzickaet al.8) Furthermore, although not shown in the figure,

∆P flips sign when the direction of the current is reversed, but retains the same amplitude. This

is expected as well based on Eq. (6.14). Sinceχ(2)
J ∝ Jx and there is no constraint on the sign

of χ(2)
J , a negativeJx leads to a negativeχ(2)

J , which in turn flips the sign of the current induced

field, EJ. The magnitude of the field does not change, but since the experiment is under the unique

conditions of∆P ∝ EJ [Eq. (6.19)] and the lock-in detection technique is sensitive to the phase of

the the field, this sign flip is observed.

Next, we measure∆P at various positions throughout the device by scanning the laser spot and

the result is shown in Fig. 6.3(c). For this measurement it isimportant to note a few key points.

First, in order for such a measurement of∆P to be reliable, we must verify that the surface SH,P,

does not change. From the top to the bottom of the figure, whereno electrodes are present we saw

less than 5% variation on∆P indicating that the focus did not change substantially despite movie a

rather large distance. There was however some variation inP in some random areas of the device

that may be due to some dirt, defects, or residue material from the fabrication of the electrodes.

These spots show up as the randomly positioned dark/light blue spots in the figure. Additionally,

when the probe spot approaches the electrodes, obviouslyP will change dramatically as more of

the laser hits the metal rather than the semiconductor. For this reason, the value of∆P near the

electrodes is not accurate. Hence, this is likely the cause of the apparent inbalance in∆P (and

therefore the current density) between the left and right side of the gap – it is very difficult to

accurately measure and modelP and∆P at these positions. Finally, the the step size in the vertical

direction was about 5µm and the step size in the horizontal direction was 1µm, while the spot

size was 4µm FWHM. Hence the figure is not to scale with respect to the vertical and horizontal

dimensions.

Despite these drawbacks, this measurement does qualitatively show the expected behavior at

positions away from the electrodes. Namely, large signals are observed in the gap between the

two electrodes (the greenish strip) and the signal goes to zero as we move farther away from the
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electrodes. Although the geometry of this device is simple,this measurement demonstrates that

the current-induced SHG can be used to obtain a real space image of current density. As such, it

can be used to determine the spatial distribution of currentdensity in a much more complex device,

and will have even more success if the probe spot size can be reduced further.

It should also be noted that in this configuration, the current is generated by the applied electric

field, and such a field is known to induce a SHG.120–125However, in such a highly conductive

sample, the field effect is expected to be small compared to the current effect. We confirm this

by a simple order-of-magnitude estimate: Theoretical calculations based on the detailed theory of

Jacob Khurgin86 give the relation between nonlinear susceptibility and current density asχ(2)
J /J ≈

2× 10−22 m3/W under these experimental conditions. On the other hand, calculations for the

electric field induced effect based on Miller’s rule117 and experimental data126 indicate that the the

same relation for this effect isχ(2)
E /J < 0.5×10−23 m3/W, whereχ(2)

E is the electric field induced

χ(2).

6.4.2 Optical injection of a ballistic charge current

Now that the current-induced SH effect has been demonstrated for a current injected electrically,

we can use this to study a ballistic current injected by the QUIC technique. To inject the cur-

rent, electrons are excited in the 400-nm bulk GaAs sample ofthe spin-polarized charge current

experiment discussed in Sec. 5.4.1 by one-photon absorption of a 290-fs 750-nm pulse and and

two-photon absorption of a 75-fs, 1500-nm pulse. Both pulses are incident normal to the sample

and are tightly focused to 2-3µm at the sample surface. Since the goal is to inject a pure charge

current, both pulses are linearly polarized along an arbitrarily chosen ˆx direction. This causes

electrons to be excited to the conduction band with an average velocityv0sin(∆φ)x̂, where∆φ is

again the relative phase of the two transitions andv0 is on the order of 30 nm/ps for this exper-

iment.79,81,82,93,127,128With a carrier density on the order of 1017-1018 /cm3, the injected current

density will beJ ≈ 105 A/cm2. Since there is no driving force, the current is transient, but the

sample is cooled to 10 K in order to extend its lifetime.
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The SHG induced by the optically injected current is observed by using an ˆx-polarized, 0.1-nJ,

170-fs probe pulse obtained from the idler output of the OPO.For this experiment, the output is

tuned to 1760 nm. The probe is focused to a spot size of 2.1 µm from the back side of the sample

and the SH of the probe pulse (at 880 nm) is collected by the pump-focusing lens and subsequently

sent to the silicon photodiode. Similar to the DC measurement, the current-induced SH is amplified

by the surface SH, which for this sample and the powers used here (about 10 mW probe power)

has an optical power of 4 nW. A combination of bandpass and color filters is again used in front

of the photodiode, this time in order to block the unwanted beams, which includes the pumps, the

probe, and the photoluminescence of the sample. Also, the photodiode is again not sensitive to the

strong probe at 1760 nm and the 1500-nm pump.

Figure 6.4(a) shows the detected∆P as we vary∆φ and the time delay between the current-

injecting pulses and the probe pulse. (Data from Ruzickaet al.8) At each probe delay,∆P ∝

sin(∆φ), as shown by the solid black and red lines in Figs. 6.4(a) and (b). SinceJ ∝ sin(∆φ), we
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again confirm thatχ(2)
J ∝ J, which is consistent with Fig. 6.3(b). In this case where thecurrent was

injected by the QUIC technique, we know for certain that the current only travels in one direction.

Hence, we are able to confirm by rotating a polarizer in front of the detector that the SH is linearly

polarized along the ˆx direction, i.e. the direction of the current. Furthermore,we verify that with a

ŷ-polarized probe pulse (i.e. perpendicular to the direction of the current) the∆P is reduced by at

least 1 order of magnitude. Therefore, in this configurationthe SHG effect can be used to measure

both the magnitude and the direction of the current density.

Figure 6.4(c) shows∆P as a function of probe delay for a certain fixed value of∆φ with dif-

ferent carrier densities. As expected from a plasma oscillation, similar to what was observed in

spin polarized charge current measurements of Sec. 5.4.1,∆P oscillates in time. Again, this arises

due to the fact that electrons and holes are injected with opposite crystal momenta. Once they

separate, a strongly nonuniform space charge field develops, which decelerates the carriers and

causes the current density to drop. After the carriers reachtheir maximum displacements and the

current density simultaneously drops to zero, they are driven back towards the origin by the space

charge field, which gives rise to a negative current. As shownin the data, such a plasma oscillation

is strongly damped, due to scattering and the field inhomogeneity,129 so its magnitude decreases

greatly even before the first period is complete. Furthermore, we find that with different∆φ , and

hence different injected average velocity, the magnitude,but not the frequency, of the oscillation

changes. This is also consistent with a plasma oscillation,in which the amplitude of the oscillation

is determined by the initial velocity, but the frequency is independent of it.

These measurements with different carrier densisites and fixed ∆φ = π/2 in Fig. 6.4(c) also

demonstrate that both the magnitude and the frequency of theoscillation increase with the carrier

density. The inset of Fig. 6.4(c) shows the periods and the frequencies of the oscillation plotted

against the two- and three-dimensional carrier density (N2D andN3D, respectively). The periods are

deduced by using the time difference between the first and thesecond zero-crossing points for each

curve. Because of the large uncertainties of the data, we do not attempt to accurately analyze the

dependence of the frequency on the carrier density. However, we found that the data is consistent
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with the
√

N2D dependence expected for a two-dimensional plasma oscillation,129 as indicated by

the solid line. These measurements demonstrate that the current-induced SHG can be used totime-

resolve the ultrafast dynamics of these currents. Also, in comparison to the differential pump-probe

measurements presented in Chapter 5 where the charge separation was measured, these are direct

measurements of the current density.

Since in this experiment we can accurately know the injectedcurrent density and the transition

properties of the GaAs, we are able to estimate the size of thenonlinearity induced by the transient

current from the measured values of∆P and compare this with the expected theoretical value.

For the GaAs sample used in this experiment, calculations performed by Jacob Khurgin using his

theory86 indicate that a current density of 105 A/cm2 is expected to induce aχ(2)
J ≈ 0.07 pm/V.

To obtain theχ(2)
J from the measurements, we assume a perfect phase matching inthe SHG and

solve coupled wave equations,117 which is valid since the sample thickness is smaller than the

coherence length. Also, sinceEJ � ELO in this experiment, we can use Eq. (6.19). Calculations

performed by Hui Zhao using these assumptions indicate thatthe∆P of 20 pW from a 10 mW probe

of a 105 A/cm2 current density corresponds to aχ(2)
J ≈ 0.05 pm/V.8 Therefore, the theoretically

predicted value is reasonably consistent with the value measured experimentally.

6.5 Summary

A charge current in a semiconductor induces a second order susceptibility,χ(2), that is proportional

to the current density. Thisχ(2) can be used as a method to measure current density, since a probe

electric field that is incident on a material with a nonzeroχ(2) will lead the generation of an electric

field with double the frequency of the probe field. This current induced SHG is very weak, but can

be amplified using a homodyne detection scheme. Hence it is possible to detect a current density

by measuring a current induced SHG.

Experimental results from a steady state current that was injected by a pair of electrodes and

driven by a function generator were presented. We observed that the SHG increased linearly with
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increasing current density and used this technique to map out the current density in a simple device.

This measurement was then extended to study a ballistic charge current that was injected using

the QUIC technique. Using the SHG technique we observed a plasma oscillation with multiple

oscillations. These results serve as a demonstration that this optical effect of charge current can be

detected and that this effect has many potential experimental applications. Also, the measurements

demonstrate that this technique can be used to spatially mapout a current density, and directly time

resolve the dynamics of a ballistic charge current.
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Chapter 7

Summary and future work

Ultrafast laser techniques can be used to study a wide variety of properties of semiconductors. This

is achieved through the interaction of light with semiconductors, which allows a great deal of in-

formation to be obtained. First, time resolved pump probe measurements were discussed. In these

measurements, a pump laser pulse is used to excite carriers in a sample by choosing the correct

wavelength. The carriers are then studied by using a second probe laser pulse. The differential

transmission or reflection, i.e. the normalized change in transmittance or reflectance caused by

the photoexcited carriers, is directly proportional to thedensity of carriers at the probing energy.

Therefore, by changing the time delay between the pump and probe laser pulses, information can

be obtained about the carrier energy relaxation time or lifetime.

Since these signals can be small compared to the fluctuation in the probe laser intensity, lock-in

detection techniques are used: The transmitted or reflectedprobe beam is sent to a photodiode and

the output of the photodiode is sent to a lock-in amplifier. Ifthe intensity of the pump beam is

modulated and the lock-in amplifier is referenced to this modulation frequency, its voltage output

will be proportional the the change in transmission or reflection caused by pump, and is therefore

proportional to the density of carriers excited by the pump at the probing energy. This lock-in

technique in conjunction with the time delay probe pulse wasused to measure important quantities

in reduced graphene oxide. The results that were discussed indicate that this type of graphene is
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similar to other types of graphene and also some properties of the optical phonon emission time

were deduced.

By adding spatial resolution to the time resolved pump-probe measurements, we are also able to

obtain information about the diffusion of carriers in semiconductors. This is achieved by measuring

the carrier density profile as a function of time by scanning the probe beam across the pump beam

and measuring the differential transmission or reflection at each position for various time delays.

Since the laser spots are Gaussian in shape and a diffusion ofGaussian profile of carriers will cause

the profile to remain Gaussian, but grow wider, these measurements can be used to directly deduce

the carrier diffusion coefficient. This measurement, whichsince it is all optical does not affect

the properties of the material, can then be used as a direct way to measure the carrier mobility, as

long as the carrier temperature is known. Results on the temperature dependence of the diffusion

coefficient in a GaAs bulk sample were presented, and the calculated mobilities at each temperature

agreed well with mobilities measured by electrical methods. The technique was also extended to

several other semiconductors including graphene, single walled carbon nanotubes, and Si/SiGe

quantum well structures.

Ultrafast laser techniques can be used to study ballistic transport as well. A ballistic current

can be injected by simultaneously using one-photon absorption of a photon of frequency 2ω and

two-photon absorption of photons of frequencyω to excite carriers in a semiconductor. The two

transitions will interfere, resulting a non-symmetric distribution of carriers in k-space. By con-

trolling the phase between the two optical fields, the injected velocity can be directly controlled.

Additionally, different types of currents can be injected by controlling the relative polarizations

of the ω and 2ω fields. Parallel linear polarizations will inject a pure charge current along the

polarization direction, perpendicular linear polarizations will inject a pure spin current along the

ω polarization direction, and same circular polarizations will inject a spin polarized charge current

along a direction determined by the relative phase of the twofields. These ballistic currents can

be detected using a differential pump-probe technique. In this case the accumulation of charge or

spin is used to deduce the distance that the charge or spin traveled. To detect such a signal, we
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modulate the current density by modulating the phase of the two fields.

These techniques for studying ballistic currents were usedto demonstrate the injection and

temporal resolution of an oscillating spin polarized charge current pulse in GaAs. Also, results

were present in which the efficiency of the injection of currents using quantum interference was

studied using pure spin current. It was found that the efficiency of the interference follows the

classical pattern of two interfering optical fields and thatthe most efficient interference occurs

when the carrier densities injected by the two different transitions are the same.

Finally, an optical effect of charge currents that can be used to directly optically sense the

current density was discussed. Theoretical calculations have predicted that a charge current will

induce a nonzero second order susceptibility,χ(2). This χ(2) is proportional to the density of

the current, regardless of the material being studied. Thisχ(2) can be observed through second

harmonic generation – a probe beam of frequencyω is sent to the location of the current and

if a nonzero current is present, the nonzeroχ(2) will lead to the generation of a field of second

harmonic frequency, 2ω. This effect was demonstrated on a steady state current thatwas driven

through an n-doped GaAs bulk sample via a pair of metal electrodes. This measurement shows that

such an effect can be used to spatially resolve a current density distribution as well as temporally

resolve the dynamics of a ballistic current.

Each of these techniques have provided interesting and important information about several

different materials, as discussed throughout the dissertation. The more unique techniques – namely

the spatially and temporally resolved pump-probe measurements of diffusion coefficient, QUIC

techniques for injection of ballistic currents, and current induced second harmonic technique for

the detection of currents – are remarkably special for theirabilities to study carrier transport. Since

they can all be readily extended to a wide variety of semiconductors and materials, they provide

excellent methods for studying carrier transport in materials in which these properties are otherwise

difficult to access, specifically low dimensional materialsin which it is structurally difficult to use

electrical methods for transport studies. Therefore they have the potential to provide some very

unique and interesting information about both diffusive and ballistic carrier transport and in some
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cases may be the only techniques that can be used to gain such important knowledge.
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Appendix A

Lock-in detection techniques

This section describes the output of the lock-in amplifier for the various modulation schemes that

were used. While everything is discussed in terms of transmission only, the same results apply

for measurements involving reflection. The first section describes the measurement of the linear

transmission,T0. This is then followed by a discussion of the differential transmission caused by

modulation of the pump intensity and then by differential transmission caused by modulation of the

phase betweenω and 2ω fields, which is used for quantum interference and control experiments.

This discussion is based on an unpublished note by Hui Zhao.130

A.1 Linear transmission

To measure the transmission of the probe pulse,T0, we chop the probe and send the probe beam

to a detector after it passes through the sample. Assume the detector consists of a photodiode with

efficiencyA. Then, the voltage out of the photodiode is

VS(t) = AI(t)T0, (A.1)

whereI(t) is the intensity of the probe beam before the sample. Although the beam is pulsed with

an 80 MHz repetition rate, since this rate is much smaller than the bandwidth of the detector, the
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laser intensity can be considered as constant. Since the probe is being chopped, the intensity will

be modulated with a square wave:

I(t) = I0[
1
2
+

2
π

∞

∑
n=1,3,5,...

1
n

sin(nΩCt +θC)], (A.2)

whereI0 is the intensity of the probe before the chopper,ΩC is the chopping frequency, andθC

describes the phase of the resulting intensity function.38 The photodiode will then output a voltage

described by

VS(t) = AT0I0[
1
2
+

2
π

∞

∑
n=1,3,5,...

1
n

sin(nΩCt +θC)]. (A.3)

This output voltage, which we call the signal, is then sent toa lock-in amplifier. The lock-in

amplifier essentially multiplies the signal by a reference voltageVR sin(ΩRt + θR). The lock-in

reference voltage is synced with the chopper, and thereforehas the same frequency (ΩR = ΩC) as

the signal. We also choose the phase of the reference voltageso that it is equal to the signal (θR =

θC). Assume for simplicity thatθC = θR = 0. The lock-in then filters out the frequency components

of the signal that are different from the chopping frequency. This ammounts to integrating the

signal multiplied by the reference voltage over the integration time, Tint, which is much longer

than the period of oscillation of the signal. This results inan output voltage of

Vout =
1

Tint

ˆ Tint

0
VR sin(ΩRt)VS(t)dt

=
1

Tint

ˆ Tint

0
VR sin(ΩRt)AT0I0[

1
2
+

2
π

∞

∑
n=1,3,5,...

1
n

sin(nΩCt)]dt

= VRAT0I0
1

Tint

ˆ Tint

0
sin(ΩRt)[

1
2
+

2
π

∞

∑
n=1,3,5,...

1
n

sin(nΩCt)]dt

= VRAT0I0
2
π

1
Tint

ˆ Tint

0
sin(ΩRt)sin(ΩCt)dt

= VRAT0I0
2
π

1
Tint

ˆ Tint

0
sin2(ΩRt)dt

= VRAI0
T0

π
. (A.4)
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Here, we have taken advantage of the fact that the average value of two sine functions multiplied

together (both with fundamental frequencyω f , and therefore period 2π/ω f = Tf ) is:131

〈sin(mω f x)sin(nω f x)〉=
1
Tf

ˆ Tf

0
sin(mω f x)sin(nω f x)dt =











0 if m 6= n

1
2 if m = n 6= 0

. (A.5)

SinceTint � 2π/θC, this holds for our experiment (typical values are a chopping frequency of

2.1 kHz, which corresponds to a period of 0.5 ms – typical integration times for measurements are

300 ms to 1 s). Therefore, by chopping the probe and sending the probe pulse through the sample

to a detector, which is connected to a lock-in amplifier, we can measure the linear transmission,T0,

of the probe pulse through the sample.

A.2 Differential transmission

To measure the differential transmission of the probe pulse, we send both pump and probe pulses

to the sample, chop the pump pulse, and send the probe pulse tothe detector. If the pump beam

intensity isI0
pumpbefore the chopper, then with chopper modulation, the pump intensity that reaches

the sample will be

Ipump(t) = I0
pump[

1
2
+

2
π

∞

∑
n=1,3,5,...

1
n

sin(nΩCt +θC)]. (A.6)

We know that for our experiments, the pump modifies the transmission by

∆T = BI0
pump, (A.7)
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i.e. the differential transmission is proportional to the pump intensity. Since the probe (still of

intensityI0) is being detected, the voltage signal out of the photodiodewill be

VS(t) = AI0(T0+∆T )

= AI0T0+AI0BI0
pump[

1
2
+

2
π

∞

∑
n=1,3,5,...

1
n

sin(nΩCt +θC)]. (A.8)

The signal from the photodiode is then sent to the lock-in amplifier, which produces the output

signal in the same way as above (assuming again that the reference and signal frequencies are the

same and that both have phase 0):

Vout =
1

Tint

ˆ Tint

0
VR sin(ΩRt)VS(t)dt

= VRAI0BI0
pump

1
π

= VRAI0
∆T
π

. (A.9)

Therefore, by chopping the pump and detecting the probe, we directly measure the change in

transmission caused by the pump.

A.3 Phase dependent differential transmission

To measure the differential transmission of the probe pulsethat is caused by the phase difference

between the two pump pulses, for example during the QUIC experiments, we modulate the phase

difference between the two pump fields. Assuming the transmission of the probe is determined by

both the intensity and the phase of the two pumps, it will be

T = T0+∆T (∆φ). (A.10)
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As discussed in Chapter 5, the dependence of∆T on ∆φ depends on the type of current being

studied. For this discussion we will consider only a pure charge current, which means that

∆T = ∆T (π/2)sin(∆φ), (A.11)

where∆T (π/2) is the maximum change in transmission, ocurring when∆φ = π/2. Similar results

will follow for pure spin current and spin polarized charge current.

If we modulate the phase difference as a sine function with amplitudeΦ and frequencyΩ, then

∆φ(t) = Φsin(Ωt), (A.12)

and following the steps of the previous two sections, the signal coming out of the photodiode will

be

VS(t) = I0AT0+ I0A∆T (π/2) ·sin[Φsin(Ωt)]. (A.13)

The output of the lock-in amplifier that receives this signalwill then be

Vout =
1

Tint

ˆ Tint

0
VR sin(ΩRt)VS(t)dt

=
1

Tint

ˆ Tint

0
VR sin(ΩRt){I0AT0+ I0A∆T (π/2)sin[∆φ(t)]}dt

=
1

Tint
VRI0A∆T (π/2)

ˆ Tint

0
sin(ΩRt)sin[Φsin(Ωt)]dt

' VRI0A∆T (π/2) · J(Φ), (A.14)

whereJ(Φ) is the first order Bessel function of the first kind of the modulation amplitude,Φ.

Hence, the signal is maximum whenΦ ≈ π/2.38
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Appendix B

Review of graphene

B.1 Basic properties of graphene

B.1.1 Overview of graphene

Graphene in its purest form is a single layer of carbon atoms arranged in a two dimensional hexag-

onal lattice. This widely studied material has gained popularity very quickly in the past few

years, leading to the award of the 2010 Nobel Prize in Physicsto Andre Geim and Konstantin

Novoselov “for groundbreaking experiments regarding the two-dimensional material graphene.”

While graphene was not widely popularized until it was explored by Novoselovet al. in 2004,132

it was theoretically studied as early as 1947 by Wallace, as afirst step in his discussion of the

band theory of graphite.133 After the 2004 paper by Novoselovet al. a flurry of experiments were

performed, which outlined properties of graphene that are superior to those for all other known ma-

terials. The most well known superior properties of graphene include a high mobility,132,134large

thermal conductivity,135 and a large intrinsic strength.136 These superior properties of graphene,

compounded with the low cost of the source material (graphite), and the relative ease of produc-

tion then led to an explosion of studies on graphene that weredirected towards industrial appli-

cation. For example, graphene has been cited as a great material for use in the development of

high speed transistors,137 DNA biosensors,138 ultracapacitors,139 optical modulators,140 ultrafast
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lasers,141 and as a transparent electrode in solar cells.142 Related to these potential applications for

graphene, new, more efficient methods of producing large area graphene have also been quickly

developed, including epitaxial growth of graphene on silicon carbide in 2004,143 chemically de-

rived graphene,144,145and graphene produced by chemical vapor deposition.146,147In addition to

the application possibilities of graphene, graphene’s unique band structure, which causes carriers

to move as though they have zero mass and with a very high speed(106 m/s)134 has led to the

study of some interesting physics, such as the unconventional quantum hall effect148 and the Klein

paradox.149

Many of the superior properties and potential applicationsof graphene are related to the prop-

erties of either phonons or excited electrons and holes, also known as charge carriers. Therefore,

optical studies of graphene have proven to be an invaluable resource. For example, Raman spec-

troscopy has been identified as having the ability to distinguish single layer graphene from mul-

tilayer graphene,150 and as such is widely used as a clear-cut method to demonstrate that one is

actually studying graphene in experiment. Besides this, properties of graphene have been studied

through experiments involving photoluminescence,151second harmonic generation,152 and optical

studies of ultrafast photoexcited carrier dynamics.153 Of particular interest here are ultrafast time-

resolved optical studies of graphene. However, before discussing the results such experiments in

detail, a few basic properties of graphene must be discussed.

B.1.2 Fabrication

The method of fabrication of graphene can greatly alter its properties. Currently there are four main

methods for the production of graphene: graphene produced by mechanical exfoliation, chemi-

cally derived graphene, epitaxial graphene grown on silicon carbide (SiC), and graphene produced

by chemical vapor deposition (CVD graphene). While each method of fabrication has certain

strengths and weaknesses, as far as the relative ease/cost of production and quality of the graphene

itself goes, all four of these methods are widely used in the attempted fabrication of devices and in

purely experimental studies, with some showing more prominence in some areas than others.
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Figure B.1: Procedure for producing graphene by mechanicalexfoliation of bulk graphite.

B.1.2.1 Mechanical exfoliation of bulk graphite

Mechanically exfoliated graphene involves using tape to mechanically peel graphene layers from

bulk graphite, usually beginning with large graphite flakes, and ending with small areas of pure

graphene. The basic steps of this procedure are outlined in Fig. B.1. In this method, as the title

suggests, bulk graphite is repeatedly exfoliated using a piece of tape until a thin film of graphite

remains. Then, the piece of tape with the thin graphite films is pressed onto a substrate and subse-

quently peeled off, leaving very small areas of graphene behind on the substrate. Due to the main

tool involved in this method being the tape, this method is also widely known as the “Scotch tape

method.” While a crude following of this method can only produce very small patches of graphene

with areas about 5µm2, careful cleaning of the substrate with various acid/watersolutions and

careful choice of the substrate and type of starting graphite can lead to patches of graphene as

large as 200µm2, or even larger.154

Although this method of production of graphene is very simple, the main difficulty lies in

actually finding the graphene once it has been produced. Subtle interference effects make this type

of graphene visible to the naked eye when the substrate used is SiO2 with a thin silicon coating, but

since the pieces are typically much smaller than the unwanted yet unavoidable and much thicker

graphite films, they can be difficult to locate and use to fabricate a device.155 Also, since it is very
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hard to repeatedly and uniformly produce large area graphene pieces, this method of production

of graphene has nearly no hope for future use in industry. However, graphene produced by this

method does have several advantages. First, the graphene will typically be of higher quality, i.e.

contain fewer grain boundaries and lattice defects, since this type of graphene is derived from

graphite, which contains, by definition pure graphene sheets stacked together. This is because the

strong carbon-carbon bonds in the graphene planes which stack together to make up graphite are

much stronger than the relatively weak inter-layer bonds ofgraphite. So, graphene produced in

this way is ideal for studying the intrinsic properties of graphene, especially when suspended so

that the substrate no longer plays a role,135,156,157and as a result this type of graphene has been

demonstrated to have the highest mobility of 120,000 cm2/Vs.158 The mobility of this type of

graphene is typically on the order of 10,000 cm2/Vs.

B.1.2.2 Chemical derivation

This method of production of graphene may refer to a large variety of methods, any of which

typically use liquid chemicals as the main production tool.One such method that is widely used

involves the reduction of graphene or graphite oxide to produce graphene. First, graphite oxide

is synthesized from graphite powder using a modified Hummersmethod, which involves mixing

the powder with a mixture of sulfuric acid, sodium nitrate and potassium permanganate.49,159The

graphite oxide is then mixed with water, and is easily exfoliated by sonication, leading to the

formation of graphene oxide, i.e. the graphite oxide is pulled apart layer by layer, similar to the

mechanical exfoliation. This dispersion can then be deposited onto a substrate by a variety of

methods, for example by spin coating or simple drop coating.The oxygen is then removed by

chemical reduction with the hydrazine vapor, which also reestablishes the carbon-carbon bonds,

leaving graphene on the substrate.160 Graphene produced by this method is referred to as reduced

graphene oxide.

Reduced graphene oxide has many benefits compared to other types of graphene. Since it is in

solution form as a step in its production process, it can be readily applied to large-area substrates.
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It has also been demonstrated that this type of graphene can be printed onto large-scale flexible

substrates, indicating that this type of graphene may be a candidate for use in transparent electron-

ics on flexible substrates. All-graphene source-drain channel electronics have been fabricated with

hole and electron mobilities as high as 365 and 281 cm2/Vs, respectively.145 This, in addition to

its relative ease of production, and low cost of materials required makes this type of graphene a

good potential candidate for use in electronic devices. However, one disadvantage of this type of

graphene is that it has a typically lower carrier mobility than graphene produced by other methods.

This is due to the large number of grain boundaries and defects, which is something unavoidable

due to the method used for production. The mobility of graphene produced by this method is

typically on the order of 300 cm2/Vs.

B.1.2.3 Epitaxial growth on silicon carbide

This method of production of graphene was actually being developed almost concurrently with the

demonstration of graphene by Novoselovet al., but it is likely that they did not realize that they

were actually studying graphene. In this method, a silicon carbide (SiC) crystal is heated at a high

temperature (> 1200◦C) for a certain amount of time, causing desorption of the silicon, leaving

graphene layers on the surface of the crystal. The number of graphene layers is determined mainly

by the temperature,143 and this method can produce typically between a few and 100 graphene

layers.161 It was later found that although there may be multiple graphene layers present, the each

layer still acts like graphene due to rotational stacking faults, which cause neighboring layers to be

uncoupled, and hence electrons are not able to travel between layers.162

This type of graphene does have potential use in industry, specifically in the fabrication graphene-

based transistors. It can be patterned using standard nanolithography methods, leading to the abil-

ity to form submicrometer structures.163 Also, like chemically derived graphene, this production

method can produce large-scale graphene samples.164 Finally, an insulating substrate (the SiC) is

already present, which is convenient for the fabrication ofepitaxial graphene FETs,164 and 100-

GHz graphene transistors have already been demonstrated, using epitaxial graphene.137 Of course,
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epitaxial graphene on SiC also has its disadvantages. For example, the first graphene layer will be

highly doped due to charges from the silicon, which can change the overall structure of the sample,

and has been cited as playing a role in time-resolved opticalexperiments.153,165The mobility of

graphene produced by this method is typically on the order of1,000 cm2/Vs.

B.1.2.4 Chemical vapor deposition

This method of production of graphene involves using a chemical vapor to deposit carbon atoms

onto a substrate. First, a substrate is chosen, usually nickel or copper. Then, after exposure a

gas mixture containing methane, hydrogen and argon, if the sample is cooled quickly enough,

graphene will remain. The thickness of the graphene samples(i.e. number of graphene layers

deposited) can be controlled by varying the thickness of thesubstrate and the growth time.146 The

graphene can then be transferred to another substrate by coating the product with a material, in this

case polydimethylsiloxane (PDMS) and then etching away thenickel with FeCl3, but also poly-

methylmethacrylate (PMMA) can be used as a coat, which is then transferred to another arbitrary

substrate and subsequently dissolved in acetone.166

One advantage of this type of graphene is that it can easily bepatterned, by simply patterning

the growth substrate. This makes this type of graphene greatfor use in devices, as nearly arbi-

trary shapes of graphene can be made. Also, this method can produce large-area graphene films,

centimeters in size, with predominantly single layers.147 Even after transfer to different substrates,

graphene produced in this way typically displays mobilities on the order of 3,000 cm2/Vs. One

problem with this type of graphene is that residue materialsthat are left behind, specifically those

used to transfer to the graphene to a different substrate, may cause difficulty for certain optical

experiments.

B.1.3 Electronic properties

Graphene’s unique electronic properties are what make graphene such an interesting material. The

most well known of these is the linear dispersion relation, which describes electrons and holes.
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Figure B.2: The lattice structure, Brillouin zone, and energy band structure of graphene. A: The
lattice structure of graphene.a1 anda2 are the lattice vectors and theδi are the nearest-neighbor
vectors. B: the corresponding Brillouin zone.b1 andb2 are the reciprocal lattice vectors. C: The
energy band structure of graphene near the corners of the Brillouin zone, as calculated using the
tight-binding model. Panels A and B taken from Castro Netoet al.167

Since the majority of the experiments discussed here involve the dynamics of excited electrons and

holes, a brief discussion of some basic electronic properties is necessary.

B.1.3.1 Lattice structure and dispersion relation

As stated previously, graphene consists of a single two dimensional layer of carbon atoms arranged

in a hexagonal lattice. The carbon atoms in graphene are heldtogether by a strongσ bond, which

arises due to thesp2 hybridization between ones orbital and twop orbitals.167 Figure B.2 shows

the lattice structure, Brillouin zone, and approximate energy band structure of graphene. The lattice

vectors can be written as

a1 =
a
2
(3,

√
3) and a2 =

a
2
(3,−

√
3), (B.1)

wherea≈ 1.42 Å is the carbon-carbon distance.167 Using the standard definition,168 the reciprocal

lattice vectors are then:

b1 =
2π
3a

(1,
√

3) and b2 =
2π
3a

(1,−
√

3). (B.2)

Three of the four valence electrons are tightly bound to the carbon atoms,133,167and therefore a

good approximation of the energy band structure of graphenecan be calculated using the tight-
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binding model. Due to the hexagonal structure of the lattice, tight-binding model calculations

indicate that near the corners of the Brillouin zone [K andK ′ points in Fig. B.2(b)], the energy

dispersion relation is

E(k)≈±h̄vF |k|, (B.3)

wherevF is the Fermi velocity (vF ≈ 106 m/s),+ (−) is for electrons (holes) in the conduction

(valence) band, andk is the wave vector relative toK andK ′ (|k| � |K |, |K ′|).133,167This linear

approximation of the dispersion relation is valid for energies that are smaller than 1 eV,32 and since

this is the range of energies used in most experiments, this is the description that will be used from

this point on.

B.1.3.2 Equation of motion for carriers in graphene

Due to the linear dispersion relation, it is clear that the effective mass approximation will not work

for graphene. Hence, a description of the motion of carriersin graphene is slightly more compli-

cated than using the free electron model. The two different but equivalent sublattices [labeled A

and B in Fig. B.2(a)] cause carriers to have a pseudospin quantum number in addition to the spin

and orbital quantum numbers. This means that the motion of carriers is described in the same way

as massless Dirac fermions, i.e. the Dirac equation should be used rather than the Schrodinger

equation.32,167For this reason, the point at which the conduction and valence bands meet is often

referred to as the Dirac point. A detailed discussion of thisis not necessary here, however there

are two important points that should be noted. First, this means that carriers act as if they have

no mass, and the second is the existence of the pseudospin. Also, while this could be seen more

as a result of the linear energy dispersion, carriers in graphene always move at the same velocity,

vF ≈ 106 m/s.

B.1.3.3 Energy distribution and density of states

Since carriers in graphene are Fermions, any thermalized energy distribution, i.e. a collection of

carriers with different energies that can be characterizedby a single temperature, will be described
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using Fermi-Dirac statistics. Hence, the probability for finding a carrier with energyE, when the

distribution is at temperatureT is

f0(E) =
1

1+ e(E−E f )/kBT
, (B.4)

whereE f is the Fermi energy andkB is Boltzmann’s constant.169 Also, the linear electronic band

structure leads to a linear density of states:

g(E) =
gsgvE

2π(h̄vF)2 , (B.5)

wheregs andgv are the spin and valley degeneracy factors (both 2 for graphene) andvF is the

Fermi velocity from above.32

B.2 Optical properties of graphene

This review is concerned with ultrafast optical studies of graphene, so a brief review of previous

steady state optical studies of graphene is necessary. Here, the optical properties of graphene are

broken down into four main sections: general optical properties, including its absorption prop-

erties, properties of phonons in graphene, photoluminescence, and second harmonic generation.

Ultrafast optical studies of graphene, which are the main focus of this review will be discussed in

detail separately.

B.2.1 General optical properties

The most basic optical property of graphene, which must be discussed before the others concerns

its absorption of light. The absorbance of graphene is about2.3% over the range of 400 to about

2500 nm. Interestingly, graphene’s absorbance is not just arandom value, but is determined by the

fine structure constant,α = e2/h̄c ≈ 1/137. Specifically, the absorbance of a single graphene layer

is πα. This is a consequence of the two-dimensional nature of graphene and the zero-gap energy
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spectrum of electrons.170,171

B.2.2 Photoluminescence

Photoluminescence experiments give insight into the relaxation mechanisms of excited carriers in

graphene. For this experiment, the graphene is first excitedby a laser. The photoluminescence,

as well as the reflected excitation laser light is sent to a detector – either a photodiode or spec-

trometer CCD – and the excitation laser light is removed using filters. Interestingly, although

graphene has no band gap, a sizeable emission of light has been observed to occur over the entire

visible spectrum range (1.7-3.5 eV), even when the excitation energy is not at the maximum of this

range.151,172,173

The presence of this broadband and ultrafast photoluminescence in graphene indicates two im-

portant things. First, since the photoluminescence is observed at energies higher than the excitation

energy, this indicates that carriers are thermalized on very short time scales, i.e. the carrier-carrier

scattering rate is very high. Ultrafast pump-probe experiments indicate a carrier relaxation time on

the order of a few picoseconds (this will be discussed in moredetail later). So, since the carriers

are initially excited to form a nonequilibrium distribution, this means that they must be thermalized

on a time scale much less then this in order for there to be timefor photoluminescence to occur.

Second this indicates that electron-hole recombination does play a role in the relaxation of carriers.

B.2.3 Second harmonic generation

Second harmonic generation in graphene is a subject that hasnot been explored widely, and has

only been observed by one group in graphene produced by mechanical exfoliation of bulk graphite,

which is on a substrate of Si coated with a 300 nm thick SiO2 layer.152,174An example configu-

ration for this type of experiment is shown in Fig. B.3. A laser of fundamental frequencyω is

incident upon the graphene sample. A second order electric susceptibility will then, for suffi-

ciently large electric fields, lead to the generation of the second harmonic of the excitation field,

with frequency 2ω. Either the reflected second harmonic or transmitted secondharmonic can be
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Figure B.3: Example configurations for a second harmonic generation experiment. Either trans-
mitted or reflected second harmonic can be collected by the detector.

collected, and the fundamental beam is either removed with afilter or a detector is chosen that is

only sensitive to the second harmonic wavelength.

Although graphene itself is a single layer of carbon atoms, second harmonic generation in

graphene can still be treated as coming from either surface,i.e. the part of the graphene where it

is in contact with another material In these studies the graphene is surrounded by air on one side,

and SiO2 on the other. It was observed that the magnitude of the secondharmonic generation from

a single layer of graphene is relatively small, however thisis due to the overall cancellation of

second harmonic sources on either side of the graphene, which means that the second harmonic

generation may be different for different angles of incidence (in these experiments an angle of 60◦

was used), or for graphene on a different substrate. In addition to this, an anisotropic response

of the second harmonic generation with respect to the relative orientation of the graphene and the

incident light polarization was observed for multilayer graphene (thin graphite films). A threefold

symmetry was observed, which arises due to the AB stacking structure.

B.3 Introduction to ultrafast optical studies of graphene

Ultrafast optical studies of graphene can provide much information about the behavior of carriers

that is not available from other types of studies, such as those involving steady-state optical or
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all electrical measurements. One great advantage of ultrafast optical studies is, of course, the

high temporal resolution. This is limited by the temporal width of the laser pulse used in the

measurement and can be as low as tens of femtoseconds. In addition to this, several experimental

parameters in optical measurements can be easily controlled. The wavelength of a particular laser

can typically be readily tuned, giving access to a large range of energies. Also, the wide variety of

optics available allow for measurements with high spatial resolution, which is determined by the

size of the laser spot on the sample and can be less than 1µm.

B.3.1 Energy relaxation of carriers

Of particular interest in most ultrafast pump-probe experiments of graphene is the energy relaxation

of carriers. As stated earlier, graphene has been cited as anideal material for use in the fabrication

of high-speed transistors due to its very high mobility, andin fact a 100 GHz wafer-scale epitaxial

graphene based field-effect transistor (FET) has been demonstrated,137 among others with lower

cutoff frequencies. Of course, in applications such as thisgraphene based FET, and graphene based

solar cells,175 electromechanical resonators,176 and ultracapacitors,139 charge carriers play a cru-

cial role. So, the dynamics, and in particular the energy relaxation of charge carriers in graphene

are indeed very important subjects in light of possible industrial applications of graphene. Ultra-

fast pump-probe experiments are ideal for such studies, since can provide much insight into the

energy relaxation dynamics of excited carriers. Using the simple interpretation discussed above,

just by monitoring how the differential reflection or transmission signal decays over time, one can

ascertain information about the energy relaxation of carriers, as the decrease in the signal directly

mirrors the decrease in the density of carriers with energy equal to the probing energy.

For an example differential transmission curve, see Dawlaty et al., which was the first pump-

probe experiment published on graphene (in this case epitaxial graphene on SiC). The differential

transmission,∆T/T , is proportional to the density of carriers at the probing energy, so this can be

considered as a plot of the density of carriers at the probingenergy as a function of time delay. The

time difference between which the pump and probe arrive at the sample is called the time delay –
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negative time delay means before the pump has arrived, and positive after – and this is controlled by

changing the length of the delay stage. These measurements show that the differential transmission

signal decays exponentially, with two different time constants. The initial, fast decay time constant

is on the order of 100 fs, while the second, slower decay time constant is typically on the order of

1 ps.

The behavior of a differential transmission curve such thatin Dawlatyet al. can be understood

using the schematic of carrier dynamics shown in Fig. B.4, which is based on the results of this

and other experiments pump-probe experiments on graphene.The left panel shows the energy band

structure of graphene for low energies, with the arrow representing excitation by the pump, and

the right panel shows the density of carriers that would be observed at a particular probing energy,

n(E), over various time ranges. The pump will excite carriers in the graphene sample, briefly

leading to the formation of a nonequilibrium, Gaussian distribution of electrons in the conduction

band and holes in the valence band. The distribution will be Gaussian because the energy spectrum

of ultrafast short pulse width lasers is typically Gaussian. Also, the average energy of the carriers

will be one half of the pump energy if the sample is undoped, since graphene has zero band gap.

Then, the carriers will quickly thermalize, within 100 fs, due to carrier-carrier scattering. This is

typically the temporal resolution of optical pump-probe experiments, and so cannot be temporally

resolved. The experiment performed by Dawlatyet al. is a degenerate pump-probe – i.e. the pump

and probe are of the same wavelength – and so the rising time ofthe signal must be determined

purely by the pulse width of the lasers. However, in the case of a nondegenerate pump-probe

experiment, the rising time is still generally determined by the pulse width of the lasers, since

the thermalization time is on the same order of magnitude of the pulse widths of the lasers, and

the rapid thermalization, which causes the carriers to spread out in energy into the Fermi-Dirac

distribution, is what leads to the increase in density of carriers at the probing energy, and hence

an increase in the differential transmission signal. Throughout this process, carriers are radiatively

recombining, as discussed in the photoluminescence section, but the carriers are also losing their

energy via the emission of optical phonons,177 and this is the dominant process that causes the
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Figure B.4: A schematic showing the dynamics of carriers after excitation. Carriers are first excited
to the conduction band (blue arrow), which results in a nonequilibrium distribution of carriers
with average energȳhωpump/2 (assuming the Fermi level is at the intersection of the valence and
conduction bands). After excitation, they quickly reach a thermal distribution via carrier-carrier
scattering within a time scale on the order of 100 fs.153,178–182Then, the carriers relax via carrier-
phonon scattering (mainly through the emission of optical phonons) on a slower time scale, which
is on the order of 1 ps.179,183Carrier recombination also occurs, but on a much longer timescale
than both of these processes, which eventually results in the initial equilibrium distribution. The
equilibrium distribution in this figure is one with no excited carriers.

slower decay of the differential transmission signal. As the carriers emit the phonons, their average

energy will decrease, resulting in a decrease in the densityof carriers at certain energies. In pump-

probe experiments, the probe energy is always large enough such that this is the case. This process

occurs on a time scale on the order of several picoseconds. Then, on a much longer time scale, the

carriers will recombine, leading to the recovery of the initial, equilibrium distribution of carriers

in graphene – in the case of the figure, there are no excited carriers. This process is generally

not observed for these types of experiments, because by the time its contribution to the decrease

in signal could be noticeable, the carriers have already lost their energy due to phonon cooling

and moved out of the probing window, and so they are not visible anymore in the differential

transmission signal.

As stated previously, the energy relaxation of carriers is dominated by the emission of optical

phonons. Therefore, the exact role optical phonons play in the energy relaxation of carriers has

been investigated in detail.183,184First, it was observed that with increasing pump fluence (carrier

density), the value of the slow decay time constant increases to a constant value at high fluences. It
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was proposed that this is due to the hot phonon effect: at highcarrier densities, as the carriers relax,

they produce a large number of optical phonons. These optical phonons can then give their energy

back to electrons, and the result is a slowed energy relaxation of the electron distribution, which

at sufficiently high carrier densities is therefore determined by the relaxation of optical phonons

into acoustic phonons.184After this, real differential transmission measurements were successfully

modeled using coupled rate equations between the carriers and optical phonons, accounting for car-

rier cooling through the emission of optical phonons and calculated optical phonon emission rates,

and from this, average optical phonon lifetimes in the rangeof 2.5 to 2.55 ps were obtained,183

which agree well with first-principles calculations.185

The role of substrate phonons on the relaxation of photoexcited carriers in graphene has been

discussed in detail as well.157,186Mechanically exfoliated graphene186as well as CVD graphene157

were both suspended and compared with the same type of graphene on glass. Interestingly, dif-

ferent results were found for the two types of graphene. In the case of mechanically exfoliated

graphene, differential reflection was measured with 1100 to1400 nm, 240 fs probe pulses and

830 nm, 180 fs pump pulses and a total fluence of 0.03 J/m2. It was found that relaxation (i.e. the

decay of the differential reflection signal) was nearly the same for suspended samples as compared

to samples on glass. This would imply that only intrinsic phonons contribute to the energy relax-

ation of carriers in graphene. For CVD graphene, differential reflection was measured as well, with

800 nm probe and 400 nm pump pulses and a time resolution of 300fs. The pump fluence was 0.3

to 5 mJ/cm2 for suspended and 1.7 to 35 mJ/cm2 for substrate supported. In this case, however, it

was found that the differential reflection signal decays much more quickly for supported graphene

than for suspended, and that the bi-exponential decay becomes a single exponential decay. This

indicates that in this graphene sample, the substrate surface optical phonon modes do indeed play

a large role in the energy relaxation of carriers, providingadditional energy relaxation pathways.

The fact that the two give such different results may be due toone type of graphene being easier to

transfer energy to the substrate than the other. Mechanically exfoliated graphene should be more

pure than CVD graphene, i.e. have fewer lattice defects and no residue from the transfer process,
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therefore it is possible that these can cause carriers in CVDgraphene to more readily transfer their

energy to surface optical phonons of a glass substrate as compared to carriers in mechanically

exfoliated graphene.

Differential transmission and/or reflection measurementshave been performed on a wide va-

riety of samples, and these time scales for the ultrafast response of graphene are typical. For

example, a signal with a bi-exponential decay with a short time constant on the order of hun-

dreds of femtoseconds and a long time constant on the order ofpicoseconds have been observed

in reduced graphene oxide in solution,182 reduced graphene oxide thin films,187 mechanically

exfoliated graphene on Si coated with SiO2,181 mechanically exfoliated graphene on SiO2,188 me-

chanically exfoliated graphene on mica,189 suspended mechanically exfoliated graphene,186 CVD

graphene on quartz,190,191CVD graphene on glass,157 and several other epitaxial graphene sam-

ples produced in the same way.153,183,184,192The fact that the same temporal behavior is observed

in such a wide variety of samples indicates that this is an intrinsic effect of graphene and that

substrate effects and differences in growth method play a very minor role if any in the energy

relaxation of carriers in graphene.

B.3.2 Coherent control of photocurrents

In materials such as gallium arsenide (GaAs), germanium andgraphene, a pair of frequency-related

laser pulses can be used to inject a photocurrent by quantum interference. This has been observed

GaAs,193,194germanium,195 and by Sunet al. in graphene.196 A fundamental laser pulseω and

its second harmonic laser pulse 2ω are incident on the graphene. Considering both laser pulses

separately, they will each cause electrons to make a transition to a higher energy level in the

conduction band, leaving holes behind in the valence band. The density of carriers excited with a

certain velocity will depend on the transition amplitude, and for a single frequency excitation the

density will be the same for all velocities. The second harmonic laser pulse will excite carriers

directly across the band gap via one photon absorption, and the fundamental laser pulse will do

the same, but also excited carriers to the same energy levelsas the second harmonic laser pulse
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Figure B.5: Experimental configuration for current generated by quantum interference and control
(QUIC) and detected by THz emission. A pair of laser pulses, one of frequencyω and the other of
second harmonic frequency 2ω are used to generate a current in the graphene. The relative phase
between the two pulses controls the magnitude of the current. The current produces a THz electric
field, which is detected.

via two-photon absorption. Since one photon absorption of the second harmonic pulse and two-

photon absorption of the fundamental pulse excite carriersto the same energy levels, their transition

amplitudes will interfere, resulting in a net flow of electrons in certain directions, or a current.

By calculating the transition amplitudes of each transition and finding the overall transition

amplitudes when each is present – i.e. considering the interference – one can determine what

properties of the excitation electric fields control the current and how they do so. Riouxet al.197

have done the calculations and a summary is as follows. For graphene, the direction of the current

depends on the polarization of each beam. Co-circularly polarized beams inject the largest current,

with the direction of the current controlled by the phase difference between the two transition

amplitudes, while opposite circular polarizations will inject no current. Linear polarizations will

inject a current with the magnitude proportional to sin(∆φ), where∆φ is the phase difference

between the two transition amplitudes. The direction of thecurrent depends on the angle between

the two polarizations – when the beams are either co-linear or cross polarized, the direction of the

current will be in the direction of the 2ω field. The carriers will be instantaneously injected with a

nonzero velocity and so this current is considered to be ballistic. After the initial ballistic current,

collisions with each other and the lattice will cause the current to be quickly destroyed.
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The experimental configuration used by Sunet al. for detection of a current produced by quan-

tum interference in graphene is shown in Fig. B.5. Here, a pair of cross-polarized and phase

controlled pulses illuminate an epitaxial graphene sampleon SiC. The pulses inject a charge cur-

rent and the magnitude, as discussed above, is controlled bythe relative phase of the two pulses.

The accelerating charges will produce a THz electric field, which is sent to a detector. The magni-

tude of the THz electric field increases with increasing current density. A sinusoidal dependence

of the THz signal with phase difference between the two pulses was observed, as was the expected

dependence on polarization angle between the two fields. However, due to the nature of detecting

a THz electric field, no dynamics of the charge current were able to be observed. So, a temporally

and spatially resolved study of the dynamics of charge currents in graphene is warranted in the

future.

B.3.3 Carrier transport

Of course, from a electronic graphene-based device point ofview, carrier transport is equally as

important as energy relaxation. However, ultrafast optical studies of carrier transport are rare. The

only study which has been performed which actually involvesballistic motion of the carriers in

graphene is the quantum interference and control of photocurrents study. A ballistic current was

generated and detected, but as just discussed, the current was not temporally or spatially resolved.

So, the dynamics of ballistic currents in graphene remain experimentally unexplored.

On the other hand, diffusive transport of carriers in graphene has been studied widely via

electrical measurements of mobility or sample conductivity. A sample of mobilities reported for

various types of graphene is shown in Table 1. Clearly, the type of graphene plays a large role in

the carrier mobility. Devices made of mechanically exfoliated graphene has the highest reported

mobilities, followed by epitaxial graphene, then CVD and chemically derived graphene. It is not

surprising that devices made of mechanically exfoliated graphene have the highest mobilities, as

these come from graphite and so are the purest type of graphene – they have the fewest lattice

defects and no other compounds which may be left over from thefabrication or transfer process.
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Type of graphene Reported mobility (cm2/V·s) Year
Exfoliated graphene 7,000 2007198

10,000 2004132

13,500 2008199

15,000 2008200

Epitaxial graphene 535 2007164

1,200 2007161

1,500 2010137

27,000 2006163

3,000 2011201

CVD graphene 3,750 2009146

Chemically derived graphene0.2 2008202

281 2010145

Table B.1: Measured mobilities for various graphene samples.

It is also not surprising that chemically derived graphene has the lowest mobilities, as this type of

graphene is expected to have the largest number lattice defects, and also have more grain bound-

aries.

B.3.4 Differential transmission as a probe of Fermi level

In addition to studying the dynamics of carriers alone, a differential transmission signal can be

used as a probe of the Fermi level of a graphene layer. This hasbeen specifically demonstrated

in epitaxial graphene grown on SiC.165,203For a graphene sample where the Fermi level lies at

the Dirac point, any pump-probe experiment will always cause a positive differential transmission

(or a negative differential reflection). The pump will excite carriers and after thermalization the

carrier density at all energies will have increased, which leads to an increase in transmission (or

decrease in reflection) of the probe. If, however, the Fermi level lies above the Dirac point – i.e.

there are some carriers already present in graphene – for certain probing energies the differential

transmission may become negative at some time delays. This can occur if the pump excites carriers

from the Fermi level and below higher into the band and then the probe is able to excite carriers
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into those states which are now open because of the pump – i.e.intraband absorption by the

pump will lead to an increase in absorption of the probe. Thiswill result in a negative differential

transmission.

It has been observed that when the probing energy approachestwice the Fermi energy for a

particular layer, the differential transmission will become strongly negative at a fixed time de-

lay.165,203For probing energies slightly above twice the Fermi level, the differential transmission

will become strongly positive. This indicates that differential transmission measurements may be

used as a different powerful tool – they allow the direct measurement of the doping density of

a layer of graphene. However, a flip in sign of differential transmission signal can be caused by

several other things, such as lattice heating effects, and has been observed for probing energies that

are inconsistent with the Fermi energy of a graphene layer.204
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Appendix C

Review of single-walled carbon nanotubes

Single-walled carbon nanotubes (SWNTs) have attracted consideration attention for the last two

decades. A SWNT can be viewed as a rolled-up graphene sheet. Depending on the tube diameter

and chirality, a SWNT can be semiconducting or metallic, with a wide range of energy gaps.

Because of its nanometer scale diameter and micrometer scale length along the tube, it provides

an ideal platform to study one-dimensional (1D) physics. Its unique mechanical, electrical and

optical properties have made it an attractive candidate in many applications, for example high-

strength composition materials, nanoelectonics, photovoltaics, and photodetectors.

Owing to the unusually strong Coulomb interactions in these1D materials, the interaction be-

tween electrons in SWNTs and light is dominated by excitons.Hence, understanding the excitonic

dynamics in SWNTs is important for many optoelectronic applications. Photoemission205,206and

transient absorption207–215measurements on samples of SWNT bundles, where semiconducting

and metallic SWNTs entangled together, have shown ultrafast excitonic dynamics characterized

by a energy relaxation time of about 0.1 ps and an exciton lifetime of 1 ps. Other transient absorp-

tion studies on samples of insolating or individual SWNTs revealed that these fast dynamics are

induced by fast transfer of excitons from semiconducting tometallic tubes. When such channels

are eliminated in isolated tubes, the exciton energy relaxation can take several picoseconds216–224,

and the exciton lifetimes of several 10 ps217,218,220,221,224to several 100 ps216,219,223have been
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measured. Time-resolved photoluminescence measurementshave shown the decay times of sev-

eral 10 ps.225–231The lifetime is dominated by nonradiative recombination. Several experiments

have concluded that exciton-exciton annihilation is the major nonradiative recombination mecha-

nism.232–234Other aspects of excitonic dynamics have also been studied,including exciton dephas-

ing,235 exciton-phonon interactions,236–239multiple exciton generation,240,241intraexciton transi-

tion,242 and excitonic nonliearities.243–247

In contrast to these extensive studies in time and energy domains, the excitonic dynamics in

real space, i.e. exciton diffusion along the tubes, has beenless studied. Since the size of excitons

(about 2 nm) is much smaller than the length of the SWNTs, exciton diffusion plays an essen-

tial role in excitation energy transfer in many SWNT-based optoelectronic applications. From a

fundamental point of view, studies of exciton diffusion canprovide valuable information on mi-

croscopic interactions between excitons and their environment. For example, exciton diffusion is

an important aspect in understand exciton-exciton annihilation and long-term delay.

Direct measurements of the exciton diffusion are rather challenging, since electric techniques

that are typically used for transport studies are less effective on excitons that are electrically neu-

tral. Recently, several attempts have been made to measure the exciton diffusion coefficient in

SWNT samples. However, mainly due to the complexity of the procedures used to deduce the

diffusion coefficient, the results differ by orders of magnitude. Korovyankoet al observed a polar-

ization memory effect in transient absorption measurements, and by attributing the depolarization

to the exciton diffusion in curved SWNTs, they deduced a diffusion coefficient of 120 cm2/s.211 By

measuring exciton lifetime as a function of exciton density, one can determine the exciton-exciton

annihilation rate, which can be modeled to deduce the diffusion coefficient.232,248However, mea-

surements used transient absorption technique and time-resolved PL technique have yielded rather

different results: the former found very small diffusion coefficients of 0.1 cm2/s249 to 4 cm2/s;250

while the latter gave a value of about 90 cm2/s.251 Other transient absorption measurements were

interpreted by considering exciton diffusion to quenchingsites like defects or tube ends, and re-

sulted a diffusion coefficient of about 10 cm2/s.252–254
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In addition to these ultrafast studies in the time domain, stepwise quenching of exciton lumi-

nescence by single-molecule reactions can be used to deducethe exciton diffusion lengths of 60

nm255 to 200 nm,256 and simulation of near-field microscopy measurements of PL quenching at

the tube ends gave a diffusion length of about 100-200 nm.257,258Furthermore, by modeling the

power dependence of PL with different tube lengths as a one-dimensional diffusion, a diffusion

length of 610 nm.259 Since in these studies the exciton lifetime was not measured, one has to as-

sume a certain lifetime in order to estimate the diffusion coefficient. This and the rather large range

of the diffusion lengths measured has resulted in a large range of estimated diffusion coefficients of

0.4 cm2/s,255 2.5-10 cm2/s,257 and 44 cm2/s.259 The discrepancy in these studies could be partially

attributed to sample variations, since the exciton transport can be influenced by the environment of

the SWNTs. However, the more important issue is the lack of a model-independent technique to

directly measure the diffusion coefficient.
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Appendix D

Calculation of laser fluence and carrier

density

D.1 Fluence of a Gaussian laser beam

The fluence of a laser indicates the energy per unit area that alaser pulse delivers to a certain

location. In the experiments discussed in this dissertation, it is important to know the peak pump

laser fluence that is being delivered when focusing a laser beam to a small spot on a sample, so

that the density of photoexcited carriers can be calculated

Assume the laser produces Gaussian laser pulses at a frequency of frep (measured in Hz), which

is known as the repetition rate of the laser. In order to find the peak fluence of the laser pulse, we

must first find the energy delivered by each laser pulse,Epulse. To do this, we measure the power

of the laser,P, with a power meter, which reports the time averaged power ofa laser. Then, the

energy delivered per pulse is:

Epulse=
P

frep
. (D.1)

The peak laser fluence is usually of interest, when focusing the beam to a small spot with a lens.

During pump-probe experiments, rather than measuring the laser spot size directly, it is more con-

venient to measure the full width at half maximum (FWHM) of the differential transmission profile,
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wDT. Since this comes from both pump and probe beams, this spatial profile that is measured is

actually a convolution of the pump and probe laser spots. Usually, the spots are close to the same

size, so it is safe to assume that the width of the pump,w0, is given by:

w0 =
wDT√

2
. (D.2)

To find the peak laser fluence, recall that the beam is Gaussian. For a Gaussian beam, the

intensity profile of the beam will be Gaussian in space:

I(r) = I0e−2r2/w2
, (D.3)

whereI0 is the peak intensity of the beam,r is the distance from the center of the beam (i.e. the

beam radius), andw is the radius at which the beam intensity drops to 1/e2 of I0. The intensity of

the beam describes the power per unit area of the beam, while the fluence describes the energy per

unit area of the beam. Therefore, the fluence can be describedin the same way as the intensity:

F(r) = Fpeake
−2r2/w2

, (D.4)

whereFpeak is the peak fluence of the pulse. By definition, the energy of each pulse can be found

by integrating the fluence over all space:

Epulse =

ˆ

F(r)da

=

ˆ ∞

0
Fpeake

−2r2/w2
2πr dr

= Fpeak2π
1
2
(

2
w2)

−1

= Fpeak
πw2

2
, (D.5)
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and therefore

Fpeak=
2Epulse

πw2 . (D.6)

Now, since the FWHM of the beam,w0, is the quantity that is actually measured, this must be

related tow:

I(w0) = 0.5I0

= I0e−2(w0/2)2/w2
, (D.7)

which means that

w =
w0√
2ln2

. (D.8)

Finally, these measured quantities can be related to the peak fluence for each laser pulse:

Fpeak=
8ln2

π
P

frepw2
DT

. (D.9)

D.2 Carrier density

The fluence, as calculated in the previous section, indicates the peak energy delivered by the laser

to the sample per unit area. This must then be used to calculate the density of carriers excited in

the sample. Each photon has energy

Eph =
hc
λ

= hν = h̄ω, (D.10)

whereh̄ is Planck’s constant (6.626×10−34 J·s or 4.135 eV·s),c is the speed of light in a vacuum

(3×108 m/s),λ is the wavelength of the photon,ν is the frequency of the photon,̄h is h/2π , and

ω is the angular frequency of each photon. Therefore, if a beamof peak fluenceFpeak is incident

on the sample,Fpeak/(hν) will be the peak number of photons incident on the sample.
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Now, assume the absorption coefficient of the sample isα, whereα is defined as

It = I0e−αL. (D.11)

This means that if you have light of intensityI0 incident on a sample of thicknessL, with the

sample’s absorption coefficient beingα, the intensity of light that comes out of the sample will

be It . Also, assume that each photon that is absorbed creates one excited carrier in the sample.

Then, the peak number of carriers excited per unit volume,n3D, as a function of the depth into the

sample,z, will be

n3D(z) = α
Fpeak

hν
e−αz. (D.12)

Note that this is definingz = 0 as the front of the sample, andz = L as the back of the sample.

The two dimensional carrier density, i.e. the number of photoexcited carriers per unit area, can be

calculated by integrating this equation over some depth. For example, in graphene, we can define

each graphene layer as having an effective thickness of 0.33 nm, i.e. the spacing between layers in

bulk graphite. For the layer that begins at deptha, and ends at depthb (b−a = 0.33 nm), the areal

carrier density, of that layer only, will be:

n2D =

ˆ b

a
n3D(z)dz =

Fpeak

hν
(e−αa − e−αb). (D.13)
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