Ultrafast optical studies of electronic dynamics in
semiconductors

By
Brian A. Ruzicka

Copyright 2012

Submitted to the Department of Physics and Astronomy and the
Faculty of the Graduate School of the University of Kansas
in partial fulfillment of the requirements for the degree of
Doctor of Philosophy

Dr. Hui Zhao, Chairperson

Dr. Judy Wu

Committee members

Dr. Siyuan Han

Dr. Hsin-Ying Chiu

Dr. Shengiang Ren

Date defended: 04/03/2012



The Dissertation Committee for Brian A. Ruzicka certifies
that this is the approved version of the following disséotat

Ultrafast optical studies of electronic dynamics in semabactors

Dr. Hui Zhao, Chairperson

Date approved: 04/03/2012



Dedicated to my wonderful parents Jim and Leslie,
my sister Sarah,

and my amazing wife Gabby



List of publications

1.

10.

11.

B.A. Ruzicka, L.K. Werake, G. Xu, J.B. Khurgin, E.Y. ShermdtZ. Wu, and H. Zhao, “Second-harmonic
generation induced by electric currents in GaA2ys. Rev. Lett. 108, 077403 (2012).

. B.A. Ruzicka and H. Zhao, “Optical studies of ballistic emts in semiconductorsJourn. Opt. Soc. Am. B

29, A43 (2012).

. B.A. Ruzicka, N. Kumar, S. Wang, K.P. Loh, and H. Zhao, “Twmipe study of hot carriers in reduced

graphene oxide Journ. Appl. Phys. 109, 084322 (2011).

. B.A. Ruzicka, L.K. Werake, H. Samassekou, and H. Zhao, “Auolar diffusion of photo-excited carriers in

bulk GaAs,”Appl. Phys. Lett. 97, 262119 (2010).

. B.A. Ruzicka, S. Wang, L.K. Werake, B. Weintrub, K.P. Lohdah Zhao, “Hot carrier diffusion in graphene,”

Phys. Rev. B 82, 195414 (2010).

. B.A. Ruzicka, L.K. Werake, H. Zhao, S. Wang, and K.P. Loh,rfflesecond pump-probe studies of reduced

graphene oxide thin filmsAppl. Phys. Lett. 96, 173106 (2010).

. B.A. Ruzicka and H. Zhao, “Power dependence of pure spireatiinjection by quantum interferenc@hys.

Rev. B 79, 155204 (2009).

. B.A. Ruzicka, K. Higley, L.K. Werake, and H. Zhao, “All-optl generation and detection of subpicosecond

ac spin-current pulses in GaA&hys. Rev. B 78, 045314 (2008).

. N. Kumar, B.A. Ruzicka, N.P. Butch, P. Syers, K. KirshenbadnPaglione, and H. Zhao, “Spatially resolved

femtosecond pump-probe study of topological insulatoSBj,” Phys. Rev. B 83, 235306 (2011).

L.K. Werake, B.A. Ruzicka, and H. Zhao, “Observation of iimsic inverse spin Hall effectPhys. Rev. Lett.
106, 107205 (2011).

E.J. Loren, B.A. Ruzicka, L.K. Werake, H. Zhao, H.M. van Drignd A.L. Smirl, “Optical injection and

detection of ballistic pure spin currents in GAfipl. Phys. Lett. 95, 092107 (2009).



Abstract

The dynamics of charge carriers in semiconductors are afdomnental importance
for semiconductor applications. This includes studiesradrgy relaxation, carrier
recombination, and carrier transport (both diffusive aaditic). Due to their lim-
ited temporal resolution, electron measurement techsigae@not be used to study
these processes on time scales in which the carrier-lajiseem is not in equilib-
rium. However, in contemporary semiconductor devices wihometer dimensions,
this is the regime that is of interest. In this dissertatigitrafast optical experimen-
tal techniques and results from various semiconductorpr@®ented, which provide
information about nonequilibrium electronic dynamicsrsEia time resolved pump-
probe technique is discussed, which can be used to measues eaergy relaxation
and carrier lifetime, and results are presented on reducagghgne oxide, Si/SiGe
guantum wells, and single walled carbon nanotubes. Themtséatly and temporally
resolved pump-probe technique is discussed, which candeketastudy carrier diffu-
sion, and results are presented on GaAs, graphene, Si/S#¢umn wells and single
walled carbon nanotubes. Next, a quantum interference antlat technique and a
differential pump-probe technique that can be used to irgad detect ballistic cur-
rents are discussed along with results for the efficiencyiolfi@n injection technique
and a demonstration of an AC spin polarized charge curre@gifss that was injected
and detected using these techniques. Finally, a currentedisecond harmonic gen-
eration technique that can be used to directly study cusrierdiscussed, with results

presented on both steady state and transient currents is.GaA
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Chapter 1

Introduction

1.1 Motivation for ultrafast optical studies of carrier dyn amics

In a semiconductor, electrons in the conduction band anedshiol the valence band are called
charge carriers, since they are mobile and are responsiblehfirge transport. Carriers can be
generated by different mechanisms. For example in dopetteaductors, carriers are provided
by the dopant atoms. Intrinsic, or pure, semiconductorsraireero temperature have carriers
due to thermal excitation. In both intrinsic and doped semdiictors, light absorption can excite
carriers, which are known as photocarriers, since an eledtr the valence band can absorb a
photon with enough energy and reach the conduction band.

The dynamics of these carriers is important for many apgtina. In this context, the phrase
“carrier dynamics” is generally applied to processes thablve motion in real space, some ex-
change of energy, or the disappearance of the carriersditelg Since charge carriers are typically
used in applications to carry information or energy, these@sses directly determine the perfor-
mance. For example, in a solar cell, how far the carriers cavenbefore losing their energy or
disappearing determines how much of the solar energy cammerded into electrical energy.
Therefore, the dynamics of charge carriers in semicondsiei@ of fundamental importance and

such studies serve as the foundation of the modern semictorddustry. Given this fundamental



importance, each of these processes have been extensivetyigated for several decades.

Most of these previous studies have been performed on caystems that are in thermal equi-
librium with the lattice. For example, the motion in real spdi.e. carrier transport) has in the
past generally always been studied on carrier systems im#iesquilibrium with the lattice. In
this regime, the transport is described by the macroscamatifies of mobility and diffusion co-
efficient, which are straightforwardly related to microgmoquantities of mean free path and mean
free time. However, in a practical device carriers are uguajected with a nonthermal distribu-
tion. It takes multiple carrier-carrier scattering evelatsthe carriers to exchange energy in order
to establish a thermal distribution, and multiple carpeenon scattering events for the carrier sys-
tem to reach a thermal equilibrium with the lattice. Undgai¢gl conditions, the mean free length
of carriers is on the order of 10 to 100 rhT herefore, equilibrium carrier transport can only be
established on larger length scales. Since feature sizeledfonic devices in integrated circuits
have already been reduced to 60 nm and will approach 20 nm8ashich are comparable to
or even smaller than the mean free path, carriers can mowaghrthe device with few or even
no collisions. This means that there is no room for the cartie reach thermal equilibrium with
the lattice and the nonthermal, nonequilibrium carriengggort plays a dominant role in nanoscale
devices.

Studies of nonequilibrium carrier nanoscale transportiiregexperimental techniques with a
high temporal resolution since the transport occurs orafal$t time scales of at most a few pi-
coseconds. Electrical detection techniques (i.e. measnts involving electrodes and I-V char-
acteristics) that are generally used in transport studaes hmited temporal resolution. Optical
techniques that involve ultrafast lasers on the other harelstandard tools that can be used to
study nonequilibrium carrier dynamics in semiconductorse to their relatively high temporal
resolution!! Several optical techniques to study carrier transport h@en developed, including
transient gratin?~1"and spatially resolved photoluminesceri&3However, in contrast to these
techniques, ultrafast pump-probe techniques (those sieclin this dissertation) possess several

qualities that make them ideal for studies of carrier dyrcgmi



In order to realize these, the most basic type of ultrafasitalptechnique must first be de-
scribed: time resolved pump-probe. Time resolved pumjpgtechniques involve two short (on
the order of 100 fs pulse duration) laser pulses of the sarddferent wavelength. One laser pulse
is sentto the sample and is used to “pump” it, i.e. excitdearby the absorption of photons. After
the carriers are excited, they will lose their energy andtrikealy undergo some transport process
— either diffusive or ballistic, i.e. involving or not inwdhg collisions. If the second laser pulse
is sent to the sample and the pump has already excited cattierabsorption of this laser pulse
can be different since the pump-excited carriers can mddgyoptical properties of the sample.
By comparing the transmission or reflection of this lasespuwlith the transmission or reflection
of this laser pulse without the pump pulse present, thig lesgentially serves as a “probe” of the
density of carriers at the probing energy. This laser pudseparobe the carriers at different ener-
gies by changing the probe wavelength, at different timelsawng the probe arrive at the sample
at a different time, and at different positions by sendirgyglhobe to different spots on the sample.
By changing these three parameters together in differenbawations, the temporal behavior of
the carriers in energy and real space can be directly meuitor

With this simple description it is easy to immediately seeesal good qualities of such an
experiment and advantages over electrical measuremesitsibdr quantities. First, the temporal
resolution is determined by the duration of the laser puldesr typical pulsed lasers that are
readily commercially available today, this can be smalent 100 fs. Therefore, processes that
occur on very short time scales can be observed using dtri@fser techniques and the transient
behavior can be observed in addition to the steady statevioehB&lectrical techniques on the other
hand do not have access to the transient behavior of thesafrielectrical measurements involve
measuring the steady-state quantities of resistivity adoativity.

Second, the spatial resolution is generally determineti&gitze of the laser spot, which can be
as small as um if the beam is focused with a microscope objective lenstheamore, in studies
of ballistic transport, the Gaussian shape of the laserajmts for the use of a special technique

to measure the carrier transport distance, with a spasalugon as small as a few nanometers.



Therefore, very small transport distances can be obseAedrt from the spatial resolution, this
demonstrates another good quality of pump-probe expetsndime measurements are local and
occur only over the area of interest. In electrical measergs) however, the behavior is that of
the entire material in contact with the electrodes.

Finally, since the laser pulses do not modify the materiapprties themselves in any way apart
from the generation of carriers, the pump-probe experinenbndestructive and noninvasive.
Therefore, it can be used to study the true intrinsic progedf materials. Electrical techniques
on the other hand, require the fabrication of electrodesdorent measurement and therefore may
lead to an alteration of the intrinsic properties of the mate

In summary, for many applications it is not sufficient to uksctical techniques to study the
necessary carrier dynamics. For example, electrical tqabs only have access to equilibrium
carrier transport, while transport in real devices thattaiag developed today is nonequilibrium.
Ultrafast optical techniques on the other hand, offer axt@the nonequilibrium regime of carrier
dynamics and therefore are essential tools for such stutllésafast pump probe techniques in

particular have several qualities that make them ideahfese types of studies.

1.2 Introduction to materials studied

These ultrafast optical techniques for the study of cadyeramics have the additional advantage
that they can be applied to a vast range of materials. Thi@utgthis dissertation, the results
of measurements of various aspects the dynamics of camie@me different materials will be
presented. This includes a study of carrier energy relamat graphene, single walled carbon
nanotubes, and Si/SiGe quantum wells; a study of diffusi@esport in graphene, bulk GaAs,
single walled carbon nanotubes, and Si/SiGe quantum weeligudy of ballistic spin polarized
charge currents in bulk GaAs; and a study of an optical efictharge currents in bulk GaAs.
Therefore, a brief introduction to some basic propertippliaations, and general motivation for

studying each material will be presented here, with moraildet information presented before



each experiment and even more in the appropriate appendix.

The first material for which results will be discussed in detagraphene. Graphene consists
of a two dimensional honeycomb lattice of carbon atoms. &ihwas demonstrated in 2004 to
have a very high carrier mobility of about 10 cn?/Vs,2* experimental investigations into the
properties of graphene quickly escalated. Since then, bigdrer carrier mobilities have been
reported, with values reaching over 2000 cn?/Vs.?® The high carrier mobility has made it a
material of great interest for use in high speed transistarsit also gained popularity due to its
large breaking strengff and excellent thermal conductivity.There are several different types of
graphene based on the method of production. The first thainade popular is known as intrinsic
graphene and is produced by the mechanical exfoliation i ¢raphite by the “scotch tape”
method?* Another type is known as epitaxial graphene, and is prodbgethermal desorption
of silicon in a SiC crystaf® Graphene can also be produced by chemical vapor depositton o
nickel or copper substraté8 Finally, graphene can be produced by the reduction of gtraplide,
producing a type of graphene known as reduced graphene,axideh despite the oxide in its
name is actually graphert.

Graphene is a material in which ultrafast optical studieslmavery useful. The initial ultra-
fast pump-probe studies on graphene demonstrated thaatheraynamics are very short-lived,
lasting for only a few hundred femtosecontisAdditionally, due to the unique band structure
of graphene, electrons move through it very fast, at 1/36Dthe speed of lighf2 The unique
ability of ultrafast laser techniques to measure the w@stintrinsic properties of materials in a
non-contact, noninvasive way makes these techniquestalgalfor the study of carrier dynamics
in graphene. For a more detailed review of graphene, seensipB.

Strained Si/Si_xGeg, structures have attracted attention for several yearsaltieir potential
use in electronic and photonic applications. By contrgllihe relative concentrations, i.g, the
strain can be actively controlled, which changes the bapagd therefore the optical properti&s.
Also, due to the presence of the Si, devices made with thigmahtcan be easily integrated.

Therefore, this material has the potential to be used aseatreloptic modulator, or receiver for



optical communications. Hence studies of carrier lifetiamel carrier transport in this material,
which can be readily obtained by ultrafast optical techagjican be very important. In order to
develop applications around this material, it is essettiatithese properties be studied, since they
can determine the speed and efficiency of such a device.

Single walled carbon nanotubes are essentially a rolledurp 6f graphene. The electrons are
then essentially confined to move in one dimension. Thetesthis is a set of discrete transition
energy level$* Due to the structure and reasonably high carrier mobilitgarbon nanotubes,
they have been cited for potential use in many possible eatpins such as solar ceftd superca-
pacitors, and composite materigfsTherefore, in order to develop such applications, whici rel
again on the carrier lifetime and carrier transport prapsythese must be studied, and an excellent
way to do this is with ultrafast laser techniques. See Appe@dor more information on single
walled carbon nanotubes.

The final material that will be mentioned is gallium arseni@allium arsenide is a direct band
gap semiconductor with band gap energy around 1.42 eV.u@allirsenide is studied for many
different reasons. In terms of applications, it is oftendusehigh speed optoelectronic devices.
However, it is studied here mainly because it serves as ah jdgtform for the study of several
different fundamental physical effects and demonstradiomeasurement techniques. As will be
discussed in the following chapters, gallium arsenide masi@al band gap for access by typical
ultrafast laser configurations. This means it is easy to aoredsehavior on the band edge, which
makes the measurements much more convenient. This in catidsirwith its relatively large
absorption coefficient and the ability to produce high gyaind purity samples makes it an ideal

material for these investigations.

1.3 Organization of the dissertation

All of the ultrafast optical techniques that will be discedsn this dissertation of course involve the

interaction of light with semiconductors. Therefore, ingpter 2 this interaction will be described



in detail. This includes the definition of some basic quatithat are discussed frequently in the
experiments and a discussion of the physical model thateid tesdescribe the interaction of light
with semiconductors.

In Chapter 3, ultrafast optical studies of energy relaxasiod carrier lifetime will be discussed.
These experiments demonstrate the simplest implementatid use of ultrafast pump-probe ex-
periments. This chapter first includes a discussion of whgsigally happens to the carriers in the
semiconductor after excitation. Then, some fundamentaémmental techniques and concepts
concerning time resolved pump-probe measurements wilhtseduced. This will then be fol-
lowed by experimental results for this type of measuremsith results from reduced graphene
oxide being discussed in detail followed by a shorter disicusof results from Si/SiGe quantum
wells and single walled carbon nanotubes.

Chapter 4 builds further upon the content presented in @h&ptwith a discussion of ultra-
fast optical studies of carrier diffusion in semicondustorhis chapter begins with a theoretical
discussion of diffusive transport and is similarly follogvby a presentation of the experimental
techniques used to measure the carrier diffusion coeffieied some experimental results. Re-
sults from measurements of the diffusion of carriers in iBdAs will be presented in detail, and
the results of similar measurements that were performedpaaxéal graphene on SiC, reduced
graphene oxide, graphene produced by chemical vapor deps$i/SiGe quantum wells, and
single walled carbon nanotubes will be summarized.

After the discussion of ultrafast optical studies of diffiestransport in semiconductors, Chap-
ter 5 will contain a discussion about ultrafast optical stadf ballistic transport. This chapter
will include a theoretical discussion of the quantum irgeghce and control technique that is used
to inject ballistic currents, as well as a discussion of tifeential pump-probe experimental
technique that is used to indirectly detect the ballistic@nts. Results on subpicosecond AC
spin-polarized charge currents will be presented, as vgethaasurements that demonstrate the
efficiency of a current injected by this quantum interfeeentethod.

Chapter 6 will be focused on an optical effect of charge eusi,evhich can be used to directly



detect a charge current. This again includes a theoretisalission of the effect as well as the
experimental techniques that are required to observe ipefmxental results from an n-doped
bulk GaAs electrode device will be presented to demonstingeffect and then this effect will be

used to directly study a ballistic charge current producethk quantum interference and control
technique.

Finally, Chapter 7 will contain a summary of the dissertatas well as information about
the types of experiments that can be performed in the futsirgyithe techniques discussed in the
dissertation. Also, so as to not interrupt the flow of theeliggion, additional and more detailed in-
formation about some topics is presented in various appeadAppendix A describes the lock-in
detection technique, Appendix B presents a review of thpgntaes and previous ultrafast studies
of graphene, Appendix C presents a review the propertiepeious ultrafast studies of single
walled carbon nanotubes, and Appendix D describes thelatitmos used in the determination of

the laser fluence and carrier density as excited by the a$irédser pulses.



Chapter 2

Interaction of light with semiconductors

2.1 Introduction

Many properties of semiconductors are determined by teahglectronic dynamics that occur on
very short time scales. Ultrafast lasers have widely beed as a tool for accessing this informa-
tion, which plays an important role in high-speed and naaleselectronic devices. Throughout
this dissertation, ultrafast laser techniques and thafgignce of the properties of carrier dynam-
ics that they can be used to study will be discussed in dedailvever, all ultrafast optical studies
of carrier dynamics in semiconductors share the charatitethat they involve the interaction of
the semiconductor with light. Therefore a general desompof this interaction is required. This
chapter will begin by defining some basic quantities thatusesd throughout the dissertation, and
then go on to discuss the physical model used to describentbaction of light with materials.
From this, the interaction of light with semiconductorsiwié reviewed, specifically some of the

different absorption processes that can occur.

2.2 Optical coefficients

Before discussing the theoretical aspects of the intenasof light with semiconductors, it is best

to start with a few intuitive definitions. Consider an elexcfreld with angular frequencw in the
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optical range, wave vectérand phasep:

E = Egd (KT—wt+9) (2.1)

The optical intensity;, of this field will be
li = (ceo/2)ES, (2.2)

which has units of W/rh Here,c is the speed of light aney is the permittivity of free space. If
such a beam is incident on a material, there are three peskihbs that can happen: the beam can
be reflected, transmitted, or absorbed. If the reflecteagittgis|, and the transmitted intensity is

l;, then the reflectance and transmittance are defined as

R= 'I_ (2.3)

and

T= :—T, (2.4)
|
respectively. By conservation of energy, if there is no gbison or scattering, theR+ T = 1.
The absorption of light by a material is described by the giigmn coefficient,a. If R= 0,

then by Beer’s law the intensity of light at a degtimto the material will be

1(2) = lpe™ 9% (2.5)

Therefore, for a material with zero reflectivity, absorptapefficienta, and thickness, the trans-

mittance will be
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T= L) _ e ot (2.6)

Equation (2.6) demonstrates that there is a direct relghipnbetween the transmittance and the

absorption coefficient of a material, which is also true fa teflectance.

2.3 Physical model

As discussed in the previous section, the transmittanceeftettance can both be expressed in
terms of the absorption coefficierd, By energy conservation, essentially what is not absorbed
by the material is re-emitted, resulting in a transmittedeflected beam of the same wavelength.
Therefore, it is necessary only to discuss the physical iMoelend the absorption of light, since
this is the most fundamental mechanism involved in ulttad@sical studies of carrier dynamics.
This section will describe one-photon absorption procgsatiich make up the majority of the
ultrafast pump-probe experiment absorption processeseghsas two-photon absorption, which

is essential for the quantum interference and control éxyts that are discussed in Chapter
5. All of these processes will be discussed in terms of diseaticonductors, since most of the

experiments discussed in this dissertation were perfoimnatirect semiconductors.

2.3.1 Interband absorption
2.3.1.1 One-photon absorption

If a photon of angular frequenay is absorbed by a semiconductor, and the energy of the photon
is larger than the band gap enerdiu(> Eg) , an electron will be excited from the valence band to
the conduction band, leading to the formation of an eleehole pair, as illustrated in Fig. 2.1(a).
Since the photon has zero momentum, the electron and hdleavi opposite momenta.

In order to determine the probability that a photon is absdrby the semiconductor, and

therefore the absorption coefficient, we must know the quamhechanical transition raté{ . ¢,
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Figure 2.1: Interband one-photon absorption (a) and twatgehabsorption (b) in a semiconductor.

which is defined as the rate at which an electron is excitad tiee initial stateg to the final state
¢r. Using time-dependent perturbation theory, it is easy tasthat this transition rate is given

by Fermi’s golden rule:

2r
Wt = - IM[°g(), (2.7)

whereM is the matrix element for the transition between statesgtha) is the joint density of

states3’ The matrix element is

M = (@ [H'|@), (2.8)

whereH’ is the perturbation Hamiltonian. In the semi-classicakrapph, which is commonly used
for such calculations, this perturbation is the electipate interaction between the light and the
electron:

H' = —pe-E, (2.9)

wherepe = —er is the electron dipole moment aifitlis the electric field. The resulting dipole
matrix elementPy,, depends on the semiconductor (i.e. the crystal structudettaus the band

structure or electron effective mass) and the electron waeeor,k’. The joint density of states
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also depends on the material, and is simply the density téssig(E), evaluated at the photon
energy. The transition rate for interband absorption ismmgtnic with respect td(, i.e. it is
symmetric along any particular direction, but not necelssaymmetric with respect t&’. This
means that the light will excite carriers equally with vetms along opposite directions, but not

necessarily the same in all directions.

2.3.1.2 Two-photon absorption

As illustrated in Fig. 2.1(b), if a photon of frequenayis incident on a semiconductor with band
gap energyEg, andw < Ey < 2w, the single photon will not have enough energy to excite an
electron from the valence band to the conduction band. Itars®photon of frequency arrives
simultaneously, however, the two photons together willeh@wough energy to excite an electron.
The result is then the same as an electron being excited bgtampbf frequency @. This process

is known as two-photon absorption. This can be describedimaar way to to one-photon direct
interband absorption. In this case however, an intermediansition stateg;, and the transition
matrix element is calculated by summing the transition ma&fement for transitions from initial

to intermediate to final state over all possible intermedsites:
M= (g |H'|¢) (@ |H'|@). (2.10)
]

Transitions of this type will be discussed in more detail lme@ter 5.

2.3.2 Free carrier absorption

Also of importance to ultrafast laser studies are absamptiechanisms involving free carriers. In
this case, the energy of the photon is such tiat< Eg, so interband absorption cannot occur.
Instead, if there are free carriers present, the photon reapborbed, being excited up to a higher
energy level. This process can be modeled classically, thithDrude-Lorentz model. In this

model, the interaction is treated by considering the csailhs of a free electron driven by the
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electric field. The polarization induced by the oscillatglgctron leads to a relative permittivity

of:

&(w) =’ 1—i (2.11)
ne (P +iyw) |’ '

wheren is the index of refraction of the semiconductor ani$ a coefficient that determines the
damping of the electron oscillation (related to the cammermentum scattering time). The value

wp is the plasma frequency, which is related to the carrier ithgrté, and electron effective mass,

2 1/2
Wp = (?E)Infg) : (2.12)

Since the relative permittivity and absorption coefficiard related by considering the attenuation

mg, through:

of a wave in a medium, we find that

Nety 1

e (2.13)

Ofree carrier=

i.e., the absorption coefficient is proportional to the fraeier density?’

2.4 Summary

In summary, the interaction of light with semiconductors ba described macroscopically by the
guantities of reflectance, transmittance, and absorpteifficient. Reflectance and transmittance
are directly related to the absorption coefficient, whicthesmost fundamental quantity of interest
in ultrafast experiments. There are two main types of alismrpnechanisms that will be used in

this dissertation: interband absorption and free cartisiogption. Interband absorption involves
the absorption of one photon or two photons in order to exaitelectron from the valence band
to the conduction band, whereas free carrier absorptiovives the excitation of a free carrier

already in the conduction or a carrier in the valence bandhiglaer energy still in the same band.
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Chapter 3

Energy relaxation and carrier lifetime

3.1 Introduction

The energy relaxation and recombination of carriers thatgglace after excitation is of great
interest for a wide variety of applications and reasons. dxample, it is necessary to know how
long carriers will stay around so they can be used to carigyrimétion or deliver energy in a de-
vice. On the other hand, carrier lifetime limits the operatspeed of optoelectronic devices since
carriers involved in one operation need to disappear befer@ext opertation. Therefore, studies
of carrier lifetime are essential to the development of naare efficient devices. This chapter
will begin with a discussion of what happens to carriersradbecitation with specific emphasis
on what happens after excitation by an ultrafast laser puleen, the processes involved in the
energy relaxation and recombination of carriers will beedgsed. This will then be followed by
a description of the ultrafast optical techniques that @eduo observe such processes. Finally,
there will be a discussion of results from a wide variety otenials, including Si/SiGe quantum

wells, graphene, and carbon nanotubes.
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3.2 Energy distributions of electrons excited by laser pulss

3.2.1 Energy distribution after excitation

Since ultrafast laser pulses will always have a finite enspgctrum, the resulting photoexcited
electrons will have a similarly shaped energy distributidn most cases, the spectrum of the
ultrafast laser pulse is Gaussian:

(A-29)?
I(A) = lgg” "2~ (3.1)

Y

whereb is the bandwidth (full width at half maximum)y is the center wavelength, amglis the
peak intensity. Therefore, as shown in Fig. 3.1(a), afteitation by such a laser pulse the energy
distribution of the carriers can be approximately desdribg

_ N [4In(2) a2 0"

f(E) =3/ — e ", (3.2)

whereN is the total density of carriers excited (determined by thsoaption coefficient, etc.)
and f (E) is the density of carriers per unit energy. Thi€) should not to be confused with the
distribution function,fo(E). In generalf (E) is defined here a(E) = fo(E)g(E), but in this case,
where the carriers have not yet formed a Fermi-Dirac distidim, we know thaff (E) is given by
Eq. (3.2). Strictly speaking, this initial distribution Walso depend upon the density of states,
which is different for each semiconductor. However, in @ses, including in the experiments
discussed herd\ is chosen so that the density of carriers at each energy i$ tesgs than the

number of available states and therefore this energy bligton is accurate.

3.2.2 Thermalization

The initial energy distribution of the photoexcited carsiés considered to be nonthermal, since it
cannot be described using a single temperature. Howevanoae in Fig. 3.1(b), after some time,

due to carrier-carrier scattering the carriers’ energy belredistributed, leading to the formation
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Figure 3.1: Schematic of the carrier energy distributioveaitous times after excitation. (a) Initial
carrier energy distribution after excitation. (b) The aardistribution function after thermalization
(Fermi-Dirac with high temperature and Fermi level) (c) Td@rier distribution function after
energy relaxation (Fermi-Dirac with lower temperature &edmi level). Panels (b) and (c) are
greatly exagerated for clarity.

of a Fermi-Dirac distribution:

1

= T eEEnfieT’ (3.3)

fo(E)

wherekg is Boltzmann’s constand is the carrier temperature, aid is the Fermi energy. The
initial carrier temperature for this distributiofy, can be deduced by noting that the thermalization
will not cause the total energy of the system of carriers twese. Therefore, the average energy
of this distribution will be equal to the energy imparted Ine tlaser pulse. If a laser pulse of
angular frequencyw is incident on a semiconductor with a parabolic band strectthen the

average energy of the electrons will be

w, (3.4)
mg + My

0:

whereny is the hole effective mas¥. Since the average energy of a distribution of particles is

given by:
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® = T hEEE 9

it is straightforward to calculate the initial carrier teempture if the density of states is known.

3.2.3 Energy relaxation and carrier recombination

After carriers are excited, besides thermalization theeenaany other processes that will occur.
The two of interest for a wide variety of experiments are iearenergy relaxation and recombi-
nation. Due to the relatively high excess energies, i.e.kihetic energy of the electrons in the
conduction band, the primary method for energy relaxat®thé emission of optical phonons.
There are two main results to this. First, the temperatuteetarrier distribution will decrease,
as energy is removed from the system and given to the lastscehown in Fig. 3.1(c). The second
result of this can be the formation of a local hot spot in thagle, where the lattice temperature is
elevated. This may then affect the energy relaxation furththe carriers gain some energy back
from the optical phonon population. While optical phonorission is a critical part of the energy
relaxation of photoexcited carriers, the optical phonoergy cannot be derived in general, since
it depends on the material being studied. The other procasser recombination, occurs when
an electron in the conduction band drops back down to thengalband as it recombines with a
hole. Both processes are typically modeled as causing ammexgial decay in the carrier density
at a specific energy. Therefore, the inverse of time corstaoin the exponential fits, i.e./1e

and Y1, are essentially the energy relaxation and carrier recoatibim rates, respectively.

3.3 Experimental techniques: Time-resolved pump-probe

3.3.1 Introduction

Time resolved pump-probe techniques are some of the magafoental techniques used in ultra-

fast optical studies and as a result, all others discusstdsnlissertation will expand upon these
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basic principles. As the name suggests, pump-probe taobsigvolve at least two laser pulses:
one that serves as a pump, exciting carriers in the materal,a second that serves as a probe,
probing the excited carriers. By changing the relative §rmewhich the pump and probe arrive at
the sample, we can observe the density of carriers at thengenergy that were excited by the
pump as a function of time. This is achieved by changing theetrdistance of either the pump
or probe using a mechanical stage, referred to as the delgg,sdince it changes the time delay
between the two pulses. Before going into the experimerlild, a detailed discussion of the
probing mechanisms are necessary.

After the carriers are excited by the pump pulse, they wilhf@ome energy distribution. As
discussed in Sec. 3.2, this is initially a nonthermal disttion, but after some time it will become
thermalized. In either case, the probing of carriers ine@slessentially the same processes as the
pumping of carriers, but to measure the density of carrietiseaprobing energy, the absorption of
the probe is constantly monitored, by measuring eitherefiectance or transmittance (or both).
Depending on the energy of the probe and the energy of thexsabeing probed, in the simplest
cases the absorption can either increase or decrease jsolkahge in absorptioda will provide

information about the density of carriers at the probinggies.

3.3.2 Optical probing of carriers
3.3.2.1 Photobleaching

In this simplified, yet very common case, the absorption eftiaterial depends only on the density
of carriers present. At each energy there are only a limitedber of available states for carriers
to occupy. Once these states are significantly filled, altieorat this energy is reduced, and the
semiconductor is considered to be “saturated” at this gnérigerefore, if we calNg the carrier

density that causes the absorption coefficient to drop to,30@6 the the absorption coefficient

can be modeled as
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a(n) (3.6)

wheredqg is the absorption coefficient of the material when no casrége present. So, the change

in absorption caused by a nonzero carrier density will beakigu

Ada = ag[(1+N/Neg) 1 —1]. (3.7)

If N < Ngt, as is intentionally the case in pump-probe experimeniscn be approximated as

Aa ~ ———N. (3.8)

So, by measuring the change in absorption of the probe tleatised by the pump, we are essen-

tially measuring the density of carriers excited by the puithp

3.3.2.2 Photoinduced absorption

It is also possible, however, that the carriers excited kypilimp will provide additional excitation

pathways to the probe. This may be caused by several differechanisms, but the term describ-
ing any increase in absorption caused by photoexcitedecamill be referred to as photoinduced
absorption here. The most common mechanism is free cabigarption, which was discussed

previously, in Chapter 2. From that discussion, it is cléat t
Ofree carrier] N. (3.9)

Therefore, assuming there are no free carriers presentebie pump has caused excitation, for
free carrier absorption

Aa = Ofree carrer] N. (3.10)
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3.3.3 Differential transmission and differential reflection
3.3.3.1 Differential transmission

In practice it is not possible to directly measure changebsogption of the probe that is caused
by the pump. Therefore, either the change in transmissidineochange in reflection of the probe
is measured. As discussed in Chapter 2, the transmittanaegin a sample of thicknegswith
absorption coefficientr is T = e 9L, (This is assuming no reflection loss, which is irrelevant
for this discussion.) So, the change in transmission cabgdbe pump-excited carriers, i.e. the

difference between transmission with and without carriers

AT(N) =T(N) —To=e 9NL _ g=oL (3.11)

In the case thahaL <« 1, again as is usually true experimentally, we then have

AT (N)
To

~ —AaL (3.12)

Therefore, by measuring the change in transmission of thiegoraused by the pump, and nor-
malizing this by the transmission of the probe with no pumgspnt, we are essentially measuring
the change in absorption of the probe caused by the pumpn®hisalized change in transmission
of the probe caused by the pump is known as differential tnasson. In experiment, the linear
relationship between the differential transmission areldarrier density is always confirmed by
measuring the differential transmission as a function ahpypower, which is certainly propor-

tional to the carrier density.

3.3.3.2 Differential reflection

Using a reflection to deduce the change in absorption on tier biand, can be much more com-
plicated, depending on the substrate used, since mulgflections should be taken into account.
While this may make it difficult to determine the relationstietween the sign of the change in

reflection and change in absorption, since it may changendipg on the layout of the sample,
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its magnitude is still very useful. As mentioned for the eliffintial transmission measurements,
whenever using differential reflection, we verify that thagnitude of the differential reflection
is indeed proportional to the density of carriers excitedhi®/pump. Therefore, while it is some-
times difficult to determine the mechanism of absorptiomftbe sign of the differential reflection,
differential reflection still conveys the information ofegtest interest in most experiments — the

density of carriers at the probing energy.

3.3.4 Experimental configurations: Time-resolved pump-pobe

A typical experimental setup for a pump-probe measurenseshown in Fig. 3.2. The relative
distance that the probe and pump pulses travel is modifigdyube delay stage with a retrore-
flecting mirror attached. This allows the time delay to bengfeal over a long range (as long as
1 ns, the maximum range of the stage) while still maintairthrey same beam path. This stage,
which is computer controlled, has a minimum step size of 3BQwhich corresponds to a delay
time step size of 2 fs. Both the pump and the probe laser palgesent to the sample and fo-
cused tightly (typically around 2 to #m) using a microscope objective lens. The pump and probe
can be incident on the sample from either the same side @@uagating, shown in the figure)
or from opposite sides (counter-propagating, not showménfigure), depending on the experi-
mental concerns. Then, either the transmitted or reflectedepbeam is collected by a detector
for differential transmission or differential reflectioneasurements, respectively. Also, in some
measurements both are detected simultaneously.

The laser system is summarized in Fig. 3.3. The Millenia BRdipde-pump continuous wave
(cw) laser produces output with wavelength 532 nm. This fhenps the Tsunami, a Ti:Sapphire
laser. For the experiments discussed here, the Tsunammaesl i the range of 775 to 810 nm.
With an 8.5 W Millenia Pro output, the typical output powertbé Tsunami is about 2.3 W. The
Tsunami produces 100 fs laser pulses with a repetition raBOdVIHz via regenerative mode
locking. The bandwidth is tunable and is typically maingdraround 10.5 nm. The Tsunami then

pumps OPAL, an optical parametric oscillator (OPO). The OBAnsists of a signal and an idler

22



Lock-in

| \

Chopper \j

Lasers | > N\
Probe
|
/
\
AN

/
<

\

®

Delay stage
AR Sample
Detectorl E N % D Detector
N Reference

Figure 3.2: Experimental setup for differential reflectimmd differential transmission measure-
ments with reference. This is the co-propagating configumat
output, and with these two in combination with the tuningataifities of the Tsunami, is capable
of producing 130 fs pulses with wavelength tunable betwe&rathd 2.6u m and typical output
power around 200 mW. Other wavelengths can also be obtaijnseldond harmonic generation or
sum frequency generation from various combinations of thpuis of the Tsunami and the OPAL.
In order to measure the differential signals, it is necgssamlachieve a large signal to noise
ratio, since the change in transmission or reflection cannbaler than 10° (0.001%) of the
initial transmission or reflection. Fluctuations of the Ipedaser intensity however, can be as large
as 0.1%. Therefore, since it is impossible to distinguighl) from Ty (i.e. to measurédT by
measuring each individually) in a reasonable amount of tlogk-in detection techniques must be
used. In order to measutd or AR, we modulate the intensity of the pump beam with an optical
chopper and send the transmitted or reflected probe beamhtmadiode, respectively. The output
of the photodiode is sent to a lock-in amplifier that is refieed to the modulation frequency. The
resulting output of the lock-in amplifier is a voltage thapr®portional to the differential signal.
To measurdg andRy, we simply chop the probe and block the pump, and the reguttinput of
the lock-in amplifier is a voltage that is proportionall Finally, we divide these two voltages to
obtain the differential signal\T /To or AR/Rp). (See Appendix A for a more detailed description

of the lock-in detection techniques.)
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Figure 3.3: Summary of laser system and typical operatirrgrpaters for experiments in the
dissertation.

In most measurements discussed in this dissertation, tlaelateon frequency is close to 2.1
kHz, and the lock-in time constant is between 300 ms and 1pgrakng on the signal level, with
a filter slope of 12 dB/octave. With these conditions therlagése can be decreased significantly.
However, although the photodiode has adjustable gainpbtigossible to simply turn up the gain
to increase the signal to noise ratio further — if the noispredominantly from laser intensity
fluctuations, it will also increase. On the other hand, if tleése is predominantly electronic, we
will quickly reach a limit to our signal to noise ratio. Sintte lock-in has a full scale sensitivity of
1 \Volt, we cannot increask or Ry by a very large amount in order to increase the signal to noise
ratio before reaching saturation of the lock-in (electcamise does not increase significantly with
increasing gain for these photodiodes). If it is necessanydrease the signal to noise ratio further,
we can use balanced photoreceivers — these output a vdtigtge proportional to the difference in
the optical powers to each photodiode. In this case, as shokig. 3.2, we send part of the probe
beam that does not make contact with the sample to the otimeofathe photoreceiver, which we
call the reference arm. We then chop the probe before thedasrsplit and send equal amounts
of light to each arm of the photoreceiver using a polarizgnaking the voltage reported by the
lock-in amplifier equal to zero. When chopping the pump, thekdin will still report a voltage
that is proportional téAT or AR, but now we are able to increase the gain of the photorecwiver
increase the differential signals and in turn increase ii@a$ to noise ratio. With this technique,

a noise level of 107 or less is achieved.
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3.3.5 Summary

Time resolved pump-probe techniques allow carrier dynanade studied with a temporal res-
olution as small as 100 fs, which is limited only by the laselsp durations. This is achieved
by using two time-delayed short laser pulses: one to excifgump carriers, and one to probe
them. By measuring the differential transmission or déferal reflection of the probe pulse, and
verifying that it is proportional to the pump fluence, we abteao directly measure the density
of the carriers at the probing energy as a function of timds Gives access to energy relaxation
and carrier recombination processes that occur on ultrasine scales. Using balanced detection
techniques with a lock-in amplifier, we are able to meastuiferéntial transmission or reflection

signals as small as 10.

3.4 Results and discussion: Energy relaxation of carriers

3.4.1 Introduction

Time resolved ultrafast pump probe techniques are very comior studying the energy relax-
ation or recombination of carriers in semiconductors. Ashsa wide variety of materials have
been studied extensively such as bulk G&&%'! GaAs/AlGaAs quantum well$? and epitaxial
grapheneé®4°just to name a few. Therefore, in this section | will mainlgaliss results for a
material that has been studied relatively less: reduceuhgrae oxide. These results are not only
interesting for the sake of promoting this method of prootucdf graphene as producing a material
that retains the properties of intrinsic graphene, butladszmuse they demonstrate the type of infor-
mation that can be obtained from time resolved pump-prob&sorements. After the discussion
of the reduced graphene oxide results, similar results/BiSe quantum wells and single-walled

carbon nanotubes will be briefly discussed.
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3.4.2 Reduced graphene oxide
3.4.2.1 Introduction

Graphene consists of a two-dimensional honeycomb latfi@adon atoms. Heavily promoted
for use in a wide variety of applications, including high sgeransistorg® ultracapacitor$, and
solar cells?® graphene has been studied extensively within the past faesgince it was initially
popularized by Nobel winners Andre Geim and Konstantin Ne¥ov2* For an in-depth review of
the properties and previous ultrafast studies of graptss®eAppendix B. One important challenge
in the progress of graphene lies in finding an efficient metifgaloduction that produces a material
that keeps the properties of ideal graphene. Thereforeyaledifferent methods of production of
graphene have been developed as discussed in Appendix B, iamtecessary that each type of
graphene be characterized.

Ultrafast studies of graphene can be invaluable due to tagwely short carrier lifetime. One
such type of graphene is graphene produced by the chemuattren of graphene oxide, or
reduced graphene oxide. This method can produce largeitiesiot graphene efficiently by spin-
coating or solution printing techniques, but generallyvehia lower mobility than what is present
in pure graphene. Nevertheless, ultrafast studies ofypesaf graphene can be useful for possible
future applications and studies. Here, two different typesxperiments will be presented: one
using the standard two-color pump probe configuration, hagécond using a single color pump
and two probes of different colors. The first essentiallwsgsras a method for identifying that
this type of graphene shows “graphene-like” propertiee Jécond can be used to deduce import

guantities, such as the optical phonon emission time andygmelaxation rate.

3.4.2.2 Ultrafast time-resolved pump-probe studies of reaced graphene oxide

In both experiments, graphene oxide flakes, synthesizew) @simodified Hummers’ methdty,
were spin coated on a quartz substrate to form a film, whichthes transformed to a multi-

layer graphene film by thermal reduction at 1000%Gn order to obtain a thick sample, a high
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Figure 3.4: (a) NormalizedT /To for pump fluences of 22 (squares), 44 (circles), 92 (up-tiies),
and 118uJ/cnt (down-triangles) for a fixed sample temperature of 293 K. ifiset shows the
peakAT /To for various pump fluences. (b) Pump-probe scheme. Data froncRaet al.!
concentration solution 4 mg/ml was used and the spin-cgatas repeated four times. Since the
thickness was controllable in this experiment, the diffdigd transmission configuration was used
— the thicker sample will lead to a larger signal for diffeiahtransmission, and the sign of the
signal is more easily related to the sign of the absorptiangk. The number of graphene layers
is determined to be about 50 by using an atomic force micpmscédditionally, the absorbance
of the sample at 750 nm, is measured to be about 50%.

Carriers are excited with a pump pulse with a central wayglenf 750 nm, a pulse width
of 0.1 ps, and a spot size of approximatel Zm full width at half maximum (FWHM). The
probe pulse for this experiment has a central wavelengti0fr8n, a pulse width of 0.19 ps, and
was focused to a spot size alum FWHM. For this experiment, the probe is obtained from the
output of the Tsunami and the pump from second harmonic g&aerof the signal output of the
OPO, which is tuned to 1500 nm. The pumping and probing schestewn in Fig. 3.4(b). Since
graphene has no band gap, excitation by either laser pules garriers energhicw/2. Hence,
when carriers occupy the probing energy states, which areee at 0.765 eV, half of the probe
photon energy, the transmission of the probe through thekeawill increase due to state filling
effects. This is determined based on the wavelengths ofthg@nd probe, the band structure of

graphene, and the positive sign of the differential trassion signal.
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Figure 3.5: (a)AT /Tp measured for sample temperatures of 9 (squares), 115&jireind 240 K
(up-triangles). The inset shows the decay time of the diffeal transmission signal for various
lattice temperatures with an average (solid red line). @)yi€r temperature (left axis) and average
carrier energy (right axis) deduced from #h& /T curve at 9 K. Data from Ruzicket al.!

First, in order to verify thatAT /Tp O N, the peakAT /Top was measured for various pump
fluences, as shown in the inset of Fig. 3.4(a). (Data from ¢kaat al.1) We observe that the peak
AT /To is proportional to the pump fluence via a fit with the solid rieé] This confirms that the
change in absorption of the probe is due to state filling &fand that the differential transmission
is in fact proportional to the carrier density. We then stthty carrier dynamics for various pump
fluences, and hence various carrier densities. Figure)ZH¢avs the normalizefT /Tp for pump
fluences of 22 (squares), 44 (circles), 92 (up-triangle®), H.8uJ/cn? (down-triangles) at room
temperature. From these measurements it appears thatetgy ealaxation is not affected by the
carrier density.

This result is in opposition to existence of a “phonon boitlek” effect, which has been ob-
served in epitaxial graphene on St&>1Essentially, as the carriers relax via the emission of opti-
cal phonons, these phonons can feed energy back into thergawpulation, leading to a slowing
down of the energy relaxation. This may be hard to observedsd measurements however, since
a wide range of carrier densities is not available, and tlagé in decay time due to this effect
may be smaller than the uncertainty in such a measurement.

In order to investigate any possible effects of the latteragerature on the carrier relaxation,

it is varied from 9 to 300 K. The time dependent differentralnsmission is measured over this
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lattice temperature range with a few examples shown as thbalg in Fig. 3.5(a). In these
measurements, the peak energy fluence of the pump pulse igJl&8?. Using the absorption
of 50%, the excited areal carrier densities in the first amddbt graphene layers are estimated to
be about & x 1012 cm~2 and 33 x 1012 cm 2, respectively. (See Appendix D for information on
how the carrier density is defined for graphene.) It is imgairto note that although the density in
the front layer is about 20% of the density of states in grapheithin the pump bandwidth (0.02
eV),%2 no significant absorption saturation is expected due tafakt thermalization of carriers:
the carriers excited by the earlier part of the pump pulserapelly scattering to other energy
states, making room for the excitation of carriers by thetgtart of the pulse.

The temporal dynamics of the measurements in Fig. 3.4 andFtgare consistent with the
following picture that has been established in previoudistiof graphene, which was discussed
in detail in Appendix B: After the carriers are excited wittetpump pulse, they quickly reach a
hot distribution via carrier-carrier scattering withinimé scale on the order of 0.1 ps. Then, the
carriers cool through carrier-phonon scattering (maimical phonon emission) on a slower time
scale on the order of 1 ps. This energy relaxation causessitreake in the carrier density in the
probe states, and therefore the decreagdifily. Carrier recombination occurs on a much longer
time scale. Therefore, since the probe energy is rather, lighnot seen in this experiment. The
effects of the lattice temperature on the relaxation of gneiers is quantified by fitting a portion
of the differential transmission curve from 0.2 to 0.6 pshwatsingle exponential decay function.
The solid line in Fig. 3.5(a) shows an example. The obtairethg time constants are plotted in
the inset of Fig. 3.5(a). No systematic variation is obsgnand an average value of 0.14 ps is
obtained.

The fact that there is no dependence of the carrier energyatbn on the lattice temperature
is, however, not surprising. As stated previously, immesdyaafter excitation, the carriers form a
hot (i.e. thermalized) distribution. The energy relaxatibat follows is then dominated by optical
phonon emission. Due to the high excitation excess ener@3 @), a large number of optical

phonons is emitted, which causes a significant deviatioheophonon distribution in the excitation
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spot away from the equilibrium distribution dictated by #@mple temperature. Therefore, since
the carriers experience a much higher lattice temperatarethe temperature of other parts of the
sample, the overall sample temperature has no influencesarathier dynamics.

Assuming a Fermi—Dirac distribution is rapidly establidhght after the excitation, i.e. the
carrier-carrier scattering time is much less than the apgibonon emission time, we can estimate
the initial temperature of the distribution as discussefen. 3.2.2. Using Eq. 3.5, and since the
density of states of graphene is proportiondtt(see Appendix B), the initial carrier temperature
is approximately 4300 K. SincAT /Ty is proportional to the density of carriers at the probing
energy, we can calculate how the temperature and the averaggy of the carriers change over
time using the measurelil /Ty, and assuming the peak value®®¥ /Ty corresponds to a carrier
temperature of 4300 K. These calculations are shown in Fig(bB using data from the 9 K
measurement—the calculations for measurements takendifidnent lattice temperatures give
roughly the same values and show the same behavior. The tatupeeof the carriers decreases to
approximately 1500 K within 1.5 ps, and then decreases muxi slowly after this.

In summary, the ultrafast carrier dynamics in reduced geaploxide are similar to those in
other types of graphene samples indicating that graphesduped by this method is similar to
intrinsic graphene. This is demonstrated by the fact thettrriers rapidly lose their energy and
leave the probing window within 2 ps. Also, no dependencéhefdecay on carrier density was
observed, which is in opposition to a phonon bottleneckceffddditionally, no temperature de-
pendence on this relaxation is observed, most likely dukddniigh local temperature experienced
by the carriers. Finally, based on these measurementspéaap that the average energy of the

carriers decreases by about 0.5 eV in 1.5 ps.

3.4.2.3 Two-probe study of hot carriers in reduced graphenexide

In this experiment, hot carriers were studied in the samaaed graphene oxide thin films, but
two probes of different colors were used instead of just gleione. By precisely overlapping the

two probes in time, and measuring the time between which ifferehtial transmission signals
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peak with each probe, we are able to monitor the density ofetarat two different energies for
various times after excitation. From this, it is then polesib find the exact time it takes for carriers
to relax from the first probe energy to the second. This hasrabadvantages over the previous
technique. First, the optical phonon population shouldb®as high at the early time delays, so
any effects of those on the energy relaxation will not be ket Second, for this same reason we
are able use the time difference to more accurately deteramrenergy relaxation rate, assuming
the carrier distribution is immediately thermalized.

Figure 3.6 summarizes the experimental setup and pum@@citeme. Carriers are excited
with an 800-nm, 100-fs pump pulse, which is focused to a siapproximately 23 um FWHM.
This is obtained from residue Ti:Sapphire laser, which @adisrough the idler output of the OPO.
To detect the carriers, we use one of the two different prablees of central wavelengths 1714
and 857 nm, respectively. The 1714-nm probe is produced frardler output of the OPO,
and the 857-nm probe is obtained from second-harmonic geoerof the 1714-nm probe using
a beta barium borate (BBO) crystal. The pulse width of ead@0iand 150 fs, respectively, and
both are focused to a spot size of approximatef/idm (FWHM). The two probe pulses are pre-
cisely overlapped using sum-frequency generation in a GafAgle grown along the [110] direc-
tion that is mounted directly next to the graphene samplerepgatedly obtaining the maximum
sum-frequency generation (and therefore best temporalapyewe find that we can consistently
overlap the two probe pulses in time with an error smallen thés.

The differential transmission of each probe is measurel tiwite, while pumping an average
areal carrier density of.2 x 1013 cm2, as shown in Fig. 3.7(a). (Data from Ruzicétzal.?) The
0-ps probe delay is defined arbitrarily here, since only tifferénce in time between the peaks
of the two curves is relevant. However, the 0-ps probe dedagxpected to be very close to the
peak of the 857-nm probe since the photon energies of thexB0pump and the 857-nm probe
are close. The inset of Fig. 3.7(a) shows another scan thatakan closer to the peaks. The peak
of the differential transmission with the 1714-nm probewsapproximately 47 fs after the peak

of the 857-nm probe.
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Figure 3.6: (a) Experimental setup for two-color probe expent. (b) The excitation and probing
scheme.

In order to investigate the dependence of the relative peagston the carrier density, this
measurement is repeated with various carrier densitiehagging the pump fluence. The results
are summarized in Fig. 3.7(b). The peak time of the 1714-rvhgrchanges systematically with
the carrier density, while the peak time of the 857-nm prameains unchanged. At a density of
1.5 x 1012 /cn?, the 1714-nm probe peak occurs about 92 fs later than then8b@robe peak.
When the density is increased to<3.0'3 /cn?, the 1714-nm peak shifts earlier, occurring about
37 fs after the 857-nm peak. As discussed in Appendix B, i@sonable to assume that the ther-
malization occurs rapidly and therefore when the diffastitansmission of either probe reaches
a peak, the distribution can already be described usingiFHemac statistics. Hence, the data can
be interpreted as follows: When the differential transiisgand therefore the density of carriers
seen by the probe) peaks for the 857-nm (1714-nm) probe vérage energy of the carriers is
approximately equal to the central probing energy of 0.7Z@86 eV), half of the probe photon
energy. The difference in the peak times gives the time eggdkr the average carrier energy to
decrease by 0.36 eV (from 0.72 to 0.36 eV). For example, in Big(a) the energy relaxation of
0.36 eV takes 47 fs. This corresponds to an energy relaxaditenof about 8 meV/fs. We can
extend this analysis even further, since it is known thatdihminant energy relaxation channel is
the emission of G-mode optical phonons with an energy 0.19% & herefore, under the previous

assumptions, at this carrier density, the optical phonoisgion time is 4% (0.195/0.36) = 25 fs.
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Figure 3.7: Differential transmission in reduced grapheriele for the 857-nm (triangles) and
1714-nm (circles) probes with an average areal carrierityenfs2.3 x 102 /cn?. The inset shows
another scan performed closer to the peak. (b) Normaliziéereintial transmission in reduced
graphene oxide with the 857-nm (triangles) and 1714-nrolés) probes with average areal carrier
densities of 1.5, 2.9, 11.7, 17.6, and:3Q0'2 /cn? from top to bottom. (c) Energy relaxation rate
and optical phonon emission time deduced from these measats. Data from Ruzicket al.?
Using the same analysis for different pump powers leadsdadbults in Fig. 3.7(c). Ata
density of 15 x 10'? cm~2, the optical phonon emission time is about 50 fs, correspaib an
energy relaxation rate of about 4 meV/fs. When the densitycieased to % 103 cm2, the op-
tical phonon emission time decreases to about 20 fs, camnelspg to an energy relaxation rate of

about 10 meV/fs. The values of the optical phonon emissioa &is well as the density dependence

determined in this way are reasonably consistent with tic#reoretical calculations®>°

3.4.2.4 Summary

Clearly, these results show a difference in the energy atilax rate. For a carrier density on the
order of 182 per layer, in the first experiment, it appears that the awesmergy of the carriers
decreased by about 0.5 eV in 1.5 ps, while the second exparshews that the average carrier
energy decreased by about 0.36 eV in 47 fs. The reason foigbeedancy most likely lies in the
difference in measurement method. Wang et al. found thatadgeling differential transmission
measurements in epitaxial graphene with coupled electrdroptical phonon rate equations, after

the first 200 to 300 fs, the optical phonon population reaehesmximum, which presents a bot-
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tleneck to subsequent coolirg Since, as demonstrated in the first experiment, reducedgnep
oxide appears to behave the same as epitaxial graphenandsslikely the case that the same
is occurring here. Therefore, the slower decrease in agecagier energy observed in the first
experiment is most likely caused by this same bottleneaceffSince the two-probe study re-
lies on determining the position of the peaks of the difféeriransmission curves, which occur
within 50 fs or so of carrier excitation, it has the advantafi@mot being influenced by a large
optical phonon population. Hence, the second method messelaxation of carriers from optical
phonon emission alone, while the first method is actuallysugag the relaxation of carriers from
optical phonon emission as well as energy gained back frenopiical phonons.

In summary, reduced graphene oxide was studied usingastrpfimp-probe techniques. First,
a single probe was used to measure the differential trasgmigecay time as a function of carrier
density and lattice temperature. The relaxation of thaearfrom the probing energy was found
to be independent of both. Also, the decay time was found tsirbdar to that observed in other
types of graphene, and therefore this type of graphene iscéxq to have similar properties to
those of pure graphene and may be useful due to its favorabtigtion process. Additionally,
reduced graphene oxide was studied using a two-color piciesee, which allowed us to deduce
the optical phonon emission time. The optical phonon emmssme was found to decrease with

increasing carrier density, which is consistent with rét¢keoretical calculations.

3.4.3 Other semiconductors

These techniques can be applied to a wide variety of semimxois, provided the band gaps are
reachable by the laser system. Two such examples are Si¢i@dum wells and single walled
carbon nanotubes. Strained Si/SiGe, structures have attracted attention for several years due
to their possible electronic and photonic applicationsecHjrally, they can be ideal for use in
integrated optoelectronic devices: the Si is present fey @ategration, and by controlling the
relative concentrations, i.&, the strain can be actively controlled, which changes thl lgap

and therefore the optical propertiggCarbon nanotubes have many possible applications as well
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such as solar cell® supercapacitors, and composite materfalherefore, it is important for
both materials to obtain information about the carriettiiifee and/or energy relaxation rate, which
can be inferred from time resolved pump-probe experiments.

The Si/SiGe quantum well sample is grown by solid source outée beam epitaxy on Si (001)
wafers, as discussed by Wang et.>&lt consists of a thin layer of Si grown at low temperature
(650 °C) on a thick buffer layer of $ixGe, (4000 A) as a virtual substrate, and ten periods of
Si/Sh_xGe, quantum wells. Hence, the sample is on a thick wafer and refibie not transparent.
To study the carrier dynamics we use a 170 fs, 737 nm pump jpndea 170 fs, 810 nm probe
pulse, both focused to a spot size of aboytr® FWHM. The 737 nm pump pulse is obtained
from second-harmonic generation using a BBO crystal of itpeas output of the OPO, which is
tuned to 1474 nm. The carbon nanotube sample is over 90% seduicting and has a diameter
distribution as described by Ren et38lIn order to study the carrier dynamics of this sample, we
use the same 810 nm probe pulse and a 750 nm pump pulse, ob&singeviously discussed.
Both are focused to the sample to a spot size of approximatgiy full width at half maximum
(FWHM).

Results of the basic time resolved pump-probe measurerfeertsth materials are shown in
Fig. 3.8. Figure 3.8(a) shows the differential reflectionttoe Si/SiGe quantum well sample as
a function of probe delay for a peak pump fluence of 1Mdcn? and the inset shows the peak
differential reflection as a function of pump fluence. Theayeaf the differential reflection is best
fit as a bi-exponential (red line), which results in a fastayetime of 13 + 2 ps and a much slower
decay time of 495 + 3 ps. The first decay time is most likely edusy the energy relaxation
of carriers and the second is caused by carrier recombmatial therefore reflects the carrier
recombination rate. Additionally, the rising time is apgroately 1 ps —i.e. it is longer than the
pulse width of 170 fs. Therefore, this time indicates thectitrtakes for the carrier distribution to
reach a peak in density at 1.53 eV, after starting out witmayeenergy 1.68 eV.

Figure 3.8(b) shows the results for the single walled camemotubes. The inset shows the

peak differential reflection measured as a function of pealdent pump fluence. The main part
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Figure 3.8: (a) Time resolved differential reflection measuent of Si/SiGe quantum wells with a
110 pud/ent peak pump fluence (737 nm pump and 810 nm probe). (b) Diffedlawflection for
single walled carbon nanotubes as a function of probe delayalized for various pump fluences.
Both insets show the peak differential reflection as a famctif pump fluence with a linear fit.
shows the normalized differential reflection for fluences26f 68, 125, 155 and 188J/cnt,
which we investigate to see if there is any dependence ofdlaation on carrier density (i.e.
any strong hot phonon effects). It appears that the signadydeas a bi-exponential with time
constants of 6+ 0.02 ps and B+ 0.2 ps, which are independent of pump fluence. Since both
decay times are relatively short, the first may be causeddyralization and the second by carrier
relaxation. These two measurements demonstrate how sitgole use time resolved pump-probe

measurements on a wide variety of semiconductors to extfactmation about the carrier lifetime

and carrier energy relaxation.

3.5 Summary

Ultrafast time-resolved pump-probe techniques can be tgsedtain information about the life-
time and energy relaxation rate of carriers in semicondscithese techniques involve measuring
either the differential reflection or differential transwsion of a probe pulse as a function of time
delay between the probe and pump pulses. The differerdiastnission and differential reflection

is proportional to the density of carriers excited by the pumhich can be easily verified exper-
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imentally. Results were presented on reduced graphene.okidhese experiments it was found
that the differential transmission displays a behaviot ihaimilar to other types of graphene, and
therefore graphene produced in this way is similar to istargraphene. Also, using a two-color
probing scheme, the optical phonon emission time can becgeldand for a carrier density of
1.5 x 10'? cm~2, the optical phonon emission time is about 50 fs. When thsitieis increased
to 3x 1013 cm~2, the optical phonon emission time decreases monotonitatpout 20 fs. This
decrease is consistent with recent theoretical calculstod the carrier density dependent optical
phonon emission time. Additionally, results on Si/SiGemuan wells and carbon nanotubes were

presented, in order to show the applicability of these tephes to a wide variety of materials.
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Chapter 4

Diffusive carrier transport

4.1 Introduction

Transport of charge carriers in semiconductors plays aengigs$ role in several electronic ap-
plications. There are two main mechanisms for carrier prarts drift and diffusion. The key
parameters describing the two processes are mobility dhdsidin coefficient, respectively, and
the two are related by the Einstein relation. Since the pariglescribed by these two quantities
is determined to a great extent by scattering, both of theseetated to the microscopic quanti-
ties of mean-free time and mean-free path. For photoexcaeatkrs, both electrons and holes are
present. Therefore, due to the Coulomb attraction betwestwto, they move as a pair through the
semiconductor. Hence, the transport of such electron-pails is known as ambipolar transport
and the diffusion is known as ambipolar diffusion. Ambipaldfusion plays a very important role
in a wide variety of optoelectronic devices. For examplea iphotovoltaic device, the absorbed
photon energy is transferred by diffusion of the electrofelpairs before the charge separation.
Ultrafast lasers have the unique ability to measure cepiaperties of a material without mak-
ing a physical contact. Of particular interest for a wideriety of semiconductor applications is
the mobility, which essential determines the speed andesifiy of any possible device that may

be created from the material. The mobility is typically me&asl by the application of electri-
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cal contacts for Hall effect measurements, which direathates the mobility to the more easily
measurable quantities of resistivity and current. Whikeafdst laser techniques cannot directly
measure the mobility of a semiconductor, they do have adoae®sl-time and real-space carrier
dynamics, which allows for the direct observation of thdudifon of carriers. This in conjunc-
tion with the ability to accurately control the energy andsity of carriers excited by laser pulses
makes it possible for ultrafast laser techniques to proa&iden-contact and noninvasive method to

measure the mobility of carriers in semiconductors.

4.2 Diffusion of carriers in semiconductors: Theoretical ds-

cussion

4.2.1 Diffusive transport and carrier mobility

A current in a semiconductor can be caused by two differerchaeisms: drift and diffusion. The
first mechanism, drift, involves the movement of charge duart electric field. The force on a
particle of charge due to electric field&E will be F = gE. However, since scattering occurs as the
particle will collide with other particles or impurities the crystal, the particle cannot accelerate
indefinitely. This results in repeating periods of accelerafollowed by a reduction of velocity
as the particle undergoes a collision. The average dritioisi of the particle, i.e. the average

velocity attained between collisions is defined as

Vg = UE, (4.1)

wherepu is known as the mobility of the particle. The drift currennhdéy will then be

J¢ = gnvg = gnuE, (4.2)
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wheren is the density of particles. The particle chagyean be eithere for electrons ore for
holes, where is the magnitude of the electron charge. The total driftentrdensity will be equal
to the sum of the electron and hole drift current densities.

Of particular interest here is the second mechanism, diffysince this is directly observable
using temporally and spatially resolved ultrafast pumpbertechniques. The classical definition
of diffusion is “the process whereby particles flow from aioegof high concentration toward
a region of low concentratior?’Therefore, it is straightforward to define the diffusion remt

density as being proportional to the gradient of the cadsrsity distribution, i.e.
Ji =qD0On. (4.3)

HereD is the diffusion coefficient (a positive constant with urits?/s) andn is the carrier density
as a function ofx,y, z).

Finally, the total current density is equal to the sum of th# dnd diffusion current densities:
Jiot = gQnUE 4+ gD0n. (4.4)

Interestingly, although the processes seem quite diffetea mobility and diffusion coefficient

are related through the Einstein relation:
D
—=—. (4.5)
u

This relation arises through the fact that even if the tatalent density is zero in a semiconductor,
a nonzero spatial carrier density distribution with a neozgradient may still exist. Then, by Eq.
(4.4), the two components must be balanced. This is achieyeuh electric field caused by the
nonuniformity of the spatial distribution of carriers: Thkectric field will beE = —[g whereg

is the electric potential, and at each positgpdepends on the energy of the carriers, which itself

has an energy distribution (Fermi-Dirac or Boltzmann),deethe proportionality tégT .

40



Therefore, by measuring the diffusion coefficient and witlokledge of the carrier tempera-
ture, we are able to deduce the carrier mobility. As disaligseChapter 3, the temperature can
be calculated as from the pump wavelength as long as the barmtuse and density of states are
known. Additionally, the diffusion coefficient can be ditlgameasured using spatially and tempo-

rally resolved ultrafast pump-probe techniques, which meldiscussed in the following sections.

4.2.2 Diffusion of a Gaussian spatial distribution of phot@xcited carriers

In the experiments discussed here, the spatial distribati@arriers is always Gaussian in shape,
since that is the shape of the laser spot used for excitafiberefore, it is important to discuss
the particular case of the diffusion of a Gaussian spatstidution of carriers. For simplicity, we
define the carrier density spatial profile in spherical cowmtes at time asN(r,t). If at timet =0

this is Gaussian, then the profile will have the form
N(r,0) = Noe~4In(r?/wg (4.6)

wherewg is the FWHM at timé = 0.

Since the photoexcitation will lead to the generation oéfedectrons and holes, which are
oppositely electrically charged, the two will attract eather and move as a pair. Therefore, the
observation of any transport bfwill not be unipolar, i.e. the transport of either electran$oles,
but will instead be ambipolar. This means that the diffusioefficient or mobility that is observed
will be the effective value of the electron-hole pair. Foistreason, it is important to add the
subscripfa, to denote that the transport processes are ambipolar dnchipolar.

In order to see how the spatial carrier density distributilh change during the transport
process we use the charge continuity equation, which gheestiationship between the change in

time of the distribution of carriers and the change in space:

N 1 )
— =-0- = D4“N. 4.7
ot q Jfa a ( )
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This assumes that the total density of carriers is constantyo carrier recombination or genera-
tion is occurring. It is easy to check that a solution to tljaation is another Gaussian, but with a

linearly increasingv?(t): >’
N = No (Wﬁ) e A2 ) @.9)

where

WA(t) =W+ 16In(2)Dat. (4.9)

In the experiment, it is possible and likely that carrierambination is occurring during the
diffusion process. However, the only effect that this wilvie onN(r,t) is to decrease its height
over time. This amounts to adding a factor-ef/7 in the exponential, where/1 is the carrier
relaxation rate. The overall result, however is still theneaby measuring the width of the Gaus-
sian profile over time, and fitting this squared with time, va@ ceduce the ambipolar diffusion
coefficient,D,, from the slope.

Finally, using the ambipolar transport equations deriwetllbamen, we can relate the ambipo-
lar diffusion coefficient to the unipolar diffusion coeffitits® Since we inject an equal density of

electrons and holes, the ambipolar diffusion coefficierit lva

DeDh

Da= ,
2 De+ Dy

(4.10)

whereDe andDy, are the diffusion coefficients for electrons and holes,eesgely.

4.2.3 Summary

Carrier transport is caused by two main mechanisms: drdtdifiusion of charge carriers. The
key parameters for the two are the mobility and the diffusioafficient, respectively. Although
they are different processes, the two are in general reldteé&instein’s relation, which states

that the diffusion coefficient to mobility ratio is equal kgT /e. Diffusion of a Gaussian spatial
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distribution of carriers will cause the distribution to raim Gaussian, but have a decreased height
and a linearly increasing squared FWHM with time. Therefbsgemeasuring the FWHM of the
spatial profile as a function of time, we are able to deducdlitffiesion coefficient. Additionally, if

the pumping energy and band structure are known, we can aséfthsion coefficient to deduce

the mobility.

4.3 Experimental techniques: Spatially and temporally reslved

pump-probe

4.3.1 Introduction

Previously, ambipolar diffusion has been studied by séwgiical techniques including transient
grating and photoluminescence. In transient-grating exysnts, a periodic spatial distribution
of carriers is generated by the interference of two lasesgsjlwhich are incident on the sample
from different angles. The decay of this periodic distribntis then detected by the diffraction
of a third pulse, and the diffusion coefficient can be deducenh this decay:>~’ Photolumi-
nescence spectroscopies, both in the time-of-flight cordtgpn?223 and the spatially resolved
geometryl8-21.57-60have also been applied to study ambipolar diffusion. Theafsspatially
and temporally resolved pump-probe techniques to measuogalar diffusion, however, is very
rare. Yet, this technique has several advantages over tieesotFirst, relatively small diffusion
coefficients can be measured by focusing the laser spoty/tayid observing the diffusion over a
relatively long probe delay (about 1 ns maximum for the camfigjon used in these experiments).
Second, these techniques allow the direct observationeoéxpansion of the carrier density pro-
file, and therefore provide information about any changeakendiffusion coefficient that may be
caused by carrier or lattice temperature.

The rarity of such spatially and temporally resolved pumpbe techniques is due in part to the

difficulty of achieving a high spatial resolution. Howewis is achievable by tightly focusing the
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laser spots down to roughly@m with objective lenses with a high numerical aperture (N&4).

In most pump-probe experiments common lenses are usuaitly which typically results in laser
spots on the order of 100m. This ability to focus the beam to a small spot size in addito the
ability to temporally and spatially control the overlap bétpulses allows the direct observation of

carrier diffusion and in most cases, the deduction of mghfitom this.

4.3.2 Experimental configurations: Spatially and temporaly resolved pump-

probe

These experiments are nearly exactly the same as the tsnb«ed pump-probe experiments dis-
cussed in Chapter 3. The only difference is that now we ireli ability to control the spatial
overlap of the pulses in addition to the temporal overlapis Hflows us to go to a certain time
delay and measure the differential reflection or differrttansmission as a function of the posi-
tion of the probe spot relative to the pump spot, which essénamounts to measuring the spatial
distribution of the carrier density as a function of time.

The control of the spatial overlap of the pump and probe gutae be achieved in two different
ways, depending on if the co- or counter-propagation corditpn is used. In the co-propagating
configuration, as shown in Fig. 3.2, the overlap is contcbbig slightly changing the angle of the
beam splitter that sends the probe or pump to the objectng [€his small change in angle will
lead to a shift in the relative position of either beam on thmgle. The change is later calibrated
to a real distance change on the sample. In the countergatipg configuration, either one of
the pump or probe objective lens is mounted on a linear coamqmantrolled stage. By moving
the stage a certain distance, the relative positions ofribleegand pump are changed by that same

distance.
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4.3.3 Deduction of carrier diffusion coefficient and mobilty from ultrafast

pump-probe measurements

Finally, in order to deduce a diffusion coefficient, this sglascan procedure is repeated at various
time delays. Since the pump laser spot has a Gaussian shagpdtial profile at each time delay
will also be Gaussian. Itis in fact a convolution of the Gaarsprobe spot and the Gaussian carrier
density profile. The spatial profiles are all fit to a Gaussiave using the Levenberg-Marquardt
algorithm through Origin software. From this we obtain tMHM as a function of probe delay.
The slope of a linear fit of the FWHM squared with probe delayd#id by 161{2) ~ 11 then
gives the diffusion coefficient, which is typically repatti units of cn/s.

Three important things to note are as follows: First, thee&se in height of the spatial profiles
over time that is caused by the energy relaxation or cagmymbination does not affect the result.
This affects the height\p, of the Gaussian curve and not its width. Second, the fatthisis a
convolution of the carrier density profile with the probedaspot also does not affect the result:
The width of the spatial profile will ber= /W,Z\l +Ww2, wherewy is the width of the carrier density
distribution andwp, is the width of the probe spot. Therefore, simz%is present on both sides of
Eq. (4.9), it will cancel. Third, while Egs. (4.8) and (4.9stribe a three dimensional diffusion
process, in the experiments presented here, the carrsatedly only diffuse in two dimensions.
This is because the samples are relatively thin compareket&raleigh range of the pump and
probe beams, i.e. the distance over which the beams focagyesrlthan how far the carriers can
diffuse into the sample along the beam propagation directio

In order to determine the mobility from the diffusion coeftiat for such measurements, it is
necessary to know the carrier temperature,While this can change quickly while the carriers
cool as they collide with the lattice and emit optical phasiome are always able to at least obtain
reasonable estimates based on the minimum and maximum retm@s that are possible. The
maximum temperature possible is that caused by the inixiedéss energy given to the carriers
after excitation. This can be calculated as described inp@ne8, Sec. 3.2.2. The minimum

temperature possible is that of the lattice, which will be tdase once the carriers reach thermal
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equilibrium with it.

4.3.4 Summary

Spatially and temporally resolved pump-probe techniquegssentially the same as time resolved
techniques except for the added ability to measure therdiifeal reflection and differential trans-
mission as a function space in addition to time. A high spagisolution is achieved by using a
microscope objective lens to focus the laser spots. Thergifferential transmission or reflection
can be measured as a function of time and space by going tdieutartime delay and scanning
either pump or probe with a mirror or lens. From Gaussian fitthe width of the profiles as a

function of time, we are then able to deduce the diffusiorffadent and subsequently the mobility.

4.4 Results and discussion: Diffusion of carriers in bulk G&as

4.4.1 Introduction

Similar to the techniques discussed in Chapter 3, spataity temporally resolved pump-probe
techniques can be applied to a wide variety of semicondsictbmeasure the carrier diffusion
coefficient. In this section, results on bulk GaAs will be g@eted in detail, since it is easy to
compare the measured diffusion coefficient with mobilitiest have been measured by others, as
this material has already been studied extensively, buethave been very few previous mea-
surements of the diffusion coefficient in the bulk. Aftershiesults for other materials including
reduced graphene oxide, epitaxial graphene, CVD graplsamgle walled carbon nanotubes and
Si/SiGe quantum wells, will be presented, but with a moreflaescription, since each experiment

follows the same procedure and involves the same measutemen
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4.4.2 Bulk GaAs

While GaAs is most well known for being an ideal platform foetstudy of spintronic8! it is
also an ideal material for the demonstration of a wide vaéultrafast measurement techniques
such as optical injection and detection of charge curréhtmnd detection of spin currents by
second harmonic generatiSf Therefore, it is a good material to begin with to demonsttage
measurement of ambipolar diffusion using the techniqussudised in this chapter. So far, most
experimental studies of ambipolar diffusion in GaAs haverbperformed on GaAs quantum-
well samples?2:23:57.64-T1However, since the scattering rates of carriers in quant@thsamples
are different from bulk crystals due to the change in the ifgio$ states caused by the quantum
confinement, the diffusion coefficients in quantum-well péan are different from those in bulk
samples. Furthermore, in quantum-well samples, the aterbetween the quantum well and the
barrier causes additional scattering mechanisms. Whaatgm-well samples have been studied
extensively?223:57.64-7kstydies on bulk GaAs are raté.

The sample studied for this experiment is a 400 nm GaAs layarglass substrate. Carriers are
injected with a 750 nm, 100 fs pump pulse focused to a spot$iz® pum, which is obtained from
second harmonic generation of the signal output of the OP@ .carriers are probed with a 100 fs
probe pulse with a central wavelength of 800 nm, which isiolethfrom the Ti:sapphire laser and
focused to a spot size of2um. For this experiment, we use the counter-propagating ppirope
configuration and measure the differential transmissidniclvwe confirm is proportional to the
carrier density.

In order to verify that the carrier density profile is symnetwe first acquire the differential
transmission at different probe delays by scanning theemsgnt in the x-y plane. Figure 4.1
shows the measureiil /Ty as a function ok andy for probe delays of 0, 10, 20, and 30 ps. (Data
from Ruzickaet al.3) Here, and in generak =y = 0 is defined as the position where the centers
of the pump and the probe spots overlap, and the probe tleldyis still defined as the time when
the peaks of the pump and the probe pulses overlap. In thisureraent, the pump pulse injects

an average carrier density of aboutti@m=3, and the sample is cooled to 10 K. At= 0, the
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Figure 4.1: Differential transmission for the bulk GaAs gdenas a function of position in the
x-y plane for probe delays of 0, 10, 20, and 30 ps, with a samplpdesture of 10 K. Data from
Ruzickaet al.®

Gaussian shape of tieT /Tp profile is consistent with the pump and probe laser spotsgedine
size is the same as a convolution of the pump and probe spotatefAtimes, the profile remains
Gaussian, as expected from the diffusion model describ&bkm 4.2.2, and becomes lower and
wider due to the ambipolar diffusion.

Since no anisotropic diffusion is observed according ta HdL, to quantitatively study the
diffusion process and deduce the ambipolar diffusion agefit, it is sufficient and more efficient
to measure the cross sections of the profile on the x-axisl&sga number of probe delays. Figure
4.2(a) showd\T /Tp as a function ok andt with ay = 0, i.e. the probe spot is scanned along the
x-direction. A few examples of the profiles at probe delaysl®, 10, 20, 30, 40, and 100 ps,
along with the Gaussian fits, are plotted in Fig. 4.2(b). Bynfit the profiles at these time delays
and several in between, we deduce the squared width as #funéthe probe delay, as shown as
the symbols in Fig. 4.2(c). A linear expansion of the squavielth, as expected from the diffusion
model, is clearly observed over the whole time range medsu¥em a linear fit, we deduce an
ambipolar diffusion coefficient of about 12010 cn/s.

In order to study the diffusion coefficient as a function ahgde temperature, we use the same
procedure and vary the sample temperature in the range D01€.3he results are summarized by
the solid squares in Fig. 4.3. Due to the nonuniformity ofshmple, the diffusion coefficient can
be different at different sample positions. Therefore aathetemperature, multiple measurements

at different sample locations were taken. The plot showsatlegage value and the error bar is
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Figure 4.2: (a) Differential transmission for the bulk Gagssnple as a function of probgosition
and probe delay. (b) Differential transmission as a fumctb probe x position for various time
delays. (c) Plot of width (FWHM) squared as a function of mralelay with a linear fit. Data from
Ruzickaet al .3

from the variance of the measurements. Clearly, the amdmpbffusion coefficient decreases
monotonically with temperature over the range studiednfabout 170 crfis at 10 K to about
20 cnf/s at room temperature.

These results are reasonably consistent with a previousurezaent for a temperature of 60 K
(120 cnf/s).’ Also, it is interesting to compare these results with presip measured mobilities.
The mobilities of electrons and holes in GaAs have been medsy many groups, and the results
from high-purity samples are reasonably consistent. Hadbilities (u;,) that were measured in
high-purity p-type GaAs at sample temperatures of 50, 180, 200, 250, and 300 K are 15, 4.5, 3,
1.5, 0.8, and B6 x 10° cm?/V's.”%"3Electron mobilities fle) have also been determined by using
high-purity n-type samples, and the reported values ard 323, 1.8, 1, and G5 x 10* cn?/Vs
for these same temperatur€s’* Since the diffusion coefficients are measured by measuniag t
change in width over 100 ps, for all of these measuremergs;dtriers are in thermal equilibrium
with the lattice. Hence, from these values, it is straightird to deduce the diffusion coefficients
of electrons and holelS, andDy, for these temperatures by using the Einstein relation, E&).(
While these values are all Hall mobilities, here they arated as drift mobilities for simplicity.
From the diffusion coefficients of electrons and holes, theigolar diffusion coefficients can then
be deduced using Eq. (4.10). The results are plotted as #eales in Fig. 4.3. Clearly, these
results agree very well with these transport measurements.

In summary, the ambipolar diffusion of photoexcited cagi@ a bulk GaAs sample was stud-
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Figure 4.3: Ambipolar diffusion coefficient for bulk GaAs amired as a function of sample (blue
squares) with values calculated from measured electrorhalemobilities (red circles). Data
from Ruzickaet al.®

ied by using the temporally and spatially resolved pumbpriechnique. The ambipolar diffusion
coefficient was observed to decrease from about 1789scat 10 K to about 20 cfts at room
temperature, which is reasonably consistent with valuesickd from the previously measured
mobilities by using the Einstein relation. This experimdetmonstrates the accuracy of such a

technique for measuring the diffusion coefficient.

4.4.3 Other semiconductors

The temporally and spatially resolved pump-probe techmifgn measuring the diffusion coeffi-
cient can be readily extended to a wide variety of semicotmiscas long as pump-probe measure-
ments are possible (i.e. the band gap energy is obtainatie) ean be verified that the differential
transmission or differential reflection is proportionalhe carrier density. In this section, results
on three different semiconductors will be briefly presentgdphene (epitaxial on SiC, reduced
graphene oxide and graphene produced by CVD), Si/SiGe gorawells, and carbon nanotubes.
For each material, a study of the diffusive transport of pbatited carriers is useful, since this
provides an intrinsic measurement of the diffusion coedfiti which does not rely on any electri-

cal contacts, which may drastically effect the resultssti-im brief description of the sample and
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the experimental conditions for each will be presentedpfedd by a summary of the results for
all of the samples.

For graphene, samples produced by three different metheds studied, which are all of
great technological relevance: epitaxial graphene, redlgraphene oxide and CVD graphene.
The first has great potential to be used in semiconductorsimglsince it can be produced on
large scales with a high degree of repeatability on an itisgaubstrate® while the second two
can be produced with low cost and involve techniques thatleady well developed 6 The
epitaxial graphene samples are prepared on a Si-termi6ate®iC (0001) crystalline wafer sur-
face by solid-state graphitizatior:’8 The reduced graphene oxide samples are the same samples
discussed in Sec. 3.4.2. Finally, the CVD graphene sampégs grown on copper foils using
chemical vapor deposition by methane and subsequentlyféraiad to glass substrates.

The carriers were excited in the reduced graphene oxideheneépitaxial graphene using 750
nm, 100 fs pump pulses, focused to a spot size.6fuin FWHM. The carriers were probed by
measuring the differential transmission of an 810 nm, 190rédbe pulse that was focused to a
spot size of 2 um FWHM. Also, for these two samples, the peak fluence of thepputse was
about 17QuJ/cnt. For the CVD graphene sample, in order to avoid a secondanponent of the
signal of unknown origin (possibly due to residue from thierigation process), the idler of the
OPO (1761 nm) is used as a probe instead of the 810 nm Ti:Satoiipe peak pump fluence for
this measurement is also around 200'cn?. While the probe is different for the CVD graphene
measurement, this is not expected to have any effect onshé,reince graphene has no band gap.

The Si/SiGe quantum well samples are the same as those shscusSec. 3.4.3. Also, the
same experimental conditions are used: an 810 nm probe potb@ 750 nm pump pulse are
focused to the sample to a spot size of approximatglyr2FWHM. The peak pump fluence for
this measurement is 110J/cn?. Finally, the same pump and probe conditions are true for the
CNT samples, but a peak pump fluence of 180cnT is used.

In each case, the same measurements were taken as for th&dltk experiment, which

includes data as in Fig. 4.1 and Fig. 4.2. The diffusion coeffits of all of the samples that
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Figure 4.4: Summary of all diffusion coefficients measuregaaious temperatures. Data from
Ruzickaet al.3*

were discussed are shown in Fig. 4.4 as a function of latéogerature (where relevant). We
see that, as expected, the graphene samples have the hdgheson coefficients overall. The
epitaxial graphene sample shows slightly higher diffusioafficient than the CVD graphene and
the reduced graphene oxide samples. This is most likely dlerger grain size in the epitaxial
sample compared to the other two. Most likely graphene mgrediy mechanical exfoliation of
bulk graphite would exhibit an even higher diffusion coeéiit. However, we are not able to obtain
a uniform sample that is large enough to study diffusion ithwlie roughly 2um laser spot sizes.
One important point to make as well, is that the CVD graphangwses were very nonuniform, and
only in a very small area was it possible to obtain a diffusioafficient measurement. Therefore,
since during low temperature measurements it is impossiblasit all sample positions due to
restrictions caused by the presence of the cryostat, the @¥phene diffusion was only studied
at room temperature.

The CNT diffusion coefficient then follows the graphene usibn coefficients and is roughly
a factor of ten smaller. The GaAs bulk then shows the nexekrdiffusion coefficient, and at low
temperature its value is comparable to that of the carbootnhes. The larger effective mass in

the GaAs compared to the graphene and CNTSs is the cause oéshis. At lower temperatures,
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a larger diffusion coefficient in GaAs is due to the fact tineg tarriers are in thermal equilibrium
with the lattice, and so also have a low temperature, in eshtwvith graphene, where the carriers
remain at an elevated temperature, as discussed in Se2.23his results in reduced scattering,
which leads to a larger diffusion coefficient (and mobilityinally, the diffusion coefficient for
the Si/SiGe quantum well sample is the lowest, which may leetduarge scattering between the

well and barrier layers.

4.5 Summary

Two quantities that are of great interest for describingdpert in semiconductors, diffusion coeffi-
cient and mobility, can be studied using spatially and teralbporesolved pump-probe techniques.
By measuring the differential transmission as a functiomath time and space, and observing
how the carrier density profile expands over time, the anmaipdiffusion coefficient can be di-
rectly measured. If the carrier temperature is known, thrsttien be directly related to the more
frequently discussed quantity, mobility, by the Einstalation. Results on temperature dependent
measurements of the diffusion coefficient in bulk GaAs weesented. The excellent agreement
of these with previously measured Hall mobilities dematstithe accuracy of the pump-probe
method for measuring the carrier diffusion coefficient. sTé&xperiment has also been extended to
other semiconductors such as epitaxial graphene on SiGceddyraphene oxide, CVD graphene,
Si/SiGe quantum wells, and single walled carbon nanotuResults on all of these materials were

summarized and reasonable diffusion coefficients werdrodda
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Chapter 5

Ballistic carrier transport

5.1 Introduction

In the previous chapter, diffusive transport was discussetbtail. However, as device sizes are
approaching 20 nm? they will soon be comparable to or even smaller than the mesngath.
This means that carriers can move through the device withofegwen on collisions. Therefore,
this ballistic transport, i.e. transport that does not Imgccollisions, is also of great interest for
electronic applications and in some cases is and will be hhetcansport of interest.

One goal when developing a method to study any material istbaitechnique that is nonin-
vasive and nondestructive. It was predicted many yearstegatte interference between one- and
two-photon transitions that connect the same initial anal fitates can lead to the injection of a
variety of current types depending on the polarizationdheftvo. This includes a ballistic pure
charge current from parallel linear polarizatioffs ballistic pure spin current from perpendicular
linear polarization€® and a spin-polarized charge current from same circularizations This
guantum interference and control (QUIC) technique for tijedtion of currents has been well de-
veloped, first resulting in the demonstration of opticaéatjon and electrical detection of charge
currents in bulk GaA$! This was then followed by several studies where an optichirtigue in-

volving differential transmission/reflection, which whle discussed in more detail in the following
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sections, was used to detect the currents as well. Theselmell-optical injection and detection
of ballistic charge currents in bulk Ga&$,GaAs quantum well§? and germaniun¥? pure spin
currents in GaAs quantum wef8*and germaniun¥® and spin polarized charge currents in bulk
GaAs®®

Since no physical electrical contacts are required for mifection of current using this tech-
nique, itis a clear noninvasive option for studying cursantsemiconductors. This, in combination
with the variation on the pump-probe technique that is $iedio currents, which is referred to as
“differential pump probe,” allows currents in semicondarstto be studied all-optically, with both
optical injection and optical detection. These techniggies access to studies of ballistic currents

in semiconductors with very high spatial and temporal netsmh.

5.2 Quantum interference and control: Theoretical discus®n

As mentioned in the previous section, QUIC techniques carsbd to inject a pure charge current,
pure spin current, and spin polarized charge current, dépgmon the relative polarizations of the
two pump beams. However, of particular interest here is ieeudsion of the charge current
injection. Therefore only charge current injection will Hescussed in detail — the results for
spin injection rely on the same interference principle, tat different polarizations of the two
pump beams lead to different amounts of spin injection. Aisosimplicity, we consider only the
electrons in this discussion.

A charge current is defined as a net flow of electrons. Theiclassthematical definition of a

charge current that is due to electrons moving with veloeitythus
J=—eNv, (5.1)

whereeis the electron charge amdis the density of electrons. This is a more fundamental fdrm o
the drift current density [Eq. (4.2)], where no collisiome & the picture. As discussed previously,

in a semiconductor there is not one velocity, but a distrdsubdf velocities — more specifically a
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Figure 5.1: QUIC excitation scheme. Two pump pulses arelenti on the semiconductor, one
of angular frequencw and the other of angular frequencg2(a) Linear polarizations along the
same directionX here, for example) lead to the injection of a pure chargeeatrr(b) Perpen-
dicular linear polarizations lead to the injection of a psipén current along the direction of the
polarization. (c) Same circular polarizations lead to tijedtion of a spin polarized charge current.
Schematic from Ruzicka and Zh&o.

distribution of carriers with different crystal momenit, If the distribution function in terms d¢
is f(k) (i.e. the number of electrons with wave veckaper unit volume), then the current density

in the semiconductor will be

—Zev(k)f(k):—%gkf(k), (5.2)

whereny, is the electron effective ma$8.Therefore, in order for there to be a net current along
any particular direction, the distribution function cahbe symmetric with respect ta

As illustrated in Fig. 5.1(a), this type of distribution cha achieved by using two frequency
related laser pulses since their transitions will intexféeading to a non-symmetric distribution of
electrons irk-space. Recall from Chapter 2, that the transition rate if@ctlinterband absorption
is proportional to the square of the matrix element conngctine final and initial states of the

transition, as given by Fermi’s golden rule:
Rt OM (5.3)

The interaction of the semiconductor with light, which cesithe transition, can be described using
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the following perturbation Hamiltonian under the electtipole approximation:

Hl~ S A.peiat, 4
g Pe (5.4)
whereP is the momentum operator addis the field amplitudé’ For a photon of frequencyc,

with energyh2w > Eg, the transition amplitude will then be

e
A2w : Pk7 (55)

(f o

ZmZAZw P| >

where f andi represent the final and initial states, respectively, Bpds the momentum matrix
element, which depends da If a photon of frequencyw, with energyhw < Eg < 2hw, two
intermediate transitions will occur leading to the exattatof an electron to the same energy state

as the 2o transition. The first transition to the intermediate staiiélvave amplitude

1.
(|nt| w P

whereint represents the intermediate state. Notice also that thiditaike is decreased inversely
proportional to the amount of energy it is short of for reaghhe conduction band. The transition
from the intermediate state to the final state is similar &itherband transition, but instead of the

momentum operator, the crystal momentum operator mustdmis
(f| = Ag- PK|int) (5.7)
Zm w . .

Then, the transition amplitude for the two photon process is

e’h

e CWLAILPRNI !

= (5.8)

Therefore, when the one- and two-photon transitions odounlsaneously, the transition rate will
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be proportional to

|Asg - P+ (Ag-Pi) (Aw-k)|2. (5.9)

The interference term of the transition rate is the only dnaterest, since this contains an okid
term. Also, recall that we are discussing charge curresttign so the polarizations are along the

same direction, say, So transition rate is finally proportional to
|Pk,x|2kx- (5.10)
Using Eqg. (5.2), the current injection rate along the x-ctian will be

R

Clearly this is is nonzero, since it is an even functioigfand therefore a nonzero current density

de _ I:\>|%f kx

O Z | P x|2K2. (5.11)

will be injected.
With a more detailed calculation, which has been performeBHat and Sipe in gener@and
for GaAs®88 we can additionally see how the current injection rate eslab the magnitude and

phase between the two fiel§8:

dJx

ot 0 2|Eg|?E2e SiN(AQ). (5.12)

Here, E,, andEy, are the amplitudes of the electric fields ah@ = 2@, — @, Whereq,, and
(»w are the phases of the electric fields. In summary, the madmitd the charge current can
be controlled by the relative phase of the two pump fields aediirection of the current can be
controlled by the direction of the polarizations of the feeld

Similarly, Bhat and Sipe have performed calculations toastiat crossed linear polarizations
will inject a pure spin current along the direction of tteefield with a magnitude proportional to
coqAg) [Fig. 5.1(b)], and also that same circularly polarized #elWdll inject a spin polarized

charge current with a directiam = Xsin(Ag) +ycogA@) [Fig. 5.1(c)]. The injection of spin can
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be intuitively understood in terms of spin selection rulelich will not be discussed in detail here.
Essentially either left¢™) or right (c™) circular polarization will inject more electrons with one
type of spin compared to the other, hence the spin polarihadye current injected from same

circular polarizations. The spin polarization of such aydapon of carriers is defined as
I
——— =S/N, (5.13)

whereN' is the density of spin-up electron} is the density of spin-down electrons, afd-
NT — N, is defined as the spin density.

The injection of a pure spin current from perpendiculardingolarizations is less intuitive, but
relies on the fact that crossed linear polarizations areemgdof a combination of left and right

circular polarization$®

B (Y —
= 30 40
_2( ) (5.14)
V= 30 —a").
A pure spin current is defined as
h h
K= éNTvT — éNivi, (5.15)

wherev' is the average velocity of the spin-up (-down) electronser&fore, in order to have a
pure spin current, there must be equal densities of spinagirehs moving at the same velocity,
but in the opposite direction as spin down electrons. Sireréocally and horizontally polarized
light contain different linear combinations of left andhitgcircular components [Eq. (5.14)], spin
dependent calculations that are similar to those in SesHa® that this leads to the discriminatory
injection of one spin system at one k-state and another aigpesite k-stat€ In other words, this
causes the injection of equal densities of spin-up and dpwn electrons with opposite velocities

(v = —v} andN' = NV), so a pure spin current is injected.
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5.2.1 Summary

Two frequency related laser pulses can inject currents éyrierference between one- and two-
photon transitions. The quantum interference of the twositeons causes an imbalance in the
distribution of charge or spin in k-space, which leads to argé current, spin current, or spin
polarized charge current. With parallel linear polariaasi, a charge current will be injected
along the polarization direction, with the injection ratejportional to sitAg), whereAg is
determined by the phase difference between the two fieldseri¥he polarizations are perpen-
dicular, a pure spin current will be injected along the dimt of the w polarization, with the
injection rate proportional to c@&¢). Finally, when the same circular polarizations are used, a
spin polarized charge current will be injected, with thesdtron determined by the relative phase

asm = Xsin(A@) +ycogAg).

5.3 Experimental techniques: Differential pump-probe

5.3.1 Introduction

In order to detect charge and spin currents we again useadtitial transmission or reflection
measurements. However, as discussed in previous chagiféesential transmission and differ-
ential reflection give information about the carrier depsitthey fundamentally cannot directly
measure a current density. Therefore, we instead measispiin or charge accumulation that is
caused by the net flow of charge or spin. Experimentally,gbgentially amounts to measuring the
differential transmission or differential reflection affdrent positions along the current flow and
modulating thecurrent density instead of the pump power or carrier density, as we did in tee p
vious two experiments, hence the name differential punggr Finally, by analyzing the density
of carriers that have accumulated at various positions re/alale to infer the average distance that

charge or spin has traveled, otherwise known as the chag@transport length.
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5.3.2 Derivative detection scheme

First, we consider a charge current injected using the QEd@rique. A Gaussian spatial profile
of carriers will be generated, with an average velocity glarspecific direction. For this example
we will assume the current is moving along théirection. Since the carriers are all moving along
the same direction, after a short time the carrier densfilprwill have shifted, as shown in Fig.
5.2(a). Since this shift is extremely small (on the orderewfst of nanometers), it is not directly
observable using the techniques discussed in Chaptercg in laser spots aretgn FWHM —
much larger than the transport length. However, this praldan by solved by instead measuring
the difference between the moved and unmoved profiles, whioHlatively large even for small
movements due to the Gaussian shape of the profile and igldirelated to the shift in length.
Assuming the current is instantaneously injected at tim@, since the transport lengtth,is much
smaller than the width of the profiley, the difference between the profiles befdt[= 0))] and

after N(t > 0)] movement is

N
AN:N(t>O)—N(t:O)%dZ—X. (5.16)
Sinced is so small AN will be derivative-like, i.e. it will approximately equabtthe derivative
of the Gaussian, as shown in Fig. 5.2(b). Then, using Eq6)bf@r a Gaussian profile it can be

shown that all of the measurable quantities are relatedeteréimsport length through

d= 0.707£w, (5.17)

whereh is the height ofAN andH is the height oN(t = 0).%2 Similarly, for spin transport the two
spin profiles will separate by a small distance as shown in%@c). By measuring the height of
the derivative-like profile caused by the spin separatioshasvn in Fig. 5.2(d), it is also possible
to deduce the spin separation distance using Eq. (5.17).

In Eq. (5.17), we see that in order to measure the transpogthe we must measure the
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Figure 5.2: Derivative detection scheme to spatially nesdiallistic charge [(a),(b)] and spin
[(c),(d)] currents. Panels (a) and (c) show the effects afrgh and spin currents on the carrier
density and spin density profiles, respectively (the magiitofd is greatly exaggerated for clar-
ity). Panels (b) and (d) show the resulting charge and smiaraalation, respectively.

height of the spatial profild;l, the width of the spatial profilay, and the height of the derivative,
h. The first two are measured as discussed in Chapter 4, byisgattve probe spot across the
pump spot and measuring the differential transmission ftgat®on at a time close to zero delay,
when the signal has reached a peak. The heigig proportional toAT /Tp or AR/Ry andw is
obtained by fitting the spatial profile with a Gaussian fumati The last quantityh, is measured
using the differential pump-probe scheme: Whereas to measwe modulate the carrier density
by modulating the intensity of the pumps with an optical ghep to measuréd we modulate
the current density by modulating the relative phase ofutend 2w fields with an electro-optic
phase modulator. As discussed in Sec. 5.2, the currenttgemsies sinusoidally with the relative
phase between the two fields (sine for charge current andedsi spin current). Therefore, by
modulating the phase of one field between 0 aiid and keeping the phase of the other stable at a
fixed value, we can modulate the current density betweenaretdats maximum value. In the case
of charge current, with zero current density the profile ifi@same position as it is at tinhe= 0,

i.e. carriers are excited but do not move. With maximum curdensity, at time > 0, the profile
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will have moved to a position that depends on the averageiglof the carriers. Therefore, in the
same way aAT /Tp O N andAR/Ry O N when modulating the intensity of the pundpl /To O AN
andAR/Ry O AN when modulating the current density by modulating the phabe situation is
also the same for spin current density.

In summary, using the relation in Eq. (5.17), the problempatil resolution is essentially
transformed into a problem of signal to noise ratio, which igroblem that can be solved using
balanced lock-in detection, as discussed in Chapter 3.Xample, this has been demonstrated in
the detection of charge currents injected in bulk germanismg QUIC via the direct interband
transition. Although the charge current is expected to lseoked as being relatively weak due to
the short carrier lifetime as carriers scatter to the lowergy valleys, values dfl of 102 and
values ot of 10~ were observed? Recall thaH is essentially the peak differential transmission
or reflection signal as measured by modulating the pump sittea andh is the peak differential
pump-probe signal measured by modulating the current gei@nce differential transmission or
reflection signals as small as 10can be detected using balanced lock-in detection, suchalsig

can easily be measured.

5.3.3 Experimental configuration: Differential pump-probe

The experimental setup for the QUIC current injection andvdéve detection schemes is shown
in Fig. 5.3. As in the spatially and temporally resolved pupnpbe experiments, the probe delay
is controlled by a mechanical stage with a retro-reflectinganand the probe position can be
controlled by scanning the probe focusing lens. In this cheeever, there is the addition of a
second pump beam, which is spatially and temporally ovpddpwith the first on the sample.

Since the two frequencies must be related by a factor of twthi® quantum interference, this is

usually achieved by using a BBO crystal, which allows for ¢glemeration of a second harmonic
(2w) of the fundamental pulsed).

As discussed in the previous section, in order to measurspimeor charge accumulatioh,

the current density must be modulated by modulating theivel@hase of theo and 2w fields.
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Figure 5.3: (a) Experimental setup for current injectiongoyantum interference and control. (b)
Configuration for derivative detection of charge curre(t$ Configuration for derivative detection
of spin currents.
In practice it is not possible to keep the phase of one of thésfieonstant due to laser drift or
small movements in the optics caused by thermal expansiair.ofherefore, in the experiment,
the phase of the@ beam is modulated with a depth of approximatg}{2 using an electro-optic
phase modulator and the phase of thbeam is scanned by moving a retro-reflecting mirror with
a computer-controlled piezoelectric transducer. By mfeing the lock-in amplifier to the phase
modulation frequency (which is around 2 kHz for these experits), the output will be propor-
tional to the change in transmission or reflection causethéyhase differencé. The result of
such a measurement should be sinusoidal for all three €ifféypes of currents, since the current
density amplitudes are sinusoids of the phase differenmeeXample, for pure charge current the
current density is proportional to Q) = sin(2@, — @w). If @, is modulated with amplitude
®,, and frequency as @, = P, Sin(Qt), then the output of the lock-in will be proportional to
J(Py) coS @), Whered(®y,) is the first order Bessel function of the first kind of the meadiain
amplitude. (See appendix A for further information.)

In order to implement the derivative detection scheme fargé currents [Fig. 5.3 (a) and
(b)], we use the detection setup as shown in Fig. 3.2, butthé@ltounter-propagating differential
transmission configuration. This is necessary in order t@ hlae ability to scan the probe with

respect to the pumps and keep the pumps overlapped with daehio both time and space. In
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order to increase the signal to noise ratio, the transmygtele is sent to one arm of the balanced
photoreceiver and a reference is sent to the other.

The implementation for spin currents [Fig. 5.3 (a) and (bywever, involves a slightly dif-
ferent configuration since we need the ability to detect thetial profile of each spin system
separately. First, the linearly polarized probe pulse g g#gough the sample. Since linearly po-
larized light is composed of equal amounts of left and rigitidarly polarized light, each circular
component of the light essential performs a differenti@hgémission measurement on one partic-
ular spin system. Therefore, if the two circular componemésseparated, each component will
contain information about one spin system. This separaiachieved by sending the transmitted
probe to a quarter wave plate followed by a Wollaston prisire Quarter wave plate converts each
circular component to linear (one becomes vertical and therdoecomes horizontal, depending
on the orientation of the wave plate with respect to the md#ion) and the Wollaston prism sep-
arates the vertical and horizontal components and sendsitheifferent directions. By balancing
the two arms when a pure linear polarization is incident angharter wave plate, the output of
the balanced photoreceiver will be proportional to theedéhce in transmission of the two circu-
lar components, and the lock-in voltage will be proportidnahe so-called “circular dichroism”
(AT — AT ™). This balance also serves the dual purpose of increasisiginal to noise ratio, as

in the case of charge detection.

5.3.4 Summary

Although charge and spin currents injected using QUIC oaadlto charge transport lengths or
spin separations on the order of tens of nanometers, thiseedetected using a differential pump-
probe scheme. The change in the carrier or spin density @safdn be directly measured using
pump-probe techniques by modulating the current densitylas to how carrier or spin density
profiles can be measured by modulating the carrier denstys i§ achieved by modulating the
relative phase betweean and 2o using an electro-optic phase modulator. Since the chargpior

transport distance is so small, the heights and widths oinitial and difference profiles can be
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used to deduce the transport distance.

5.4 Results and discussion: Differential pump-probe studyf

currents injected by QUIC

5.4.1 Subpicosecond AC spin-polarized charge currents

Up to this point only dynamics relating to charge have besnuwdised, with little mention of spin.
However, the control of the spin degree of freedom as wellhasge for information transfer (a
field known as spintronics), can potentially lead to manyliappons in industry. As such, the gen-
eration, manipulation, and detection of spin currents misenductors are the fundamental aims
of spintronicst1-90 Although it is possible to generate pure spin currents trehat accompanied
by any charge currents through a spin Hall efféci3or by the optical techniques discussed in the
previous sectio$e:%4spin currents are carried by charge currents in most caaespin polarized
charge currents.

In the past, spin polarized charge currents have been geddrg dragging optically excited
spin polarized carriers by an electric fi&P® or through contact with magnetic materidfs®°
However, since these currents are DC and, in most casedysttde, they are of less interest for
applications where AC spin currents may be desirable. @jptigection of spin-polarized charge
currents has been demonstrated through quantum intecteiebulk GaA$® and by the spin pho-
togalvanic effect in several structures including GaAsrmum wells QWs'90-102|nAs Qws 103
Si/Ge QWSs1%4 and AlGaN/ GaN superlattice§>-108 Although these currents were injected op-
tically, with no external electric fields, in each of thesads¢s currents were not detected by
optical techniques, but by measuring the steady-statagef1°0-1%8caused only by the charge
component of the currents. Therefore, the spin polarimatiosuch currents was not measured.
Additionally, these steady-state electrical detectiarhiéques were not able to time-resolve the

current dynamics, which is of course essential for dematistr of an AC spin-polarized charge
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current.

In this experiment, we inject currents using the quanturarfetence between 1500 nm, 100
fs pulses and 750 nm pulses obtained from the OPO output aahcddrarmonic generation of
this output using a BBO crystal, respectively. Th® pulse (750 nm) is tightly focused to a
spot size of 18 um FWHM with a peak fluence of fJ/cn?, and therefore excites a peak areal
density of 2x 10'%cn?. The optical power and spot size of thepulse (1500 nm) is set to
produce the same peak carrier density via two-photon absorpThe two pulses are both set to
right-circular polarization with purities better than 91 using a series of quarter wave plates
and polarizers and are sent through the interferometer @srsin Fig. 5.3 for phase control.
As discussed in Sec. 5.2, we inject the spin polarized changesnt along thex direction by
choosingA@ = /2. The experiment is performed on the same 400-nm-thick Galks sample
as the diffusion experiment, at room temperature. Since heavy-hole and light-hole transitions
are excited in this configuration, the spin polarization lgiceons is expected to be about 0.5,
according to the well established spin selection rdfdHowever, certain theoretical calculations
have predicted slightly larger spin polarizations of therents of 0.57 in bulk structure®.

The electron density is measured by focusing a linearlyrpad 100 fs probe pulse obtained
from the Ti:sapphire laser on the sample to a spot size8yfitn FWHM. The differential transmis-
sion is measured with a reference to increase the signalise ratio. The probe pulse is tuned to
a central wavelength of 820 nm, corresponding to an excesggnf 90 meV. We again measure
AT /To as a function of pump pulse fluence to verify that, for theieatensities used in this study,
AT /To O N. The spin density is simultaneously measured by sendingtiopaf the transmitted
probe pulse to a configuration as shown in Fig. 5.3(c). Thesomed circular dichroism is related
to spin density by using a calibration process based on thieestblished fact that interband
transition induced by a circularly polarized pump pulsedpces a spin polarizatid®y/N = 0.5.110

Figure 5.4(a)-(d) summarizes measurements performed avftked probe delay of 0.3 ps.
(Data from Ruzickat al.®) The spatial profiles dfl [(a) squares]AN [(a) circles],S[(c) squares]

andAS[(c) circles] are measured by scanning the probe spot atomigh"A¢@ = 17/2. Here,AS
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Figure 5.4: Profiles of electron density squares in (a),tedacaccumulation circles in (a), spin
density squares in (c) and spin accumulation circles in @sared with a probe delay of 0.3 ps
andAg = /2 at room temperature. Panel (b) [(d)] shows electron spinraclation measured
at a probe position of = +1.0 um (up triangles)—1.0 um (down triangles) and zero (squares),
respectively, whe\@ is varied. (e) Temporal evolutions of the transport lengttju@res) and
current density (circles) at room temperature obtainecepgating the measurements summarized
in (a) and (b) with different probe delays. Data from Ruziekal.®

is defined similarly taAN asAS = S(t > 0) — S(t = 0). The Gaussian profiles & and S are
consistent with the shape and size of the laser spots. Thwatiee-like AN profile shows that
electrons accumulate and deplete alongxla@ection indicating that the electron density profile
has moved along-X. From these profiles, we deduce a transport lengtth-6f3.8 nm by using
Eq. (5.17). Spin transport is also evident from the denwatike AS profile. Therefore, the pho-
togenerated currents are indeed spin polarized, since porecharge current, the accumulated
electrons should be spin unpolarized #&fishould be zero. The spin polarization of the accumu-
lated electrons due to the curreAS/AN = 0.6, which indicates that the spin polarization of the
current is also about 0.6.

Panels (b) and (d) of Fig. 5.4 demonstrate the phase corfttbeaurrent injection. The up
triangles in (b) showAN as a function ofA@ measured at a fixed position = +1.7 um. The
observed sinusoidal variation is consistent with the sided dependence of the injected average
velocity along thexdirection. The sinusoidal dependence is also observec aithier side of the

profile with a fixedx = —1.7 um (down triangles). The two curves are exactly out of phasa.by

Furthermore, a measurement performed at0 yields no signal above the noise level (squares).
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All of these are consistent with the derivative-like probfeAN shown in panel (a). Similar results
are also obtained for the spin accumulatf) as shown in panel (d).

Additionally, these all-optical detection techniqueswpde a high enough temporal resolution
to time resolve the current dynamics. The procedure sumzedhin panels (a) and (b) is used to
measure the transport length as a function of probe delag. r@$ults are shown as the squares
in Fig. 5.4(e) and can be explained as follows: By using quaninterference, spin polarized
electrons are injected with an average velocity aleiXg Therefore, upon injection, the electrons
move with a velocity in the direction ofX. The same quantum interference process also injects
holes with opposite momentum, according to crystal momamonservation. Therefore, the holes
are simultaneously moving alongk. Since the holes have a larger effective mass as compared to
the electrons, they move with a smaller average velocityceQhe electrons and holes separate,
a space-charge field develops, i.e. a coulomb force betweenegatively charged electrons and
positively charged holes, slowing down and eventuallysiogpthe motions of electrons and holes.
Once the velocity reaches zero and the electrons and haels neaximum separation, the space-
charge field becomes a driving force to pull the electronslards back to a common location.
Since during the whole process, strong phonon and intéecaattering exists, this oscillator-like
system is strongly damped. Therefore multiple oscillagiare not observed. The dynamics exist
for just over 1 ps. Apparently, although the holes only makakvcontributions to the differential
transmission of the probe, they do play important roles tewmheining the current dynamics.

The squares in Fig. 5.4(e) show the temporal evolution ofatlerage position of electrons.
Therefore, a time derivative of this curve gives the tempevalution of the average velocity and
thus the charge current density, as shown with the circldsign 5.4. From this the AC and
subpicosecond nature of the current is obvious, as one viigidfrom the temporal evolution of
the current density. The current starts with the highestegative density due to the instantaneous
optical injection. It decays with time, then changes to fsi and eventually decays to zero within
about 1 ps. Due to the strong damping, the AC current is singike.

Although Fig. 5.4(e) only shows the charge component of threeait, the spin component is
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simultaneously monitored in the experiment and a similarperal behavior is observed. When
taking the ratio, no temporal variation of tiS/AN is observed over the 1.2 ps shown. This
is consistent with the long spin-relaxation time of abou® 13 that is measured separately by
monitoring the decay o8/N on longer time scales. By averaging the data, we obtain the sp
polarization of the accumulated electrons, and thus thesmarization of the current, to be@+
0.1. This value is reasonably consistent with earlier thézaeprediction of 057 80110

In summary, a spin polarized charge current was injectatgu@UIC from two same-circularly
polarized pump pulses. The charge and spin transport lsenwgthe deduced optically, using the
differential pump-probe technique. The charge current feaad to have a spin polarization of
0.6+ 0.1. This spin-polarized charge current displayed a strodgiyped oscillatory behavior
caused by the space-charge field between the separatedseand holes and decayed to zero

within about 1 ps.

5.4.2 Efficiency of current injection by quantum interference

When using QUIC techniques to inject and control currenis, f great importance to know the
relative optical powers that are necessary in order fontlogaump pulses to most efficiently inject
a current. Since the average velocity that is injected asudtref the quantum interference depends
on the relative strength of the two transition pathwaysedriby the two laser pulses, the overall
power dependence of injected current density can be coatetic As such, theoretical calculations
using different approaches have yielded qualitativeliedént result£9-110-112However, there has
been no report on an experimental study of this issue.

Such a study cannot be performed on a charge current, sia@p#te-charge field caused by
the electron and hole separation can be complex, as distirsige previous section. Therefore
the maximum charge transport distance cannot be diredtiyeckto theinjected current density.
This leaves the only possibility for this study up to spinreat injection, since there is no such
mechanism that will cause the spin current to reverse. Aafditly, it has been predicted that

charge current injection has the same power dependencénasusgent injectiorf®110However,
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although the spin accumulation can be readily related toirm sgparation, these quantities are
determined by not only the initial injected current dendityt also the relaxation process of the
current. The latter is influenced by carrier-carrier scattg and therefore depends on the carrier
density and lattice temperature. Hence, the power depeedainspin current injection cannot
be obtained by simply measuring the power dependence ofpineseparation — it is required
that the total carrier density (i.e. the sum of the densitgasfiers injected by the two- and one-
photon processes) and the lattice temperature remainasung€nly by doing this can the power
dependence of the injected average velocity can be obtawtedh is the goal of this experiment.
Therefore, while we are not able to measure the injectecgeearelocity directly, we can tell when
the injected average velocity is largest, by looking at {hie separation.

This experiment is performed on both bulk and quantum-welA& samples, at room tem-
perature and 80 K, respectively. The quantum-well samptemsposed of ten periods of 14-nm
GaAs layers sandwiched by 14-nm AlGaAs barriers. The samgpuulses are used as in the
previous experiment to inject the current, but in this cé®au pulse is linearly polarized along
thex direction and the @ pulse is linearly polarized along the perpendicylairéction. The 2
pulse is focused to a spot sieg = 1.4 um FWHM. Thew pulse is focused by the same objective
lens to a nominal spot size @f2wg. This is achieved by expanding the beam/d times bigger
than the 2o beam, keeping in consideration that the spot size is prigp@itto the wavelength and
inversely proportional to the beam size. Since the caressdy profile excited by the nonlinear
two-photon absorption i§/2 times narrower than the laser spot, the carrier profilegezkby the
two pulses thus have the same widih This is necessary since it ensures that the ratio of the
carrier densities excited by each pump (Ng,/N2g, WhereNy, andNy,, is the density of carriers
excited by the two- and one-photon transitions, respdgive uniform across the whole profile.

The carriers are probed with a linearly polarized, 200 f9prpulse with a central wavelength
of 850 nm that is obtained by second-harmonic generatioheidler output of the OPO. It is
focused to the sample to a spot size of abadtdm. The same differential pump-probe tech-

niques with the circular dichroism measurement, as distlssthe preceding sections, are used
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Figure 5.5: (a) Spatial profiles of the total electron denisit= N+ N* (squares, left axis) injected

in the GaAs bulk sample at room temperature and the spintge®siN' — N+ (circles, right axis)
resulting from spin transport. (b) Spin separation meakasea function oNg /Ny, by using the
procedure summarized in (a). The squares, circles, amgjteda show data measured from the bulk
sample at room temperature, with a total electron densttyeatenter of the profile of 1.4, 2.5, and
5.5x 107 /em®, respectively. The diamonds represent data measured foprardaum-well sample

at 80 K, with a total electron density of@x 107 /cm>. The data sets shown as squares, triangles,
and diamonds are scaled by multiplying factors of 1.30, 142 0.28, respectively. Data from
Ruzicka and Zhad.

to measure the spin separation, i.e. the separation of theuppand spin-down carrier density
profiles.

In each measurement, the probe delay is fixed so that the prdbe arrives at the sample 3
ps after the pump pulse. This probe delay is chosen for thewwlg reasons: First, this time is
long enough for the spin-up and spin-down systems to reaghfaximum separation. Second,
this probe delay time is longer than the spin-relaxatioretohholes, which has been reported to
be much shorter than 1 ps in bulk Ga®s. Therefore, the spin current that is measured is only
that carried by electrons, since the hole spin current vallehrelaxed. Finally, this delay time
is much shorter than the spin-relaxation time and lifetirhelectrons, which are both known to
be longer than 100 ps in GaAs. Therefore, the spin densityethby the current does not decay
significantly®*

Fig. 5.5(a) shows an example of the profiles of electron aimldgnsities measured by scan-

ning the probe spot along thedirection for the bulk sample at room temperature. (Datanfro
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from Ruzicka and Zhad) In this measurement, the energy fluences of the two pumgepuale
adjusted to produce electron densitieNgf= Ny, = 1.25x 107 /cm?® at the center of the profile.
As in Fig. 5.4(c), the Gaussian profile of the electron dgnsiuares)N, is consistent with the
size and shape of the laser spots. The spin-density pr8fie the probe delay of 3 ps is shown as
the circles. The solid line is a fit of a Gaussian derivativection. From these profiles, we deduce
that the spin has separated a distance of 44 nm after 3 ps.

This procedure for measuring the spin separation is regeeth various combinations df,,
andNy,, by adjusting the energy fluences of the two pump pulses, éepikg the total electron
density constant. This is achieved by keeping the peak ofiifferential transmission profile
(N) the same. The spin separations deduced from these measuseane plotted as a function
Nw/No2w as the circles in Fig. 5.5(b). The maximum spin separati@uiconly wherlNy, = No,.
This set of measurements is then repeated with other ditféotal electron densities of 1.4 and
5.5x 107 /cm®. Similar results are obtained in both sets of measuremashown as the squares
and triangles in Fig. 5.5(b), respectively.

In order to gain more confidence that the spin separation vasuaned is indeed proportional to
the average velocity and is not influenced by the relaxatfdhecurrent, the same measurement
is performed on a GaAs quantum well sample cooled to 80 Kesamthis temperature the phonon
scattering should be suppressed. The total electron gidosithis measurement is fixed at0lx
10 /cm®. As shown as the diamonds in Fig. 5.5(b), the results ardagimi

Clearly, for all of the measurements, the maximum spin sgjwar occurs when the carrier
densities injected by the two- and one-photon absorptiocgsses are equal. This, as well as
the shape of the data, can be understood intuitively in terhike interference of two classical
waves. For example, when two optical beams with the samelerayi with intensitied; and
I interfere, the efficiency of the interference can be desdriby the contrast of the resulting
interference patterrd = (Iyax — Imin)/(Imax + Imin), Wherelyax andlyn are the maximum

and minimum intensities seen in the interference pattens. well known that the most effective
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interferencelgyn = 0) occurs whery = I, and that'4

A 2Vl (5.18)

o |1-|-|2'

Interestingly, this same form is expected for the velocitgarriers injected by quantum interfer-

ence according to calculations based on Fermi’s golden®é&°

2vNoN2g (5.19)

V=V ,
0 N + Nog

wherevy is the maximum average velocity. The solid line in Fig. 5)5¢bfrom a fit of the data
with Eq. (5.19), allowing a constant multiplying factor &g tonly adjustable parameter. As shown
in the figure, this theory agrees reasonably well with thea datd the important result that the most
efficient interference occurs when the generated carrigsities are equal is demonstrated.

In summary, the dependence of current injection by quantuerference on the carrier den-
sity injected by the one- and two-photon absorption pattswvegs studied by measuring the power
dependence of spin separation caused by a pure spin cuffeetmost efficient current injec-
tion, corresponding to the largest injected initial averaglocity, occurs when the carrier densi-
ties injected by the two pathways are equal. The dependdnbe anjection on carrier density
is well described by calculations based on Fermi’s goldée, mrhich leads to a classical wave

interference-like relationship.

5.5 Summary

Ballistic currents can be injected into semiconductorscafly using quantum interference of two
frequency-related laser pulses. By controlling the pa&ions and relative phase of the two
pulses, the type and magnitude/direction of the currentbeanontrolled. Two pulses with the
same linear polarization will inject a pure charge curremt pulses with perpendicular linear po-

larizations will inject a pure spin current, and two pulsadwthe same circular polarization will
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inject a spin-polarized charge current. These currentsaatidre detected optically as well, using
differential pump-probe techniques.

Results on AC spin-polarized charge current pulses as wéteaefficiency of current injection
by quantum interference and control were presented. Ritsbptical generation and detection of
subpicosecond AC spin-current pulses was demonstratedAs Gulk at room temperature. The
currents and their spin polarization are detected by dhatiad temporally resolving nanoscale
motion of electrons using high-resolution differentiahmptprobe technique. The spin polarization
of the currents is measured to b& @ 0.1 with a peak current density on the order of 20m?.
Finally, the efficiency of current injection using quantumerference and control was investigated
using all-optical measurements of pure spin currents. fitegference follows a classical interfer-
ence pattern, as the most efficient injection occurs wheodhger density injected by each pump

laser pulse is equal.
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Chapter 6

Direct optical detection of charge currents

6.1 Introduction

The previous two chapters have focused on carrier trangpsemiconductors. The spatially and
temporally resolved pump-probe technique provides a el tnethod to observe and quantify
diffusive transport of carriers, while the quantum integfece and control technique in combi-
nation with differential pump-probe measurements prowddeay to study ballistic transport of
carriers. While both techniques provide valuable infoiioraabout their respective transport pro-
cesses, the technique for studying ballistic transportahelear disadvantage since it requires an
indirect measurement — the current density is not measured dirbctiyather the transport dis-
tance. For studies of diffusion, since it is by definition aqess that involves an average motion
of a distribution of carriers, it makes sense to measuredh@et system, observe its properties at
a later time, and deduce a diffusion coefficient. For studfdmllistic transport on the other hand,
it makes much more sense to have a technique that directbesehe carrier velocity or current
density.

Additionally, as discussed throughout the dissertatiois,useful to have a measurement tech-
nique that is noninvasive and nondestructive. Therefaregpdical technique that can be used to

directly measure ballistic transport would be ideal. It veasdicted previously that both a pure
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spin current!®> and a pure charge curréfitause a change in the second order susceptibii&/]

in semiconductors. The changef? is directly proportional to the spin or charge current den-
sity. Therefore, if a spin or charge current is present inmisenductor, a probe laser pulse of
frequencyw that is incident at the same location as the current will keetthe generation of light
with frequency 2v. The intensity of this second harmonic (SH) light can thenddated to the
current inducedy(?, thus providing a method for direct detection of ballisticrents. This has
recently been demonstrated for pure spin curPérind the demonstration for pure charge current

will be discussed here.

6.2 Optical effect of charge currents: Theoretical discusen

6.2.1 Second order susceptibility

Classically, when an electric field is incident on a mateitalresponse is determined mainly by
the polarizationP, which is defined as the net dipole moment per unit volddfaVhile for small
electric fields the polarization is proportional to the #liecfield strength, for large fields and in
general the relationship is nonlinear. Hence for an isatroyaterial we can write the polarization
as3’

P=goxVE +gox PE? + g PE3 + - - ., (6.1)

wherex (" is the AM-order susceptibility an& is the magnitude of the electric field. Of particular

interest for this discussion is the second order term,
P(z) — gox(z) Ez, (62)

since, as will be discussed in more detail in the followingtiea, thex(? is the quantity related
to the current density.
When a laser pulse is incident on a material with a nongétg a polarization will be created

as according to Eq. (6.2). With an electric field of frequengygiven by Eq. (2.1) at a fixed
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position, sayr = 0:

E(t) = Ege ' ® +c.c, (6.3)

this polarization will bél’
P@ = 2e0x P EQES + e0(x PEZe % +-c.c). (6.4)

In other words, the electric field produces a time varyingapehtion at the SH frequencydf) of
the electric field, which then emits radiation at this fregme This process is known as second
harmonic generation (SHG). The amplitude of the SH field &mceiation tox (2 depends on the
material being used and can be derived by solving couple@ wgquations. However, since for the
situations discussed here the SH field is much weaker thafuadtal, the SH field is proportional

to the square of the fundamental fieft:

Eoe O xPE2. (6.5)

6.2.2 Current-induced second order susceptibility

The current induced second order susceptibility is closshted to the quantum interference pro-
cess described in Chapter 5, as illustrated in Fig. 6.1. ilxdhse we consider a semiconductor
with a nonzero current density already present, such tedt-gpace distribution is not symmetric

along a certain direction, say and therefore

eh
Jx:—— kxf kx 66
m’g; (kx) (6.6)

is not zero. If a photon with frequenay is incident on the semiconductor antic2 < Ey, i.e.
twice the photon energy is less than the band gap energy,-alaton virtual upward transition
can occur, but due to energy conservation, since this is mmiigh energy to excite an electron

from the valence band to the conduction band, it must be i@t by a downward transition
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Figure 6.1: Schematic of current-induced second harmamegtion.

accompanied by the emission of photon of frequenay Zhe amplitude for the virtual upward
transition is similar to the amplitude for the two-photoartsition [Eqg. (5.6)], but it is decreased
further by the amount of energy that the overall virtual sifian is short of reaching the conduction
band:

e’h 1

4—m,éz(Aw'Pk)(Aw'k>m- (6-7)

HereAE = E¢, — 2hw is this amount of energy that the transition is short fronthéag the con-
duction band, and is known as the “average detuning.” Thend@xd 2o transition on the other

hand, has an amplitude proportional to
e
@Pk “A2w, (6-8)

since this transition leads back into an actual state in #hence band.
The two transitions cannot exist without each other, sortgsition rate is given by the “inter-

ference” term only and is proportional to, considering dhigX direction,

k
[Pexl* = = AoP2w, (6.9)
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while the total transition rate is found by summing olgr Clearly, this will sum to zero, since it
is an odd function oky. However, this transition rate will be modified by the deysit electrons
at each k-state. If (kx) is nonzero, then there will he(kx) — f (k) fewer states available per unit
volume, wherep(ky) is the number of total states available per unit volume wittvewectork.
Hence, the transition rate will be decreased by a factor f (ky)/p(kx)) and the total transition

rate will then be proportional to

K f (ky
;IF’kxlzﬁwAE A2 Poe(1— pgkx;>' (6.10)

The term that is odd iRy sums to zero, so the total transition rate will finally be pndjpnal to

“:kx Ky
- p(k) NWAE A%

Aoe f (k). (6.11)

Now, by performing this summation it can be shown that thaltésa quantity proportional to the
current density?®

| |2
Z ok ky f (ky) O Jy. (6.12)

This can be understood intuitively in terms of the facti®is,|?/p(k«) serving as weights on the
contributions of the current at each k-statgf(ky)) to the overall transition rate, which leads to a
transition rate proportional to the total current density.

This leaves the transition rate proportional to

AgJAZw
hwAE

. (6.13)

Now, clearly this transition physically corresponds to deselopment of a second order polariza-
tion in the materialP?. Therefore, by comparing Eq. (6.13) with Eq. (6.4), the secorder

susceptibility induced by this current is

(6.14)



Hence thexJ(Z) is proportional to the current density and inversely prtipoal to the average
detuning energy of the virtual two-photon transition anel$lquare of the probe photon frequency.
The proportionality constant depends on the matrix elesf&nt which must be calculated for the

semiconductors under consideration

6.3 Experimental techniques: Coherent detection of curren

induced second harmonic generation

6.3.1 Introduction

In order to study currents by the SHG technique, the curnaist first be injected, which can be
achieved by a wide variety of methods. To study ballistiacents, the best method is to inject
them optically, using the QUIC technique discussed in Girapt In order to study a steady state
current on the other hand, a semiconductor with a pair otreldes can be used. In either case, the
signal to noise ratio can be greatly improved by using latletection techniques through current
density modulation. In the case of QUIC currents the curdenisity is modulated by modulating
the phase difference between the two pulées) (while in the case of electrically injected currents
the current density is modulated by modulating the applathge with a function generator.
However, even with lock-in detection techniques, the SH ihanduced by a charge current
may still be too weak to be measured directly. Thereforestheal must be amplified further in
order to be measured. In some semiconductors, such as Bahdntrinsic SH is already present
due to an already nonzepd?. This provides a very convenient method of amplificationgcsi
the intrinsic SH will travel in the same direction as the eatrgenerated SH and have close to the
same phase. In other cases, however, no intrinsic SH isriresel so an externally generated SH

must be used.
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Figure 6.2: Experimental setup for homodyne detection afecut induced second harmonic gen-
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6.3.2 Experimental configuration: Homodyne detection

In order to amplify the weak SH signal induced by the curreet wge a homodyne detection
scheme by a vectorial addition with a local oscillaté®.Since the experiments discussed here
were performed on GaAs samples, which already have a noxZz&rpresent at the surface due to
symmetry breaking’ the local oscillator is actually the SH generated at theaserbf the GaAs
sample. This local oscillator has the same frequency aradlydbe same phase, but a much larger
amplitude. Similar results hold for the amplification of thgrrent induced SH by an externally
generated SH field, which will not be discussed here.

The experimental configuration is shown in Fig. 6.2. Theeniris injected in the sample by
either the QUIC technique or by electrical methods (not stfjowhe probe beam is sent through
the delay stage for the ability to time resolve current dymanand is then sent to the sample
as shown in Fig. 6.2(a). Then, the probe beam with electrid &, polarized along the same
direction as the current is incident on the sample. A fieldhat $H frequencyH, o) will be
generated at the surface of the sample (in the case of GaAsxédmple). If a current is present
along the same direction as the polarization of the probadaiitional, but very small, SH field

will be generated as welK). Both fields are sent along the same direction to a silicariqgrhiode.
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The total optical intensity of the SH field will then be

| = (ceo/2)(ELo +Ey)*. (6.15)

Hence, this total intensity contains two main components:

| =1l o+Al, (6.16)
where
lLo = (ceo/2)E? (6.17)
is the intensity of of the local oscillator and
Al = (cgp/2)(2ELoE; +E?) (6.18)

is the change of the total intensity caused by the curresiidad SH field.
In general and for the experiments discussed hejex E, o. Therefore, we arrive at the
simple relation

Al =~ cegE oE;. (619)

Additionally, the current density is modulated using thetimes discussed in Chapter 5 if the
current is injected using QUIC or with a function generafdhe current is injected electrically.
Similar to the lock-in techniques discussed in the preapdimapters, if the output of the silicon
photodiode is sent to a lock-in amplifier referenced to thislolation frequency, the voltage dis-
played by the lock-in will be proportional to the change in Bitensity caused by the current,
Al. Hence, under this modulation and detection scheme, tlkeitoeoltage is proportional to the
current induced SH field;;. Furthermore, sincg; [ XJ(Z) as discussed in Sec. 6.2.1, this voltage
is proportional toXJ(Z).

It is also important to note that since the silicon photodipdoduces a voltage output that is
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more easily related to the incident optical powrthe measurements are reported in terms of this
instead of the intensity. Hence insteadf we reportAP, i.e. the change in optical power of the
SH caused by the current. However, for a pulsed laser the &awdoe easily related as long as the

repetition rate frep, pulse durationtpyse, and width of the laser spaw, are known, using:

L P

_ . 6.20
frep Tpuise w2 ( )

6.4 Results and discussion: Second harmonic generation by

charge currents in GaAs

6.4.1 Electrical injection of a charge current

As stated previously, we can use a current generated in apyondemonstrate this effect. How-
ever, for demonstration purposes, it is best to first injeetdurrents electrically using a pair of
electrodes as opposed to optically using the QUIC technidbés way it is clear that thg @ is
not being caused by the presence of two laser pulses, butdedndue to the current, which in this
configuration is generated in the simplest possible wayerAftis, we can use the QUIC technique
to inject and study a ballistic charge current.

For the demonstration with electrical injection of curremé use a metal-semiconductor-metal
device that was fabricated by depositing a pair of Au elelgsoon a GaAs wafer of 0.5-mm thick,
as shown schematically in Fig. 6.3(a). The electrodes qrarated by a distance of about fith
and are approximately 1 by 2 mm in size. The wafer is n-typeedopith a concentration of
108 /cm® and its room-temperature resistivity i8% 10> Q - m. Therefore, a 5-V voltage across
the electrodes drives a direct current with a density of axiprately 16 A/lcm?.

In order to observe the SH induced by this current, we use-ad).570-fs, and 1800-nm probe
pulse obtained from the idler output of the OPO, which isdigpolarized along the direction of

the current flow, i.e. from electrode to electrode. It is feetito a spot size of approximately
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Figure 6.3: (a) Schematic of the device used for electricgction of current. (b) Change in
second harmonic poweAP) caused by the charge current as a function of current gensi}
aSngltiaI map ofAP in the device for a fixed current density of®L8/cm?. Data from Ruzickaet
FWHM at the same side as the electrodes using a microscopetivij lens, as in the previous
experiments. This wavelength is chosen so that even the hetop transition should not be
possible, since this transition energy (1.38 eV) shoultkstibelow the band gap (1.42 &%) and
therefore the probe will not excite any background carri®h no current present, this sample
emits a SH at the surface, with a power of about 100 nW, mugetdhan the expected power of
the current-induced SH. Hence, this surface SH can be usbeé éscal oscillator, as discussed in
Sec. 6.3.2.

Finally, the transmitted SH of the probe pulse at 900 nm ikectdd by another objective lens,
and is detected by a silicon photodiode. A combination ofiipaiss and color filters is used in front
of the photodiode in order to block the probe and the photoilestence of the sample. In addition,
the photodiode is not sensitive to the strong probe at 18Q0Homthe lock-in detection, the current
is modulated on and off by modulating the applied voltagénaisquare wave. Therefore, under
this modulation scheme we are directly measud®yi.e. the change in power of the SH caused
by the current. Also, in order to avoid any attenuation of ¢herent caused by the frequency
response of the device, we use a small modulation frequeiby Hz.

We start by changing the applied voltage (and thereforeulreot density) and measuriddg®

at the center of the gap between the two electrodes. As diedus Sec. 6.2 and Sec. 6.3.2, if
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this change in SH is current inducetl should be proportional td. Indeed, Fig. 6.3(b) shows

that this is the case. (Data from Ruzicitaal.8) Furthermore, although not shown in the figure,
AP flips sign when the direction of the current is reversed, btdins the same amplitude. This
is expected as well based on Eq. (6.14). Sipq& [0 Jx and there is no constraint on the sign

of XJ(Z), a negatively leads to a negativxj(z)

, Which in turn flips the sign of the current induced
field, E;. The magnitude of the field does not change, but since thaiexget is under the unique
conditions ofAP [0 E; [Eq. (6.19)] and the lock-in detection technique is sewsito the phase of
the the field, this sign flip is observed.

Next, we measurAP at various positions throughout the device by scanningaberlspot and
the result is shown in Fig. 6.3(c). For this measurementiijgsortant to note a few key points.
First, in order for such a measurementf to be reliable, we must verify that the surface $H,
does not change. From the top to the bottom of the figure, wieedectrodes are present we saw
less than 5% variation aiP indicating that the focus did not change substantially despovie a
rather large distance. There was however some variati®innsome random areas of the device
that may be due to some dirt, defects, or residue material fre fabrication of the electrodes.
These spots show up as the randomly positioned dark/ligiet fpots in the figure. Additionally,
when the probe spot approaches the electrodes, obviBuslil change dramatically as more of
the laser hits the metal rather than the semiconductor. lf®reéason, the value &P near the
electrodes is not accurate. Hence, this is likely the catiskeoapparent inbalance WP (and
therefore the current density) between the left and rigié sif the gap — it is very difficult to
accurately measure and moehndAP at these positions. Finally, the the step size in the vdrtica
direction was about 5im and the step size in the horizontal direction wgsm, while the spot
size was 4um FWHM. Hence the figure is not to scale with respect to theaadrand horizontal
dimensions.

Despite these drawbacks, this measurement does qua&iyasitow the expected behavior at
positions away from the electrodes. Namely, large signasoaserved in the gap between the

two electrodes (the greenish strip) and the signal goesrtoasewe move farther away from the
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electrodes. Although the geometry of this device is simhless, measurement demonstrates that
the current-induced SHG can be used to obtain a real spageiofacurrent density. As such, it
can be used to determine the spatial distribution of cudensity in a much more complex device,
and will have even more success if the probe spot size cardoeed further.

It should also be noted that in this configuration, the cunegenerated by the applied electric
field, and such a field is known to induce a SH&-125However, in such a highly conductive
sample, the field effect is expected to be small comparedeatinrent effect. We confirm this
by a simple order-of-magnitude estimate: Theoreticaldatons based on the detailed theory of
Jacob Khurgifi® give the relation between nonlinear susceptibility andenirdensity as(gz)/J ~
2 x 10722 m3/W under these experimental conditions. On the other haaldulations for the
electric field induced effect based on Miller’s rifté and experimental daté® indicate that the the

same relation for this effect jg.>) /J < 0.5 x 10-23 m#/W, wherex? is the electric field induced

Me)

6.4.2 Optical injection of a ballistic charge current

Now that the current-induced SH effect has been demondtfatea current injected electrically,
we can use this to study a ballistic current injected by thd@téchnique. To inject the cur-
rent, electrons are excited in the 400-nm bulk GaAs samptaetpin-polarized charge current
experiment discussed in Sec. 5.4.1 by one-photon absorptia 290-fs 750-nm pulse and and
two-photon absorption of a 75-fs, 1500-nm pulse. Both mudge incident normal to the sample
and are tightly focused to 2{3m at the sample surface. Since the goal is to inject a purgehar
current, both pulses are linearly polarized along an abiyr chosenxdirection. This causes
electrons to be excited to the conduction band with an aeevetpcityvosin(A)X, whereAg is
again the relative phase of the two transitions sgnds on the order of 30 nm/ps for this exper-
iment.79.81.82,93,127.12§jith g carrier density on the order of #0108 /cm®, the injected current
density will beJ ~ 10° A/lcm?. Since there is no driving force, the current is transient, the

sample is cooled to 10 K in order to extend its lifetime.
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Figure 6.4: Second harmonic generation induced by a baltibrge current injected using quan-
tum interference and control. (a) The measuk®das a function of the probe delay ahAg, when
the pump and probe spots are overlapped Q). (b) Two cross sections of (a) with fixed probed
delays of -0.02 and 0.15 ps, respectively, as indicated éyéitical lines in (a). (CAP as a func-
tion of probe delay for carrier densities of 7.2 (square$)(6ircles), 4.8 (up triangles), 3.6 (down
triangles), 2.4 (diamonds), andix 107 /cm® (hexagons), measured with a fixag = m/2. The
inset shows the period (left axis) and the frequency (rigig)aof the oscillations for the carrier
density used (top axis) and corresponding two dimensiaralks density (bottom axis). The solid
line is a fit with/Nop. Data from Ruzickat al.®

The SHG induced by the optically injected current is obsgbseusing arx-polarized, 0.1-nJ,
170-fs probe pulse obtained from the idler output of the OP@.this experiment, the output is
tuned to 1760 nm. The probe is focused to a spot sizelofith from the back side of the sample
and the SH of the probe pulse (at 880 nm) is collected by thepgiarusing lens and subsequently
sent to the silicon photodiode. Similar to the DC measuréntlea current-induced SH is amplified
by the surface SH, which for this sample and the powers usex(Bbout 10 mW probe power)
has an optical power of 4 nW. A combination of bandpass anar dillers is again used in front
of the photodiode, this time in order to block the unwantea®, which includes the pumps, the
probe, and the photoluminescence of the sample. Also, thgiode is again not sensitive to the
strong probe at 1760 nm and the 1500-nm pump.

Figure 6.4(a) shows the detectA® as we varyA@ and the time delay between the current-
injecting pulses and the probe pulse. (Data from Ruziekal.®) At each probe delay\P O

sin(Ag), as shown by the solid black and red lines in Figs. 6.4(a) BhdSinceJ O sin(Ag), we
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again confirm thaj(J(z) 0J, which is consistent with Fig. 6.3(b). In this case wheredingent was
injected by the QUIC technique, we know for certain that thirent only travels in one direction.
Hence, we are able to confirm by rotating a polarizer in frdthe detector that the SH is linearly
polarized along th& direction, i.e. the direction of the current. Furthermave,verify that with a
y-polarized probe pulse (i.e. perpendicular to the directibthe current) théP is reduced by at
least 1 order of magnitude. Therefore, in this configuratienSHG effect can be used to measure
both the magnitude and the direction of the current density.

Figure 6.4(c) showAP as a function of probe delay for a certain fixed valué\gfwith dif-
ferent carrier densities. As expected from a plasma osiofiasimilar to what was observed in
spin polarized charge current measurements of Sec. AR.dscillates in time. Again, this arises
due to the fact that electrons and holes are injected witlosipp crystal momenta. Once they
separate, a strongly nonuniform space charge field develdpsh decelerates the carriers and
causes the current density to drop. After the carriers rédasih maximum displacements and the
current density simultaneously drops to zero, they areedrback towards the origin by the space
charge field, which gives rise to a negative current. As shioviime data, such a plasma oscillation
is strongly damped, due to scattering and the field inhomeiget?® so its magnitude decreases
greatly even before the first period is complete. Furtheenee find that with differenf\gp, and
hence different injected average velocity, the magnitbdé not the frequency, of the oscillation
changes. This is also consistent with a plasma oscillatiowhich the amplitude of the oscillation
is determined by the initial velocity, but the frequencyridependent of it.

These measurements with different carrier densisites aad figp = 11/2 in Fig. 6.4(c) also
demonstrate that both the magnitude and the frequency afStti#ation increase with the carrier
density. The inset of Fig. 6.4(c) shows the periods and tguencies of the oscillation plotted
against the two- and three-dimensional carrier denbify @ndNsp, respectively). The periods are
deduced by using the time difference between the first anstbend zero-crossing points for each
curve. Because of the large uncertainties of the data, weotlattempt to accurately analyze the

dependence of the frequency on the carrier density. Howesefound that the data is consistent
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with the /Nop dependence expected for a two-dimensional plasma ogmil)4t° as indicated by
the solid line. These measurements demonstrate that trentumduced SHG can be usediime-
resolvethe ultrafast dynamics of these currents. Also, in comparie the differential pump-probe
measurements presented in Chapter 5 where the chargetsmparas measured, these are direct
measurements of the current density.

Since in this experiment we can accurately know the injectetent density and the transition
properties of the GaAs, we are able to estimate the size efdhknearity induced by the transient
current from the measured values & and compare this with the expected theoretical value.
For the GaAs sample used in this experiment, calculatiorfeqeed by Jacob Khurgin using his
theory®® indicate that a current density of 2@/cm? is expected to induce ,aj(z) ~ 0.07 pm/V.

To obtain thexgz) from the measurements, we assume a perfect phase matchhmg $HG and
solve coupled wave equatioh$’ which is valid since the sample thickness is smaller than the
coherence length. Also, sinég < E, g in this experiment, we can use Eq. (6.19). Calculations
performed by Hui Zhao using these assumptions indicateltbAP of 20 pW from a 10 mW probe
of a 1P A/cm? current density corresponds toxéz) ~ 0.05 pm/V8 Therefore, the theoretically

predicted value is reasonably consistent with the valuesaored experimentally.

6.5 Summary

A charge current in a semiconductor induces a second ordeeptibility, x (2, that is proportional
to the current density. Thig® can be used as a method to measure current density, sincee pro
electric field that is incident on a material with a nonzgf® will lead the generation of an electric
field with double the frequency of the probe field. This cutiaduced SHG is very weak, but can
be amplified using a homodyne detection scheme. Hence issilde to detect a current density
by measuring a current induced SHG.

Experimental results from a steady state current that wasted by a pair of electrodes and

driven by a function generator were presented. We obsehadiie SHG increased linearly with
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increasing current density and used this technique to mighegurrent density in a simple device.
This measurement was then extended to study a ballistigeharmrrent that was injected using
the QUIC technique. Using the SHG technique we observedsaaascillation with multiple
oscillations. These results serve as a demonstrationhisatptical effect of charge current can be
detected and that this effect has many potential experahapplications. Also, the measurements
demonstrate that this technique can be used to spatiallyooiaacurrent density, and directly time

resolve the dynamics of a ballistic charge current.
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Chapter 7

Summary and future work

Ultrafast laser techniques can be used to study a wide yari@roperties of semiconductors. This
is achieved through the interaction of light with semicoctdus, which allows a great deal of in-
formation to be obtained. First, time resolved pump probasueements were discussed. In these
measurements, a pump laser pulse is used to excite camiarsample by choosing the correct
wavelength. The carriers are then studied by using a secaint paser pulse. The differential
transmission or reflection, i.e. the normalized changeandamittance or reflectance caused by
the photoexcited carriers, is directly proportional to ttemsity of carriers at the probing energy.
Therefore, by changing the time delay between the pump avtikdaser pulses, information can
be obtained about the carrier energy relaxation time diriife.

Since these signals can be small compared to the fluctuatibe probe laser intensity, lock-in
detection techniques are used: The transmitted or refl@ctdk beam is sent to a photodiode and
the output of the photodiode is sent to a lock-in amplifierthE intensity of the pump beam is
modulated and the lock-in amplifier is referenced to this aation frequency, its voltage output
will be proportional the the change in transmission or réfbeccaused by pump, and is therefore
proportional to the density of carriers excited by the purhtha probing energy. This lock-in
technique in conjunction with the time delay probe pulse usesl to measure important quantities

in reduced graphene oxide. The results that were discusdézhte that this type of graphene is
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similar to other types of graphene and also some propertisecoptical phonon emission time
were deduced.

By adding spatial resolution to the time resolved pump-pnoleasurements, we are also able to
obtain information about the diffusion of carriers in seamiductors. This is achieved by measuring
the carrier density profile as a function of time by scannhrggpgrobe beam across the pump beam
and measuring the differential transmission or reflectioeagh position for various time delays.
Since the laser spots are Gaussian in shape and a diffusi@susisian profile of carriers will cause
the profile to remain Gaussian, but grow wider, these measants can be used to directly deduce
the carrier diffusion coefficient. This measurement, wtsatce it is all optical does not affect
the properties of the material, can then be used as a dirgctonaeasure the carrier mobility, as
long as the carrier temperature is known. Results on thedestyre dependence of the diffusion
coefficientin a GaAs bulk sample were presented, and thaledéel mobilities at each temperature
agreed well with mobilities measured by electrical methddse technique was also extended to
several other semiconductors including graphene, singleed carbon nanotubes, and Si/SiGe
guantum well structures.

Ultrafast laser techniques can be used to study ballistitsport as well. A ballistic current
can be injected by simultaneously using one-photon abisorpt a photon of frequencya and
two-photon absorption of photons of frequerwoyto excite carriers in a semiconductor. The two
transitions will interfere, resulting a non-symmetrictdisution of carriers in k-space. By con-
trolling the phase between the two optical fields, the igdatelocity can be directly controlled.
Additionally, different types of currents can be injecteddwontrolling the relative polarizations
of the w and 2w fields. Parallel linear polarizations will inject a pure oip@ current along the
polarization direction, perpendicular linear polaripat will inject a pure spin current along the
w polarization direction, and same circular polarizatiornisinject a spin polarized charge current
along a direction determined by the relative phase of thefiglds. These ballistic currents can
be detected using a differential pump-probe techniquehitndase the accumulation of charge or

spin is used to deduce the distance that the charge or speldda To detect such a signal, we
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modulate the current density by modulating the phase ofwbditlds.

These techniques for studying ballistic currents were usedkemonstrate the injection and
temporal resolution of an oscillating spin polarized cleacgrrent pulse in GaAs. Also, results
were present in which the efficiency of the injection of catseusing quantum interference was
studied using pure spin current. It was found that the efimyeof the interference follows the
classical pattern of two interfering optical fields and ttfe# most efficient interference occurs
when the carrier densities injected by the two differengrgons are the same.

Finally, an optical effect of charge currents that can bedusedirectly optically sense the
current density was discussed. Theoretical calculatiews Ipredicted that a charge current will
induce a nonzero second order susceptibifty?). This x2 is proportional to the density of
the current, regardless of the material being studied. ¥fscan be observed through second
harmonic generation — a probe beam of frequearis sent to the location of the current and
if a nonzero current is present, the nonzgf® will lead to the generation of a field of second
harmonic frequency,@. This effect was demonstrated on a steady state currentvesatiriven
through an n-doped GaAs bulk sample via a pair of metal eldes. This measurement shows that
such an effect can be used to spatially resolve a currenttgefistribution as well as temporally
resolve the dynamics of a ballistic current.

Each of these techniques have provided interesting andrtarianformation about several
different materials, as discussed throughout the didsamtarhe more unigue techniques — namely
the spatially and temporally resolved pump-probe measemésrof diffusion coefficient, QUIC
techniques for injection of ballistic currents, and cutr@luced second harmonic technique for
the detection of currents — are remarkably special for tgiities to study carrier transport. Since
they can all be readily extended to a wide variety of semicotats and materials, they provide
excellent methods for studying carrier transport in matsiin which these properties are otherwise
difficult to access, specifically low dimensional materialsvhich it is structurally difficult to use
electrical methods for transport studies. Therefore theyelthe potential to provide some very

unique and interesting information about both diffusive &allistic carrier transport and in some
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cases may be the only techniques that can be used to gainnspohtant knowledge.
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Appendix A

Lock-in detection technigues

This section describes the output of the lock-in amplifierthe various modulation schemes that
were used. While everything is discussed in terms of trassiom only, the same results apply
for measurements involving reflection. The first sectiorcdbss the measurement of the linear
transmission]Tp. This is then followed by a discussion of the differenti@nsmission caused by
modulation of the pump intensity and then by differentiahsmission caused by modulation of the
phase betweew and 2w fields, which is used for quantum interference and contrpeerments.

This discussion is based on an unpublished note by Hui 2&o0.

A.1 Linear transmission

To measure the transmission of the probe pulgewe chop the probe and send the probe beam
to a detector after it passes through the sample. Assumestbetdr consists of a photodiode with
efficiencyA. Then, the voltage out of the photodiode is

Vs(t) = Al (t)To, (A.1)

wherel (1) is the intensity of the probe beam before the sample. Althdhg beam is pulsed with

an 80 MHz repetition rate, since this rate is much smallen tha bandwidth of the detector, the
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laser intensity can be considered as constant. Since the jBdeing chopped, the intensity will

be modulated with a square wave:

I(t) = Io[%+§Tn:§5m%sin(n§2ct+9c)], (A.2)
wherelg is the intensity of the probe before the chopeg, is the chopping frequency, aré}
describes the phase of the resulting intensity func#fofihe photodiode will then output a voltage
described by

5

Vs(t) = ATO|0[% + p Z %Sin(cht +6c)]. (A.3)
n=13p5....

This output voltage, which we call the signal, is then serd tock-in amplifier. The lock-in
amplifier essentially multiplies the signal by a refereno#tageVrsin(Qrt + 6r). The lock-in
reference voltage is synced with the chopper, and therbéimsehe same frequenc®g = Qc) as
the signal. We also choose the phase of the reference vatatpat it is equal to the signaif =
6c). Assume for simplicity thaflic = 6g = 0. The lock-in then filters out the frequency components
of the signal that are different from the chopping frequenthis ammounts to integrating the
signal multiplied by the reference voltage over the inteégratime, T, which is much longer

than the period of oscillation of the signal. This resultamoutput voltage of

1 Tint .
Vout = =— VRrSIin(Qgt)Vs(t)dt
Tint 0
1 [T 1 2 =2 1
= — VrsSin(Qgrt)ATplgl= + — —sin(nQct)] dt
T ) VR (Qrt)ATolo[5 nn_1§5, - sin(nQct)]
1 [ Tint 1 2 =2 1
= VRATglg— SiNn(Qrt)[= + — —sin(nQct)] dt
WAoo || sinQRG+7 5 sin(nct)
21 [T .
= VRATglg—=— sin(Qgt) sin(Qct) dt
T Tint Jo
2 1 Tint .
= VrATglo=— sir?(Qgt) dt
T lint Jo
To
= VRAlg—. A.4
RAlo— (A.4)
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Here, we have taken advantage of the fact that the average whtwo sine functions multiplied

together (both with fundamental frequenoy, and therefore periodr®/ wy = T¢) is: 13!

. . 1 [T , 0 ifm#n
(sin(mews X) sin(nws X)) = —/ sin(maws x) sin(nes x) dt = : (A.5)
Tt Jo ifm=n=£0

Nl

SinceTin: > 2711/ B¢, this holds for our experiment (typical values are a chogfiaquency of
2.1 kHz, which corresponds to a period of 0.5 ms — typicalgragon times for measurements are
300 msto 1 s). Therefore, by chopping the probe and sendapgrtibe pulse through the sample
to a detector, which is connected to a lock-in amplifier, wertasure the linear transmissiag,

of the probe pulse through the sample.

A.2 Differential transmission

To measure the differential transmission of the probe pwgesend both pump and probe pulses
to the sample, chop the pump pulse, and send the probe puise tietector. If the pump beam

intensity islgumpbefore the chopper, then with chopper modulation, the pumgmsity that reaches

the sample will be

00

1 2 1
lpump(t) = 1ymdl = + = = sin(nQct + 6¢)]. (A.6)
pump: 2 nn_%&m n

We know that for our experiments, the pump modifies the trassion by

AT =BIY

pump (A7)
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i.e. the differential transmission is proportional to themnp intensity. Since the probe (still of

intensitylp) is being detected, the voltage signal out of the photodvaitide

Vs(t) = Alp(To+AT)

1 2 2 1.
= AlgTo +A|0|3||§ump[é +— Z ~sin(nQct + &c)]. (A.8)
n=135,...

The signal from the photodiode is then sent to the lock-inldmp which produces the output
signal in the same way as above (assuming again that themeteand signal frequencies are the

same and that both have phase 0):

1 Tint

Vout = VRrSIin(Qgt)Vs(t) dt

Tint 0

= VRAIoBIpymp

- VRAIO%. (A.9)

Therefore, by chopping the pump and detecting the probe,ingetly measure the change in

transmission caused by the pump.

A.3 Phase dependent differential transmission

To measure the differential transmission of the probe pihiaeis caused by the phase difference
between the two pump pulses, for example during the QUICraxgaits, we modulate the phase
difference between the two pump fields. Assuming the trassion of the probe is determined by

both the intensity and the phase of the two pumps, it will be

T =To+AT(Ag). (A.10)
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As discussed in Chapter 5, the dependencATfon Ag depends on the type of current being

studied. For this discussion we will consider only a purergb&urrent, which means that
AT = AT (11/2) sin(Ag), (A.11)

whereAT (11/2) is the maximum change in transmission, ocurring when= 11/2. Similar results
will follow for pure spin current and spin polarized chargerent.

If we modulate the phase difference as a sine function witplinde ® and frequency?, then
A@(t) = Psin(Qt), (A.12)

and following the steps of the previous two sections, thaaligoming out of the photodiode will
be
Vs(t) = lpATo+ 10AAT (11/2) - sin[®sin(Qt)]. (A.13)

The output of the lock-in amplifier that receives this signdl then be

1 Tint .
Vout = =— VRSIN(QRrt)Vs(t) dt

= = [ VRrSIN(QRr!){I0ATo+ I0AAT (11/2) sinAg(t)] } dt

1 Tint
= L \elghaT(m/2) / Sin(Qrt) sin®sin(Qt)] dt
Tint 0

VRIGAAT (11/2) - J(D), (A.14)

12

whereJ(®) is the first order Bessel function of the first kind of the madiadn amplitude ®.

Hence, the signal is maximum when~ 77/2.38
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Appendix B

Review of graphene

B.1 Basic properties of graphene

B.1.1 Overview of graphene

Graphene in its purest form is a single layer of carbon atanasmiged in a two dimensional hexag-
onal lattice. This widely studied material has gained papty very quickly in the past few
years, leading to the award of the 2010 Nobel Prize in Phytsigsndre Geim and Konstantin
Novoselov “for groundbreaking experiments regarding the-timensional material graphene.”
While graphene was not widely popularized until it was exgtbby Novoselowt al. in 2004132

it was theoretically studied as early as 1947 by Wallace, faistastep in his discussion of the
band theory of graphité33 After the 2004 paper by Novosel@val. a flurry of experiments were
performed, which outlined properties of graphene thatapesor to those for all other known ma-
terials. The most well known superior properties of graghieclude a high mobility:32134|arge
thermal conductivity:3® and a large intrinsic strengf¥® These superior properties of graphene,
compounded with the low cost of the source material (graphénd the relative ease of produc-
tion then led to an explosion of studies on graphene that deeeted towards industrial appli-
cation. For example, graphene has been cited as a greatiah&deruse in the development of

high speed transistors’ DNA biosensors;38 ultracapacitors3° optical modulators?*° ultrafast
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laserst*! and as a transparent electrode in solar céfiRelated to these potential applications for
graphene, new, more efficient methods of producing larga graphene have also been quickly
developed, including epitaxial growth of graphene on silicarbide in 200442 chemically de-
rived graphené?*145and graphene produced by chemical vapor depositt®h?’In addition to
the application possibilities of graphene, graphene’sumiband structure, which causes carriers
to move as though they have zero mass and with a very high féan/s)3* has led to the
study of some interesting physics, such as the unconvetiprmntum hall effeét'® and the Klein
paradoxt*°

Many of the superior properties and potential applicatimingraphene are related to the prop-
erties of either phonons or excited electrons and holes,lkalswn as charge carriers. Therefore,
optical studies of graphene have proven to be an invaluateurce. For example, Raman spec-
troscopy has been identified as having the ability to disiisty single layer graphene from mul-
tilayer graphené?® and as such is widely used as a clear-cut method to deman#teitone is
actually studying graphene in experiment. Besides thipenties of graphene have been studied
through experiments involving photoluminescefeksecond harmonic generatidf? and optical
studies of ultrafast photoexcited carrier dynamie$Of particular interest here are ultrafast time-
resolved optical studies of graphene. However, beforeudsng the results such experiments in

detail, a few basic properties of graphene must be discussed

B.1.2 Fabrication

The method of fabrication of graphene can greatly alterperties. Currently there are four main
methods for the production of graphene: graphene produgeddzhanical exfoliation, chemi-
cally derived graphene, epitaxial graphene grown on silzarbide (SiC), and graphene produced
by chemical vapor deposition (CVD graphene). While eachhotbtof fabrication has certain
strengths and weaknesses, as far as the relative easd/pozdction and quality of the graphene
itself goes, all four of these methods are widely used in ttesrgted fabrication of devices and in

purely experimental studies, with some showing more premge in some areas than others.
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Figure B.1: Procedure for producing graphene by mechaeidaliation of bulk graphite.

B.1.2.1 Mechanical exfoliation of bulk graphite

Mechanically exfoliated graphene involves using tape tahmaaically peel graphene layers from
bulk graphite, usually beginning with large graphite flakasd ending with small areas of pure
graphene. The basic steps of this procedure are outlinedyirBEL. In this method, as the title
suggests, bulk graphite is repeatedly exfoliated usingeagpof tape until a thin film of graphite
remains. Then, the piece of tape with the thin graphite fis@ressed onto a substrate and subse-
guently peeled off, leaving very small areas of graphenénidedn the substrate. Due to the main
tool involved in this method being the tape, this method $® alidely known as the “Scotch tape
method.” While a crude following of this method can only pucd very small patches of graphene
with areas about fim?, careful cleaning of the substrate with various acid/watguations and
careful choice of the substrate and type of starting graptain lead to patches of graphene as
large as 20Qum?, or even larget>*

Although this method of production of graphene is very simphe main difficulty lies in
actually finding the graphene once it has been producedleSat#rference effects make this type
of graphene visible to the naked eye when the substrate s1§@ with a thin silicon coating, but
since the pieces are typically much smaller than the unwlaygé unavoidable and much thicker

graphite films, they can be difficult to locate and use to faig a devicé>® Also, since it is very
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hard to repeatedly and uniformly produce large area grappetes, this method of production
of graphene has nearly no hope for future use in industry. é¥ew graphene produced by this
method does have several advantages. First, the graphéngpidally be of higher quality, i.e.
contain fewer grain boundaries and lattice defects, sihisetype of graphene is derived from
graphite, which contains, by definition pure graphene shataetked together. This is because the
strong carbon-carbon bonds in the graphene planes whick tgether to make up graphite are
much stronger than the relatively weak inter-layer bondgraphite. So, graphene produced in
this way is ideal for studying the intrinsic properties oéghene, especially when suspended so
that the substrate no longer plays a rbte156:157and as a result this type of graphene has been
demonstrated to have the highest mobility of 120,006/%511°8 The mobility of this type of
graphene is typically on the order of 10,000%¥fs.

B.1.2.2 Chemical derivation

This method of production of graphene may refer to a largéeetsanf methods, any of which
typically use liquid chemicals as the main production t@@he such method that is widely used
involves the reduction of graphene or graphite oxide to pcedgraphene. First, graphite oxide
is synthesized from graphite powder using a modified Hummathod, which involves mixing
the powder with a mixture of sulfuric acid, sodium nitratelgotassium permangandte1°°The
graphite oxide is then mixed with water, and is easily edteld by sonication, leading to the
formation of graphene oxide, i.e. the graphite oxide isquithpart layer by layer, similar to the
mechanical exfoliation. This dispersion can then be dépdsinto a substrate by a variety of
methods, for example by spin coating or simple drop coatifige oxygen is then removed by
chemical reduction with the hydrazine vapor, which alsstaaishes the carbon-carbon bonds,
leaving graphene on the substraf€ Graphene produced by this method is referred to as reduced
graphene oxide.

Reduced graphene oxide has many benefits compared to gplesrdf/graphene. Since itis in

solution form as a step in its production process, it can bdikgapplied to large-area substrates.
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It has also been demonstrated that this type of grapheneecaniriied onto large-scale flexible
substrates, indicating that this type of graphene may bedidate for use in transparent electron-
ics on flexible substrates. All-graphene source-drain obbglectronics have been fabricated with
hole and electron mobilities as high as 365 and 28%/¥s) respectively:*® This, in addition to

its relative ease of production, and low cost of materiatpir@d makes this type of graphene a
good potential candidate for use in electronic devices. &él@r one disadvantage of this type of
graphene is that it has a typically lower carrier mobilitailgraphene produced by other methods.
This is due to the large number of grain boundaries and defedtich is something unavoidable
due to the method used for production. The mobility of gragghproduced by this method is
typically on the order of 300 cAVs.

B.1.2.3 Epitaxial growth on silicon carbide

This method of production of graphene was actually beinglbged almost concurrently with the
demonstration of graphene by Novosekial., but it is likely that they did not realize that they
were actually studying graphene. In this method, a sili@bide (SiC) crystal is heated at a high
temperaturex 1200°C) for a certain amount of time, causing desorption of thieal, leaving
graphene layers on the surface of the crystal. The numbeaphgne layers is determined mainly
by the temperaturé?® and this method can produce typically between a few and 18phgne
layers16l |t was later found that although there may be multiple gragHayers present, the each
layer still acts like graphene due to rotational stackindt& which cause neighboring layers to be
uncoupled, and hence electrons are not able to travel betagers16?

This type of graphene does have potential use in industegigally in the fabrication graphene-
based transistors. It can be patterned using standardithagoshphy methods, leading to the abil-
ity to form submicrometer structuré83 Also, like chemically derived graphene, this production
method can produce large-scale graphene samptdsinally, an insulating substrate (the SiC) is
already present, which is convenient for the fabricatioemifaxial graphene FET$4 and 100-

GHz graphene transistors have already been demonstrated apitaxial graphen&’ Of course,
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epitaxial graphene on SiC also has its disadvantages. kon@e, the first graphene layer will be
highly doped due to charges from the silicon, which can ckdhg overall structure of the sample,
and has been cited as playing a role in time-resolved opgigagrimentst>3155The mobility of

graphene produced by this method is typically on the ordér@30 cn?/Vs.

B.1.2.4 Chemical vapor deposition

This method of production of graphene involves using a chahviapor to deposit carbon atoms
onto a substrate. First, a substrate is chosen, usuallglntckcopper. Then, after exposure a
gas mixture containing methane, hydrogen and argon, if &nepte is cooled quickly enough,
graphene will remain. The thickness of the graphene sanfpé&esnumber of graphene layers
deposited) can be controlled by varying the thickness o$ttstrate and the growth tiné® The
graphene can then be transferred to another substrate taygctige product with a material, in this
case polydimethylsiloxane (PDMS) and then etching awayntbkel with FeC4, but also poly-
methylmethacrylate (PMMA) can be used as a coat, which is ttansferred to another arbitrary
substrate and subsequently dissolved in acetéhe.

One advantage of this type of graphene is that it can easipabierned, by simply patterning
the growth substrate. This makes this type of graphene fpeaise in devices, as nearly arbi-
trary shapes of graphene can be made. Also, this method odng# large-area graphene films,
centimeters in size, with predominantly single lay&SEven after transfer to different substrates,
graphene produced in this way typically displays mobiitee the order of 3,000 cifVs. One
problem with this type of graphene is that residue matetrasare left behind, specifically those
used to transfer to the graphene to a different substratg,cauase difficulty for certain optical

experiments.

B.1.3 Electronic properties

Graphene’s unique electronic properties are what makengragpsuch an interesting material. The

most well known of these is the linear dispersion relatiohjolv describes electrons and holes.
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Figure B.2: The lattice structure, Brillouin zone, and gyeband structure of graphene. A: The
lattice structure of graphen@; anda, are the lattice vectors and tldeare the nearest-neighbor
vectors. B: the corresponding Brillouin zon®, andb, are the reciprocal lattice vectors. C: The
energy band structure of graphene near the corners of theunizone, as calculated using the
tight-binding model. Panels A and B taken from Castro Nettal. 167

Since the majority of the experiments discussed here ievble dynamics of excited electrons and

holes, a brief discussion of some basic electronic progeeisi necessary.

B.1.3.1 Lattice structure and dispersion relation

As stated previously, graphene consists of a single two niéioeal layer of carbon atoms arranged
in a hexagonal lattice. The carbon atoms in graphene aradgddher by a strong bond, which
arises due to thep? hybridization between ongorbital and twop orbitals 167 Figure B.2 shows
the lattice structure, Brillouin zone, and approximatergn®and structure of graphene. The lattice

vectors can be written as

a;==(3,v/3) and a;==(3,—V3), (B.1)

a
2

NI QD

wherea~ 1.42 A is the carbon-carbon distané®.Using the standard definitiotf® the reciprocal

lattice vectors are then:

(1,v3) and bzzz—g(l,—\/é). (B.2)

21
P1= 3 3

3

Three of the four valence electrons are tightly bound to tmban atoms33167and therefore a

good approximation of the energy band structure of grapltanebe calculated using the tight-
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binding model. Due to the hexagonal structure of the Iattiigght-binding model calculations
indicate that near the corners of the Brillouin zoKedndK’ points in Fig. B.2(b)], the energy
dispersion relation is

E(k) ~ +Fve|K|, (B.3)

wherevr is the Fermi velocity ¢ ~ 10° m/s), + (—) is for electrons (holes) in the conduction
(valence) band, ankl is the wave vector relative t§ andK’ (k| < [K|[,|K'|).133167This linear
approximation of the dispersion relation is valid for enesghat are smaller than 1 é¢.and since
this is the range of energies used in most experiments gkieidescription that will be used from

this point on.

B.1.3.2 Equation of motion for carriers in graphene

Due to the linear dispersion relation, it is clear that teaive mass approximation will not work
for graphene. Hence, a description of the motion of carireggaphene is slightly more compli-
cated than using the free electron model. The two differebeluivalent sublattices [labeled A
and B in Fig. B.2(a)] cause carriers to have a pseudospintgoanumber in addition to the spin
and orbital qguantum numbers. This means that the motionraecsiis described in the same way
as massless Dirac fermions, i.e. the Dirac equation shaaildslked rather than the Schrodinger
equation32167 For this reason, the point at which the conduction and valérands meet is often
referred to as the Dirac point. A detailed discussion of ihisot necessary here, however there
are two important points that should be noted. First, thismsehat carriers act as if they have
no mass, and the second is the existence of the pseudosgin, wile this could be seen more
as a result of the linear energy dispersion, carriers intggap always move at the same velocity,

VE ~ 10° m/s.

B.1.3.3 Energy distribution and density of states

Since carriers in graphene are Fermions, any thermalizedygmlistribution, i.e. a collection of

carriers with different energies that can be charactetizea single temperature, will be described
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using Fermi-Dirac statistics. Hence, the probability fodfing a carrier with energlg, when the

distribution is at temperaturg is

1

oB) = I geeer

(B.4)

whereE; is the Fermi energy ankk is Boltzmann’s constant®® Also, the linear electronic band

structure leads to a linear density of states:

gsovE

g(E) = 2n(fue )2’ (B.5)

wheregs andg, are the spin and valley degeneracy factors (both 2 for graghandvg is the

Fermi velocity from above?

B.2 Optical properties of graphene

This review is concerned with ultrafast optical studies @pipene, so a brief review of previous
steady state optical studies of graphene is necessary, tHereptical properties of graphene are
broken down into four main sections: general optical proggy including its absorption prop-
erties, properties of phonons in graphene, photolumimes;eand second harmonic generation.
Ultrafast optical studies of graphene, which are the matgmf this review will be discussed in

detail separately.

B.2.1 General optical properties

The most basic optical property of graphene, which must beudised before the others concerns
its absorption of light. The absorbance of graphene is ab@%b over the range of 400 to about
2500 nm. Interestingly, graphene’s absorbance is not justdom value, but is determined by the
fine structure constant, = € /hc ~ 1/137. Specifically, the absorbance of a single graphene layer

is ma. This is a consequence of the two-dimensional nature ofrgnag and the zero-gap energy
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spectrum of electron¥/%:171

B.2.2 Photoluminescence

Photoluminescence experiments give insight into the e#ia® mechanisms of excited carriers in
graphene. For this experiment, the graphene is first exbiyea laser. The photoluminescence,
as well as the reflected excitation laser light is sent to aalet — either a photodiode or spec-
trometer CCD — and the excitation laser light is removed guditers. Interestingly, although
graphene has no band gap, a sizeable emission of light hasobserved to occur over the entire
visible spectrum range (1.7-3.5 eV), even when the exoitahergy is not at the maximum of this
rangel51,172173

The presence of this broadband and ultrafast photolumemesdn graphene indicates two im-
portant things. First, since the photoluminescence isrobdgat energies higher than the excitation
energy, this indicates that carriers are thermalized oy sfeort time scales, i.e. the carrier-carrier
scattering rate is very high. Ultrafast pump-probe expents indicate a carrier relaxation time on
the order of a few picoseconds (this will be discussed in rdetail later). So, since the carriers
are initially excited to form a nonequilibrium distributipthis means that they must be thermalized
on a time scale much less then this in order for there to be fiitmphotoluminescence to occur.

Second this indicates that electron-hole recombinati@s giéay a role in the relaxation of carriers.

B.2.3 Second harmonic generation

Second harmonic generation in graphene is a subject thatdidseen explored widely, and has
only been observed by one group in graphene produced by mieehaxfoliation of bulk graphite,
which is on a substrate of Si coated with a 300 nm thick,3&yer152174An example configu-
ration for this type of experiment is shown in Fig. B.3. A lasé fundamental frequency is
incident upon the graphene sample. A second order eleatsiceptibility will then, for suffi-
ciently large electric fields, lead to the generation of tkeosd harmonic of the excitation field,

with frequency 2v. Either the reflected second harmonic or transmitted sebanaonic can be
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Figure B.3: Example configurations for a second harmoniegsion experiment. Either trans-
mitted or reflected second harmonic can be collected by tteztie.

collected, and the fundamental beam is either removed whitteaor a detector is chosen that is
only sensitive to the second harmonic wavelength.

Although graphene itself is a single layer of carbon atonesped harmonic generation in
graphene can still be treated as coming from either surfacethe part of the graphene where it
is in contact with another material In these studies thetlygap is surrounded by air on one side,
and SiQ on the other. It was observed that the magnitude of the sdzamadonic generation from
a single layer of graphene is relatively small, however ihidue to the overall cancellation of
second harmonic sources on either side of the graphenehwigans that the second harmonic
generation may be different for different angles of incicke(in these experiments an angle of 60
was used), or for graphene on a different substrate. Iniaddit this, an anisotropic response
of the second harmonic generation with respect to the velatientation of the graphene and the
incident light polarization was observed for multilayeaghene (thin graphite films). A threefold

symmetry was observed, which arises due to the AB stackingtste.

B.3 Introduction to ultrafast optical studies of graphene

Ultrafast optical studies of graphene can provide muchrinédion about the behavior of carriers

that is not available from other types of studies, such asehovolving steady-state optical or
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all electrical measurements. One great advantage of adtraiptical studies is, of course, the
high temporal resolution. This is limited by the temporatlthi of the laser pulse used in the
measurement and can be as low as tens of femtoseconds. tioadadithis, several experimental
parameters in optical measurements can be easily comtrditee wavelength of a particular laser
can typically be readily tuned, giving access to a large eaofgenergies. Also, the wide variety of
optics available allow for measurements with high spagabtution, which is determined by the

size of the laser spot on the sample and can be less tpam 1

B.3.1 Energy relaxation of carriers

Of particular interest in most ultrafast pump-probe experts of graphene is the energy relaxation
of carriers. As stated earlier, graphene has been citedidealmaterial for use in the fabrication
of high-speed transistors due to its very high mobility, anfhct a 100 GHz wafer-scale epitaxial
graphene based field-effect transistor (FET) has been detnaced’3’ among others with lower
cutoff frequencies. Of course, in applications such aggtaphene based FET, and graphene based
solar cells!”® electromechanical resonator€ and ultracapacitor$3® charge carriers play a cru-
cial role. So, the dynamics, and in particular the energgxadion of charge carriers in graphene
are indeed very important subjects in light of possible sidal applications of graphene. Ultra-
fast pump-probe experiments are ideal for such studiese sian provide much insight into the
energy relaxation dynamics of excited carriers. Using thek interpretation discussed above,
just by monitoring how the differential reflection or tranission signal decays over time, one can
ascertain information about the energy relaxation of eerias the decrease in the signal directly
mirrors the decrease in the density of carriers with eneggyakto the probing energy.

For an example differential transmission curve, see Davdaal., which was the first pump-
probe experiment published on graphene (in this case égigraphene on SiC). The differential
transmission/AT /T, is proportional to the density of carriers at the probingrgg, so this can be
considered as a plot of the density of carriers at the probneggy as a function of time delay. The

time difference between which the pump and probe arriveeas@mple is called the time delay —
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negative time delay means before the pump has arrived, aitieafter — and this is controlled by
changing the length of the delay stage. These measurenmentgisat the differential transmission
signal decays exponentially, with two different time camts. The initial, fast decay time constant
is on the order of 100 fs, while the second, slower decay tiomstant is typically on the order of
1 ps.

The behavior of a differential transmission curve such ith&awlatyet al. can be understood
using the schematic of carrier dynamics shown in Fig. B.4diclvis based on the results of this
and other experiments pump-probe experiments on grapfiéedeft panel shows the energy band
structure of graphene for low energies, with the arrow regméing excitation by the pump, and
the right panel shows the density of carriers that would tsepked at a particular probing energy,
n(E), over various time ranges. The pump will excite carriershi@ graphene sample, briefly
leading to the formation of a nonequilibrium, Gaussianribstion of electrons in the conduction
band and holes in the valence band. The distribution will basSian because the energy spectrum
of ultrafast short pulse width lasers is typically Gaussialso, the average energy of the carriers
will be one half of the pump energy if the sample is undopet;esigraphene has zero band gap.
Then, the carriers will quickly thermalize, within 100 fsjelto carrier-carrier scattering. This is
typically the temporal resolution of optical pump-probg@esiments, and so cannot be temporally
resolved. The experiment performed by Dawlettgl. is a degenerate pump-probe —i.e. the pump
and probe are of the same wavelength — and so the rising tirtteeafignal must be determined
purely by the pulse width of the lasers. However, in the cdsa mondegenerate pump-probe
experiment, the rising time is still generally determingdtbe pulse width of the lasers, since
the thermalization time is on the same order of magnitudéefpulse widths of the lasers, and
the rapid thermalization, which causes the carriers toagporit in energy into the Fermi-Dirac
distribution, is what leads to the increase in density ofiees at the probing energy, and hence
an increase in the differential transmission signal. Thhmut this process, carriers are radiatively
recombining, as discussed in the photoluminescence setiith the carriers are also losing their

energy via the emission of optical phonoté,and this is the dominant process that causes the
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Figure B.4: A schematic showing the dynamics of carriersragkcitation. Carriers are first excited
to the conduction band (blue arrow), which results in a naiggium distribution of carriers
with average energliw,ump/2 (assuming the Fermi level is at the intersection of thenadeand
conduction bands). After excitation, they quickly reactharinal distribution via carrier-carrier
scattering within a time scale on the order of 108%8178-182Then, the carriers relax via carrier-
phonon scattering (mainly through the emission of optitalrpns) on a slower time scale, which
is on the order of 1 p$/°:183Carrier recombination also occurs, but on a much longer soage
than both of these processes, which eventually resultseimnikhial equilibrium distribution. The
equilibrium distribution in this figure is one with no exaditearriers.
slower decay of the differential transmission signal. Aschrriers emit the phonons, their average
energy will decrease, resulting in a decrease in the deokdsrriers at certain energies. In pump-
probe experiments, the probe energy is always large enawghtisat this is the case. This process
occurs on a time scale on the order of several picosecon@s, ©h a much longer time scale, the
carriers will recombine, leading to the recovery of theiadjtequilibrium distribution of carriers
in graphene — in the case of the figure, there are no excitetbisar This process is generally
not observed for these types of experiments, because bintedts contribution to the decrease
in signal could be noticeable, the carriers have alreadytlesr energy due to phonon cooling
and moved out of the probing window, and so they are not \@s@slymore in the differential
transmission signal.

As stated previously, the energy relaxation of carrierimithated by the emission of optical
phonons. Therefore, the exact role optical phonons plajierenergy relaxation of carriers has

been investigated in detdif3-184First, it was observed that with increasing pump fluenceri@ar

density), the value of the slow decay time constant incietisa constant value at high fluences. It
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was proposed that this is due to the hot phonon effect: atdagier densities, as the carriers relax,
they produce a large number of optical phonons. These dpticanons can then give their energy
back to electrons, and the result is a slowed energy retaxatfi the electron distribution, which
at sufficiently high carrier densities is therefore detemli by the relaxation of optical phonons
into acoustic phonon&* After this, real differential transmission measuremergsarsuccessfully
modeled using coupled rate equations between the carnérsical phonons, accounting for car-
rier cooling through the emission of optical phonons andwated optical phonon emission rates,
and from this, average optical phonon lifetimes in the raog2.5 to 2.55 ps were obtained?
which agree well with first-principles calculatiof®

The role of substrate phonons on the relaxation of phottexacarriers in graphene has been
discussed in detail as welP/-18Mechanically exfoliated graphet as well as CVD grapherté’
were both suspended and compared with the same type of giejpimeglass. Interestingly, dif-
ferent results were found for the two types of graphene. éncthise of mechanically exfoliated
graphene, differential reflection was measured with 11004@0 nm, 240 fs probe pulses and
830 nm, 180 fs pump pulses and a total fluence of 0.03.Jtmwas found that relaxation (i.e. the
decay of the differential reflection signal) was nearly tame for suspended samples as compared
to samples on glass. This would imply that only intrinsic pbios contribute to the energy relax-
ation of carriers in graphene. For CVD graphene, diffeedméflection was measured as well, with
800 nm probe and 400 nm pump pulses and a time resolution ds30Bie pump fluence was 0.3
to 5 mJ/cn? for suspended and 1.7 to 35 mJfcfar substrate supported. In this case, however, it
was found that the differential reflection signal decays Immore quickly for supported graphene
than for suspended, and that the bi-exponential decay kesansingle exponential decay. This
indicates that in this graphene sample, the substrateceuofatical phonon modes do indeed play
a large role in the energy relaxation of carriers, providaaglitional energy relaxation pathways.
The fact that the two give such different results may be dumtotype of graphene being easier to
transfer energy to the substrate than the other. Mechanedbliated graphene should be more

pure than CVD graphene, i.e. have fewer lattice defects amésidue from the transfer process,
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therefore it is possible that these can cause carriers in @@phene to more readily transfer their
energy to surface optical phonons of a glass substrate aparethto carriers in mechanically
exfoliated graphene.

Differential transmission and/or reflection measureméaige been performed on a wide va-
riety of samples, and these time scales for the ultrafagtorese of graphene are typical. For
example, a signal with a bi-exponential decay with a shonetcconstant on the order of hun-
dreds of femtoseconds and a long time constant on the orgecaseconds have been observed
in reduced graphene oxide in solutid®? reduced graphene oxide thin filM&’ mechanically
exfoliated graphene on Si coated with $j&$! mechanically exfoliated graphene on $j&® me-
chanically exfoliated graphene on mi¢® suspended mechanically exfoliated graph&feGVD
graphene on quart?%1°1CVD graphene on glas’s/ and several other epitaxial graphene sam-
ples produced in the same w3?183.184.192he fact that the same temporal behavior is observed
in such a wide variety of samples indicates that this is annsit effect of graphene and that
substrate effects and differences in growth method playrg nenor role if any in the energy

relaxation of carriers in graphene.

B.3.2 Coherent control of photocurrents

In materials such as gallium arsenide (GaAs), germaniungeaqghene, a pair of frequency-related
laser pulses can be used to inject a photocurrent by quamtiegnfierence. This has been observed
GaAs 19319 germaniumi® and by Suret al. in graphene-®6 A fundamental laser pulse® and

its second harmonic laser pulseare incident on the graphene. Considering both laser pulses
separately, they will each cause electrons to make a tramgid a higher energy level in the
conduction band, leaving holes behind in the valence bahd.dEnsity of carriers excited with a
certain velocity will depend on the transition amplitudeddor a single frequency excitation the
density will be the same for all velocities. The second hammtaser pulse will excite carriers
directly across the band gap via one photon absorption, ledhdamental laser pulse will do

the same, but also excited carriers to the same energy lasdlse second harmonic laser pulse
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Figure B.5: Experimental configuration for current genedadiy quantum interference and control
(QUIC) and detected by THz emission. A pair of laser pulses,af frequencyw and the other of
second harmonic frequencyw2are used to generate a current in the graphene. The relatagep
between the two pulses controls the magnitude of the curfdr current produces a THz electric
field, which is detected.

via two-photon absorption. Since one photon absorptiomefsecond harmonic pulse and two-
photon absorption of the fundamental pulse excite cartieifee same energy levels, their transition
amplitudes will interfere, resulting in a net flow of eleaisoin certain directions, or a current.

By calculating the transition amplitudes of each transitémd finding the overall transition
amplitudes when each is present — i.e. considering thefénégce — one can determine what
properties of the excitation electric fields control thereat and how they do so. Riow al.19’
have done the calculations and a summary is as follows. B@hgne, the direction of the current
depends on the polarization of each beam. Co-circularlgrd beams inject the largest current,
with the direction of the current controlled by the phasdeténce between the two transition
amplitudes, while opposite circular polarizations wiljeat no current. Linear polarizations will
inject a current with the magnitude proportional to(&i@), whereAg is the phase difference
between the two transition amplitudes. The direction ofdimeent depends on the angle between
the two polarizations — when the beams are either co-linearass polarized, the direction of the
current will be in the direction of theafield. The carriers will be instantaneously injected with a

nonzero velocity and so this current is considered to bestiall After the initial ballistic current,

collisions with each other and the lattice will cause theenirto be quickly destroyed.
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The experimental configuration used by Saial. for detection of a current produced by quan-
tum interference in graphene is shown in Fig. B.5. Here, a giacross-polarized and phase
controlled pulses illuminate an epitaxial graphene sampl&iC. The pulses inject a charge cur-
rent and the magnitude, as discussed above, is controll¢ietnelative phase of the two pulses.
The accelerating charges will produce a THz electric fielicvis sent to a detector. The magni-
tude of the THz electric field increases with increasing entridensity. A sinusoidal dependence
of the THz signal with phase difference between the two pul&s observed, as was the expected
dependence on polarization angle between the two fields.eMemvdue to the nature of detecting
a THz electric field, no dynamics of the charge current wete tbbe observed. So, a temporally
and spatially resolved study of the dynamics of charge atsran graphene is warranted in the

future.

B.3.3 Carrier transport

Of course, from a electronic graphene-based device poivieaf, carrier transport is equally as
important as energy relaxation. However, ultrafast opstadies of carrier transport are rare. The
only study which has been performed which actually involvaBistic motion of the carriers in
graphene is the quantum interference and control of phatects study. A ballistic current was
generated and detected, but as just discussed, the cuaemtottemporally or spatially resolved.
So, the dynamics of ballistic currents in graphene remaeementally unexplored.

On the other hand, diffusive transport of carriers in gragghbas been studied widely via
electrical measurements of mobility or sample condugtivit sample of mobilities reported for
various types of graphene is shown in Table 1. Clearly, the tf graphene plays a large role in
the carrier mobility. Devices made of mechanically exfidéagraphene has the highest reported
mobilities, followed by epitaxial graphene, then CVD aneietically derived graphene. It is not
surprising that devices made of mechanically exfoliatexpgene have the highest mobilities, as
these come from graphite and so are the purest type of graphémey have the fewest lattice

defects and no other compounds which may be left over fronfiatiécation or transfer process.
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Type of graphene Reported mobility (cri/V-s) | Year
Exfoliated graphene 7,000 2007198
10,000 2004132
13,500 200819°
15,000 2008200
Epitaxial graphene 535 2007164
1,200 2007161
1,500 2010137
27,000 2006163
3,000 2011201
CVD graphene 3,750 2009146
Chemically derived graphene0.2 200820
281 2010145

Table B.1: Measured mobilities for various graphene sample

It is also not surprising that chemically derived grapheae the lowest mobilities, as this type of
graphene is expected to have the largest number latticetdeand also have more grain bound-

aries.

B.3.4 Differential transmission as a probe of Fermi level

In addition to studying the dynamics of carriers alone, &edéntial transmission signal can be
used as a probe of the Fermi level of a graphene layer. Thibéms specifically demonstrated
in epitaxial graphene grown on Si€>293 For a graphene sample where the Fermi level lies at
the Dirac point, any pump-probe experiment will always esapositive differential transmission
(or a negative differential reflection). The pump will excitarriers and after thermalization the
carrier density at all energies will have increased, whezdk to an increase in transmission (or
decrease in reflection) of the probe. If, however, the Feentlllies above the Dirac point — i.e.
there are some carriers already present in graphene — taircerobing energies the differential
transmission may become negative at some time delays. ahigacur if the pump excites carriers

from the Fermi level and below higher into the band and thenpttobe is able to excite carriers
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into those states which are now open because of the pump -int@band absorption by the
pump will lead to an increase in absorption of the probe. Wilisresult in a negative differential
transmission.

It has been observed that when the probing energy approaesiwesthe Fermi energy for a
particular layer, the differential transmission will bege strongly negative at a fixed time de-
lay.165203For probing energies slightly above twice the Fermi leves, differential transmission
will become strongly positive. This indicates that diffieti@l transmission measurements may be
used as a different powerful tool — they allow the direct nneasient of the doping density of
a layer of graphene. However, a flip in sign of differentialngmission signal can be caused by
several other things, such as lattice heating effects, aathben observed for probing energies that

are inconsistent with the Fermi energy of a graphene I1&fer.
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Appendix C

Review of single-walled carbon nanotubes

Single-walled carbon nanotubes (SWNTSs) have attractedideration attention for the last two
decades. A SWNT can be viewed as a rolled-up graphene sheeénDing on the tube diameter
and chirality, a SWNT can be semiconducting or metallic,hvatwide range of energy gaps.
Because of its nanometer scale diameter and micrometer lsrajth along the tube, it provides
an ideal platform to study one-dimensional (1D) physics. uhique mechanical, electrical and
optical properties have made it an attractive candidate anyrapplications, for example high-
strength composition materials, nanoelectonics, phdiaes, and photodetectors.

Owing to the unusually strong Coulomb interactions in thE3ematerials, the interaction be-
tween electrons in SWNTSs and light is dominated by excitbteice, understanding the excitonic
dynamics in SWNTSs is important for many optoelectronic agions. Photoemissiégf>2%and
transient absorptic?’-?1>measurements on samples of SWNT bundles, where semicamgluct
and metallic SWNTs entangled together, have shown ultrafestonic dynamics characterized
by a energy relaxation time of about 0.1 ps and an excitotifiteof 1 ps. Other transient absorp-
tion studies on samples of insolating or individual SWNT#ered that these fast dynamics are
induced by fast transfer of excitons from semiconductingnagallic tubes. When such channels
are eliminated in isolated tubes, the exciton energy réilaxaan take several picosecoRtfs224

and the exciton lifetimes of several 10%§218220.221.2245 several 100 p8%219223have been
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measured. Time-resolved photoluminescence measuretm@resshown the decay times of sev-
eral 10 ps?2>-231The lifetime is dominated by nonradiative recombinatiosvéal experiments
have concluded that exciton-exciton annihilation is thgamaonradiative recombination mecha-

nism.232-2340ther aspects of excitonic dynamics have also been studigdging exciton dephas-

ing,235

tion,242 and excitonic nonliearitie&¥3-247

exciton-phonon interactior$8-239multiple exciton generatiof:%-**tintraexciton transi-

In contrast to these extensive studies in time and energyaoi@mthe excitonic dynamics in
real space, i.e. exciton diffusion along the tubes, has Essnstudied. Since the size of excitons
(about 2 nm) is much smaller than the length of the SWNTs,terdiiffusion plays an essen-
tial role in excitation energy transfer in many SWNT-basgtbelectronic applications. From a
fundamental point of view, studies of exciton diffusion gamovide valuable information on mi-
croscopic interactions between excitons and their enwient. For example, exciton diffusion is
an important aspect in understand exciton-exciton aratibih and long-term delay.

Direct measurements of the exciton diffusion are rathell@hging, since electric techniques
that are typically used for transport studies are less &ffeon excitons that are electrically neu-
tral. Recently, several attempts have been made to medsiextiton diffusion coefficient in
SWNT samples. However, mainly due to the complexity of thecpdures used to deduce the
diffusion coefficient, the results differ by orders of maguie. Korovyanket al observed a polar-
ization memory effect in transient absorption measurememtd by attributing the depolarization
to the exciton diffusion in curved SWNTSs, they deduced auifin coefficient of 120 cAfs.?11 By
measuring exciton lifetime as a function of exciton densitie can determine the exciton-exciton
annihilation rate, which can be modeled to deduce the diffusoefficient?32248However, mea-
surements used transient absorption technique and tisodvesl PL technique have yielded rather
different results: the former found very small diffusiorefficients of 0.1 cri/s®*° to 4 cnrf/s;?°0
while the latter gave a value of about 90481°! Other transient absorption measurements were
interpreted by considering exciton diffusion to quenchsitgs like defects or tube ends, and re-

sulted a diffusion coefficient of about 10 éf%.2527254
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In addition to these ultrafast studies in the time domaiepwise quenching of exciton lumi-
nescence by single-molecule reactions can be used to déueiexciton diffusion lengths of 60
nm?2°° to 200 nm?2°% and simulation of near-field microscopy measurements of lRinghing at
the tube ends gave a diffusion length of about 100-200*M>8Furthermore, by modeling the
power dependence of PL with different tube lengths as a amestsional diffusion, a diffusion
length of 610 n®® Since in these studies the exciton lifetime was not measoregihas to as-
sume a certain lifetime in order to estimate the diffusioeffioient. This and the rather large range
of the diffusion lengths measured has resulted in a larggerahestimated diffusion coefficients of
0.4 cnt/s,2%%2.5-10 cnd/s,2>” and 44 crd/s.2%° The discrepancy in these studies could be partially
attributed to sample variations, since the exciton trarisyam be influenced by the environment of
the SWNTs. However, the more important issue is the lack obdahindependent technique to

directly measure the diffusion coefficient.
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Appendix D

Calculation of laser fluence and carrier

density

D.1 Fluence of a Gaussian laser beam

The fluence of a laser indicates the energy per unit area tletea pulse delivers to a certain
location. In the experiments discussed in this disseriatias important to know the peak pump
laser fluence that is being delivered when focusing a lasemke a small spot on a sample, so
that the density of photoexcited carriers can be calculated

Assume the laser produces Gaussian laser pulses at a foyopfdre, (measured in Hz), which
is known as the repetition rate of the laser. In order to firdgbak fluence of the laser pulse, we
must first find the energy delivered by each laser pltggse To do this, we measure the power
of the laserP, with a power meter, which reports the time averaged power leker. Then, the
energy delivered per pulse is:

P

Epulse: I

. (D.1)
frep

The peak laser fluence is usually of interest, when focudiagheam to a small spot with a lens.
During pump-probe experiments, rather than measuringatdes lspot size directly, it is more con-

venient to measure the full width at half maximum (FWHM) cé tifferential transmission profile,
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wpT. Since this comes from both pump and probe beams, this Epatide that is measured is
actually a convolution of the pump and probe laser spotsallisihe spots are close to the same

size, so it is safe to assume that the width of the pumpis given by:

wo = T (D.2)

N

To find the peak laser fluence, recall that the beam is Gausgiana Gaussian beam, the

intensity profile of the beam will be Gaussian in space:
() = log~ 2/, (D.3)

wherelg is the peak intensity of the beamis the distance from the center of the beam (i.e. the
beam radius), and is the radius at which the beam intensity drops te?lof lo. The intensity of
the beam describes the power per unit area of the beam, Wbifuence describes the energy per

unit area of the beam. Therefore, the fluence can be desdrililed same way as the intensity:
F(r)= Fpeakeizrz/wz, (D.4)

whereFpeakis the peak fluence of the pulse. By definition, the energy ofi gailse can be found

by integrating the fluence over all space:

Epulse = /F(r)da

= / Focae 2 /"2 dr
0

1 2
- F — (21
peak27T2(W2>

a
= Fpeak77 (D-5)
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and therefore

2Epulse
I:peak: . (D.6)

Now, since the FWHM of the beamy, is the quantity that is actually measured, this must be

related tow:

|(Wo) = 0.5lg

— |Oe*2(Wo/2)2/W27 (D.7)

which means that
Wo

V2In2'

Finally, these measured quantities can be related to tHeflueance for each laser pulse:

(D.8)

£ _8mn2 P
peak=— —7_[ frepWZDT.

(D.9)

D.2 Carrier density

The fluence, as calculated in the previous section, indidatepeak energy delivered by the laser
to the sample per unit area. This must then be used to cadhlatdensity of carriers excited in

the sample. Each photon has energy

hc

Eph = o hv = ho, (D.10)

wherehis Planck’s constant (626x 10734 J.s or 4135 eV-s), c is the speed of light in a vacuum
(3x 1% m/s), A is the wavelength of the photon,is the frequency of the photohis h/2rm, and
w is the angular frequency of each photon. Therefore, if a befgpeak fluencédpeaxis incident

on the samplefpear/ (hv) will be the peak number of photons incident on the sample.
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Now, assume the absorption coefficient of the sampée iwherea is defined as
Iy = lge™ L. (D.11)

This means that if you have light of intensiky incident on a sample of thicknes with the
sample’s absorption coefficient beimg the intensity of light that comes out of the sample will
bel;. Also, assume that each photon that is absorbed createscomedecarrier in the sample.
Then, the peak number of carriers excited per unit volumse, as a function of the depth into the
samplez, will be

Fpeak g7

Nap(z) = a- € (D.12)

Note that this is defining = 0 as the front of the sample, aad= L as the back of the sample.
The two dimensional carrier density, i.e. the number of pbetited carriers per unit area, can be
calculated by integrating this equation over some depthekample, in graphene, we can define
each graphene layer as having an effective thicknesS38fiim, i.e. the spacing between layers in
bulk graphite. For the layer that begins at degthnd ends at depth(b—a = 0.33 nm), the areal
carrier density, of that layer only, will be:

b

F

N2 :/ nap(z) dz= %ak(e*“a—e*“b). (D.13)
a
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